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Abs t rac t

Th is thes i s i s a co l lec t ion of works pe r fo rmed

by the au thor a t Volvo F lygmotor AB dur ing the

years 1969-1970 . The a im of these works i s to

inves t iga te , how the tempera ture dependence of

the mater i a l p roper t i es in f luences the tempera-

ture f ie lds and vibra t ions of th in-wal l ed s t ruc-

tu re s in modern je t eng ines .

The s tudy begins wi th some works on hea t con-

duc t ion . The f i r s t one g ives a var ia t iona l method

formula ted in the in te rna l ene rgy . I t is an a l t e r -

nat ive to .Bio t ' s method in which the tempera tu re i 3

va r ied . The second work shows tha t the app l i -

ca t ion of pe r tu rba t ion ana lys i s to hea t conduc t ion

prob lems may be s impl i f i ed th rough the in t roduc -

t ion of ce r ta in subs t i tu t i ons . I t a l so g ives bounds

on the success ive approx ima t ing so lu t ions . Las t ly

in the th i rd work th i s per tu rba t ion method i s used

in inves t iga t ing how the tempera ture dependence o

the mate r i a l proper t i es in f luences the t rans ien t te r r -

pe ra tu re f ie ld in a hea ted cy l indr ica l she l l .

The inves t iga t ions on v ibra t ions s t a r t wi th a

s tudy of the l inear f lu t t e r s tab i l i ty of je t eng ine

af te rburne rs under var ious ope ra t ing cond i t ions .

I t is shown tha t the tempera tu re dependence of

the mater i a l p roper t i e s may cause ins tab i l i ty to

occur a t ign i t ion of the a f t e rburner .

The nex t work prov ides exac t ana ly t ica l so lu t ion

to the prob lem of f ree v ibra t ions a t l inear ly , ex -

ponen t ia l ly and harmonica l ly t rans ien t t empera tu r*

f ie lds . Th i s i s fo l lowed by an inves t iga t ion of

the rmal ly induced def lec t ions and a br ie f no te on

the inf luence of t r ans ient in te rna l p re ssures .

Proceeding to nonl inea r v ibra t ions , th ree work . 1

have been pe r formed . Thus , nonl inear equa t ions

fo r a c i rcu la r cy l indr ica l she l l a re der ived tak ing

ca re of t empera tu re dependent mate r ia l p roper t i es .



Using Galerkin ' s method , these equa t ions a re

then reduced to ord inary di f fe ren t ia l equa t ions

a t t rans ien t , ax ia l ly nonuni form tempera tu re

f ie lds . Based on these two works , the las t work

in the thes i s provides so lut ions to the l inea r and

nonl inear f lu t te r p rob lems in c i rcu la r cy l indr i -

ca l she l l s be ing hea ted convec t ive ly as in a je t

engine af terburner .

In conclus ion , the inves t iga t ions performed

show that the tempera tu re dependence of the ma-

te r ia l proper t ies have a large qual i ta t ive and

quant i ta t ive inf luence on the hea t conduct ion and

vibra t ions in thin-wal led s t ruc tures .
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Int roduct ion and Li te ra ture Review

In recent years the progress in areas such

as space and aeronaut ica l technology has made

high temperature phenomena increas ingly im-

portant . One problem then ar isen is how to take

care of the temperature dependence of the ma-

ter ia l proper t ies , which at e levated temperatures

makes the convent ional l inear-e las t ic theor ies

insuff ic ient . The mathemat ica l di f f icul t ies in-

volved have so far l imi ted the research in this

f ie ld to the analys is of a few rather speci f ic pro-

blems.

Early investigations were made in the fifties
1 2by Hil ton and Nowinski . Fur ther progress was

3 4made by Troste l ' , who used per turbat ion tech-

niques to solve the general s ta t ionary thermo-

elast ic problem. Subsequent works have used the

same methods in analyzing var ious one-dimen-

s ional and s tat ionary problems such as e . g. the

s t ress s ta tes in ci rcular plates and thick-wal led
5 - 1 0cyl inders and spheres . An extens ion to shel l

problems was given by Ismail and Nowinski^ * ,

who trea ted sta t ionary thermal s t resses in thin

she l ls of revolut ion using l inear shel l theory and
,1 2

a mul t iparameter per turbat ion method . Ambar t-
1 3surnian et a l . der ived nonl inear equat ions for

shel ls of revolut ion at genera l temperature f ie lds .

However , in t rea t ing speci f ic problems they con-

s idered tempera tures varying only with t ime and

appl ied the nonl inear theory only to f ree vibra t ions

of pla tes . Later , Tang has analyzed sta t ionary
1 4thermal s t resses in pla tes and in s imply connec-

15
ted bodies as wel l as the f ree vibra t ions of rec-

tangular pla tes exposed to s ta t ionary temperature
f i A 16f ie lds

Paral lel l to the development of thermo-elas t i -

ci ty has gone that of h eat conduct ion. At tempera-



ture dependent mater ia l proper t ies Fourier ' s

heat conduct ion equat ion is nonl inear and un-

t ractable to exact analyt ica l solut ions but for
17 18

some specia l cases . ' Thus , numerica l

or approximate methods of solu t ion must be

resor ted to .

Perturbat ion methods have been used by many
4 1 1 .authors ' in a ra ther s t ra ightforward way and

1 9 2 0Appl and Hung ' have developed a method of

success ively converging bounds on the exact so-

lu t ion, However , i t i s the var ia t ional methods

which have received most at tent ion in the l i tera-

ture . Two importan t such methods are due to Gooc-

man and Biot .

Goodman's method, the heat balance in tegral

technique, has been appl ied to many problems

involving nonl inear heat inputs and temperature
2 1 2 2 2 3dependent mater ia l proper t ies . ' '

2 4 2 5The var ia t ional pr inciple in t roduced by Biot '

were formula ted in the temperature of the body anc

conf ined to problems involving prescr ibed surface

temperature . This method has la te r been extended
, . 2 6 , 21 . . , ,by var ious authors , to include prescr ibed sur-

face heat f luxes and radia t ion boundary condi t ions .

Of other var ia t ional pr inciples may be ment ioned
28one due to Glansdorf e t a l . , who studied the case

in which the pr inc iple of minimum entropy produc-

t ion is not val id and int roduced the concept of the 1>-

ca l potent ia l . This method has been appl ied to heat

conduct ion in mater ia ls with temperature depender t
29 3)

mater ia l propert ies by Hays and Hays and Curd .

An extensive review of var ia t ional methods appl- e < i

to t ranspor t phenomena is given by Hiraoka and Ta-
i 3 1naka.

The aim of the present work i s to invest igate ho-v

the tempera ture dependence of the mater ia l proper-

t i es inf luences the tempera ture f ie lds and vibra t iors

of th in-wal led s t ructures . In order to make the resul ts
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appl icab le to e .g . je t eng ine a f te rburners , a

f in i t e c i rcu la r cy l indr ica l she l l has been chosen

as an objec t for the inves t iga t ions . Bes ides , the

c i rcu la r cy l indr ica l she l l i s a ra ther gene ra l

s t ruc tura l e lement making the resu l t s represen-

ta t ive a l so for beams and p la tes .

The v ibra t ion prob lems s tud ied here inc lude

f ree and forced vib ra t ions a s we l l a s f lu t t e r of

cy l indr ica l she l l s . In Ref . 13 inves t iga t ions of

th i s type have been ca r r i ed out cons ider ing l inear

she l l theo ry and geomet r ica l ly un i fo rm, l inea r ly

t rans ien t tempera ture f i e lds . In the presen t work

nonl inear she l l theory and geomet r ica l ly nonuni -

fo rm trans ien t tempera ture f i e lds wi l l be cons i -

dered . Th is g ives r i se to such ef fec t s as ther -

mal ly induced v ibra t ions , p res tab i l i ty deforma-

t ions and limi t cyc le osc i l l a t ions not cons ide red

in previous s tud ies on the presen t sub jec t .

We beg in by deve lop ing some new methods in

hea t conduc t ion ana lys i s , then choose one of them,

a per tu rba t ion method , fo r the ca lcu la t ions of the

t rans ien t t empera tu re f ie ld in the she l l wa l l . For

such ca lcu la t ions see e .g . Ref . 11 and for tem-

pera tu re independen t mate r i a l s , Bru l l and Vinson
33and Pfah l . Proceed ing to the v ibra . t ion problems ,

we inves t iga te f r ee and thermal ly induced vibra t ions ,

de r ive nonl inear she l l equa t ions a t tempera ture de-

penden t mate r ia l p roper t i e s and proceed to nonl inear

flutter problems. In solving these problems we shail

make use of the methods deve loped in the l i t e ra tu re

fo r t rea t ing the nonl inear f lu t t e r and vibra t ion of

i so thermal cy l indr ica l she l l s . See e .g . Olson and

Fung"^ , Evensen and Olson"^ , Dowel l . " 5 ° An ex-

tens ive rev iew of the l i t e ra tu re in th i s f ie ld i s giver .
37

by Dowel l .

Qua l i t a t ive ly , the weakening of the s t ruc tu re w. th

increas ing tempera ture should resu l t in la rger ampl i -

tudes and lower f requenc ies . Espec ia l ly a t f lu t t e r



th i s i s of g rea t impor tance because the s tab i l i ty

l imi t s may be passed dur ing the heat ing up of the

s t ruc ture , caus ing ins tab i l i ty to occur a t a cer -

ta in temperature . Trans ient ana lyses of such

courses of even ts wi l l be car r ied out in what

fol lows .



1 ON A VARIATIONAL METHOD IN HEAT

CONDUCTION FORMULATED IN THE

INTERNAL ENERGY

In th i s paper a var ia t iona l p r inc ip le in hea t

conduc t ion i s formula ted in the in te rna l energy .

The pr inc ip le cor re sponds to tha t fo rmula ted in
24

the tempera tu re by Biot , the two fo rmula t ions

be ing iden t ica l a t t empera tu re independen t ma-

te r i a l s .

The method is compared to tha t of Bio t in a

spec ia l case viz . hea t conduc t ion in a semi-

inf in i t e so l id wi th presc r ibed sur face tempera-

tu re and tempera tu re dependen t spec i f i c hea t .

The resu l t s show no remarkab le d i f fe rence be-

tween the two methods bu t the one given here i s

cons idered to be a va luab le a l t e rna t ive a t tem-

pera ture dependen t mate r i a l proper t ies , because

convec t ive hea t t r anspor t s a re d i rec t ly inc luded .

For an app l ica t ion of Bio t ' s method to such pro-

b lems , see Ref . 38 . The presen t pape r i s a re -
39wr i t ing of a fo rmer work on the same subjec t .
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2 APPLICATION OF A PERTURBATION

METHOD TO HEAT FLOW ANALYSIS

IN MATERIALS HAVING TEMPERATURE

DEPENDENT PROPERTIES 4 0

The per turba t ion method or the method of

success ive approximat ions has proved i t se l f

to be a valuab le tool in the ana lys i s of nonl i -

near boundary va lue problems . I t i s in tended

here to stud} . the appl i ca t ion of thi s method to

hea t flow problems from a more therore t ica l

po in t of view.

The solu t ions are expanded in powers of one

parameter , common for the var ious mater ia l

p roper t ies , thereby spl i t t ing up the or ig ina l non-

l inea r problem into a se t of in terdependent l inear

ones . I t i s shown tha t the di f f icu l t ies a r i s ing be-

cause of the products of der ivat ives in these equa-

t ions may be re leased through sui tab le t ransforma-

t ions . In addi t ion a method is g iven, which makes

i t poss ib le to predic t the convergence of the ser ies

solu t ion .

This method may also be used to obta in bounds

on the solu t ions to the c lass ical l inea r hea t f low

prob lem. I t i s a genera l iza t ion of a method given
41by Boley to inc lude t rans ien t condi t ions , in te rna l

hea t genera t ion and convect ive hea t t ransfer to the

sur face of the body. The pr inc iple i s to obta in the

temperature bounds s ta r t ing out f rom assumed

bounds on the prescr ibed heat f lows . This i s con-
1 9

t ra ry to the method used by e . g . Appl and Hung ,

who choose bounds on the tempera ture in such a

way tha t the heat genera ted in the body is approxi -

mated as wel l as poss ib le .



3 TRANSIENT HEATING OF A CYLINDRICAL

SHELL WITH TEMPERATURE DEPENDENT

MATERIAL PROPERTIES 4 2

In the two previous works were developed two

methods of so lut ion to the heat flow problem when

the thermophysical mater ia l proper t ies depend

on the tempera ture . Here , we shal l use tne per-
40turbat ion method in an inves t igat ion of the in-

f luence of t h is temperature dependence on the

transien t temperature f ie ld in a heated ci rcular

cy l indr ica l shel l .

At i t s inner surface the shel l is supposed to be

heated convect ively and by a constant heat f lux .

Simul taneously , i t i s cooled convect ively a t i t s

outer surface . The temperature of the outer gas

s t ream is assumed to be a constant whi le that of

the inner one var ies axia l ly as a f i r s t order co-

s ine ser ies . There are no tangent ia l temperature

var ia t ions , i .e . the problem is rota t ional ly sym-

metr ic .

Under these condi t ions, the nonl inear heat f low

equat ion is t ransformed to a set of l inear equat ions ,

which are then solved approximate ly . The transient

temperature f ie lds emanat ing from convect ive hea-

t ing and constant heat f lux are calcula ted separate-

ly . In the la t ter case a l inear var ia t ion of the tem-

pera ture through the wal l is included in the analy-

s is .

The resu l ts indicate that even large var ia t ions

in the thermophysical mater ia l proper t ies have a

rela t ively moderate effect on the temperature in

a convect ively heated shel l . I f the shel l is heated

by a constant heat f lux the ef fect i s somewhat lar -

ger . In both cases , use of i n i t ia l mater ia l proper-

t ies throughout the calcula t ions overes t imates the

temperature whi le a rela t ive ly exact approximat ion

i s obta ined by using average values of those

proper t ies in the temperature interval considered .



I t i s a l so shown, tha t in f luence of the t empera -

tu re va r i a t ion th rou gh the wal l on the aver age

wal l temper a tu re i s of a ny s ign i f i c ance on ly du-

r ing the f i r s t f ew mom ents of the hea t ing up

pe r iod .



4 . SOME NOTES ON THE FLUTTER OF JE T

ENGINE AFTERBURNE RS 4 3

Whe n a je t eng ine a f t e r burne r i s ign i t ed , the

ve loc i ty and tempera tu re of the gas s t r eam

f lowing th rough i t i nc r ea se a nd i t s wa l l s are

gradua l ly he a ted up . Because of the t empera -

t u r e dependence of the mate r i a l p rope r t i e s such

an inc rea se of th e wa l l t empera tu re l eads to a

dec rease in the s t i f fness of the s t ruc tu re . To-

ge the r wi th the c hanges in th e gas f low proper -

t i e s th i s l eads to chan ges in the f lu t t e r bounda -

r i e s of the sys t em.

In o rde r to s tudy these e f fec t s a s imply suppo

ted c i r cu l a r cy l i ndr i c a l she l l i s c ons ide red a t

va r ious va lues of g as and wal l t emper a tu res and

gas pr es su re . The cor re spond ing c r i t i c a l gas

ve loc i ty for f l u t t e r i s ca l cu la t ed us ing l inea r

theo r i es and i t i s shown tha t the f l u t t e r se ns i -

t iv i ty i s inc reased by inc reas ing the ve l oc i ty

and pres su re of the gas s t r eam. I t a l so i nc rea se

wi th increa s ing wal l temp era tu r e and dec reas ing

gas t empera tu re . The ne t e f f ec t o f th i s i s tha t

f l u t t e r may occur a t ign i t i on of the a f t e rburner

in 7/h ich c ase i t wi l l r e main un t i l t he a f t e r bur ne r

i s shu t o f f .



5 ON FREE VIBRATIONS AT TEMPERATURE

DEPENDENT MATERIAL PROPERTIES AND

TRANSIENT TEMPERATURE FIELDS 4 4

Dur ing the hea t ing up per iod of s t ructures

exposed to high in tens i ty hea t  fluxes , the ma-

te r ia l proper t ies may undergo s igni f icant va-

r ia t ions . As shown in Ref . 13 th is tempera ture

dependence in t roduces essent ia l changes in the

f ree vibra t ions of the s t ruc ture .

I t i s in tended here to analyze this problem

more extens ive ly , tak ing in to account the tem-

pera ture dependence c£ the mater ia l damping

parameter and Poisson ' s ra t io as wel l as the

second der ivat ive in the re la t ion between Young 's

modulus and the tempera ture , a l l of which were

neglec ted in Ref . 13 . Fur thermore , not only l inear

but al so exponent ia l and harmonic t rans ien t tem-

pera ture var i a t ions are cons idered .

Mathemat ica l ly , the prob lem reduces to the

solut ion of the l inear vibra t iona l di f feren t ia l

equat ion wi th t rans ien t ly vary ing coef f ic ien ts . I t

i s shown here in that exac t ana lyt ica l solu t ions

to th i s equat ion may be found through a se r ies of

di f feren t t ransformat ions in the var ious cases

ment ioned previous ly .

Proceeding from those solu t ions , i t i s shown

through numer ica l examples how at a monotonie

increase of the tempera ture , e i the r l inear ly or

exponent ia l ly , the ampl i tudes and vibra t iona l

per iods grow agains t limi ts provided by the s ta-

t ionary tempera ture . This tendency i s fur ther

emphas ized by the second der iva t ive in the re la -

t ion be tween Young ' s modulus and the tempera-

tu re . The tempera ture dependence of the damping

parameter has a la rge inf luence on the ampl i tudes

but leaves the f requenc ies la rge ly uninf luenced.



At cy c l i c t empera tu re var i a t i ons pa ra -

me t r i c re so nance may occu r a t ce r t a in r e la -

t ions be twee n the e igenf requency of the s t ruc -

tu re and the f req uency of t he t empera tu re f luc -

tua t ions and whe n the amp l i tudes of the se f luc -

tua t ions a re la rg e enough . The t empera tu re d e

pendence of the m ate r i a l p rope r t i e s has a la rge

e f fec t on th e s t ab i l i ty l imi t s a nd te nds to make

cond i t ions m ore c r i t i ca l . In p rac t i ce , however

the s t ab i l i z ing e f fec t o f t he mat e r i a l damping

secu res the s t ab i l i t y of the osc i l l a t i ons .



6 TRANSIENT THERMAL DEFORMATIONS

OF CYLINDRICAL SHELLS WITH TEM-

PERATURE DEPENDENT MATERIAL

PROPERTIES4 5

I t i s in tended here to s tudy hew the ther -

mal ly induced def lec t ions of a ci rcular cy-

l indr ica l shel l are inf luenced by the tempera-

ture dependence of t he mater ia l proper t ies .

I t i s assumed that the outer surface of the shel l

i s insula ted and that the inner surface is ex-

posed to a constant heat f lux of h igh intens i ty .

The corresponding transient temperature f ie ld

is calcula ted us ing the per turbat ion technique

of Ref . 40, assuming that the speci f ic heat and

the heat conduct iv i ty vary l inear ly with the tem-

pera ture .

The def lec t ions are then calcula ted neglect ing
O O

the var ia t ions of t he elas t ic mater ia l proper t ies

through the shel l wal l and assuming the shel l to

be simply suppor ted. Linear shel l theory and a

Galerkin procedure are used.

I t i s shown through a numerica l example , how

the average def lec t ions as wel l as the ampli tudes

and vibra t ional per iods of the superposed osci l la -

t ions increase with t ime. «



7 PRESSURE-INDUCED DEFLECTIONS OF

HEATED CYLINDRICAL SHELLS WITH

TEMPERATURE DEPENDENT MATERIAL

PROPERTIES 4 6

Exact analyt ical solut ions are given for the

t rans ient def lec t ions of a ci rcular cyl indr ica l

shel l exposed to ins ta t ionary internal pressure

and a constant heat f lux to the wal l . Young 's

modulus is assumed to vary l inear ly with the

temperature and l inear shel l theory is used to-

gether with a Galerkin procedure .

Numerical resul ts are given for a pressure

s tep and i t i s shown, that in th is case the t ran-

s ien t def lec t ions may be expressed in Fresnel

in tegra ls of t he t ime var iable .



8 NONLINEAR THERMOELASTIC EQUATIONS

FOR BEAMS AND CYLINDRICAL SHELLS

HAVING TEMPERATURE DEPENDENT

PROPERTIES 4 7

Proceeding from the hypothes is of Kirchoff -

Love, the problem of f inding the nonl inear de-

format ions and s t resses in a cyl indr ica l shel l

having temperature dependent proper t ies is re-

duced to the solut ion of two coupled dif ferent ia l

equat ions with the radia l d isplacement and a

s t ress funct ion as dependent var iables . Hooke 's

law is assumed to be appl icable and the der iva-

t ion fol lows that in Ref . 13 for genera l ro ta-

t ional ly symmetr ica l shel ls . The resul t ing equa-

t ions are val id for arbi t rar i ly varying tempera-

ture f ie lds , i . .e . for genera l an iso t ropic shel l

mater ia ls . They include as a special case the

wel l known Donnel l equat ions for an iso t ropic

cyl indr ica l she l l .



9 REDUCTION OF THE DIFFERENTIAL

EQUATIONS FOR A CYLINDRICAL SHELL

OF TEMPERATURE DEPENDENT MATE-

RIAL PROPERTIES TO ORDINARY DIFFE-

RENTIAL EQUATIONS4 8

The nonl inear shel l equat ions derived in the

previous work are reduced here to ordinary non-

l inear different ia l equat ions through the appl ica-

t ion of a Galerkin procedure.

I t i s intended to produce equat ions sui table

for the numerica l investigat ion of vibrat ions,

f lut ter and buckl ing of h eated cylindrical shel ls .

To this end the fol lowing cases have been treated,

1. Linear thermally induced and free vibrat ions

with temperature uniform in the surface

of the shel l .
2 . Nonlinear f lut te r and buckl ing with neglected

prestabi l i ty deformations. General ly varying

temperature f ie ld .

3 . Nonlinear f lut ter and buckl ing with c ircum-

ferent ia l ly uniform temperature f ield.

Prestabi l i ty deformations taken into account .

The resul t ing nonl inear ordinary different ia l

equat ions are presented in nondimensional form.



10 SUPERSONIC FLUTTER OF HEATED

CIRCULAR CYLINDRICAL SHELLS WITH

TEMPERATURE DEPENDENT MATERIAL

PROPERTIES 4 9

This paper present s a theore t ica l ana lys i s

on the supersonic f lu t te r of th in c i rcu la r cy-

l indr ica l she l l s exposed to t rans ien t tempera-

ture var ia t ions of such magni tudes , tha t the

tempera ture dependence of the mater ia l proper -

t ies must be taken into account .

Nonl inear shel l equa t ions of Donnel l ' s type

are developed for arb i t ra r i ly vary ing mater ia l

p roper t ies . With the he lp of Galerk in ' s method

and a two-mode ser ies assumpt ion for the defor-

mat ions , those equat ions are reduced to ord inary

di f fe ren t ia l equat ions , which are then solved

asymptot ica l ly accord ing to the method of Krylov-

Bogol iubov. Ins ta t ionary , axia l ly varying tempera-

ture f ie lds a re cons idered , cor responding to con-

vec t ive heat ing of the shel l wal l as in a je t engine

af te rburner .

The nonl inear f i rs t order di f fe rent ia l equat ions

which resul t f rom the method of K rylov-Bogol iubov

have been solved numer ica l ly . I t i s found tha t a t

t råns ient hea t ing of the she l l wal l , ins tab i l i t i es
«

may occur because the resul t ing weakening of

the s t ruc ture leads to an increase in f lut t e r sens i -

t iv i ty . Thus , osc i l la t ions which a re in i t ia l ly s tab le

may change over to ins tab le ones i f the s tab i l i ty

l imi t s a re passed dur ing the hea t ing up of the shel l

wal l . In such cases , the ampl i tudes a re f i r s t

damped out wi th t ime then suddenly begin to grow

to very la rge va lues . The condi t ions under which

such courses of events may take place are inves t i -

ga ted in th is work .



I t is shown, how the curves descr ib ing

the l imi t cycle ampl i tudes are moved to lower

gas veloci t ies a t increas ing shel l wal l tempera-

tures and that rea l i s t ic axia l temperature var ia -

t ions have a moderate effec t on these condi t ions .

Numerica l resul ts are given for the var ia t ion

with t ime of t he ampli tudes , the frequency and

the phase angle between the two modes assumed

in the Galerkin procedure . .

Neglect ing nonl inear te rms, the frequency

and the ampl i tude of the pr incipal mode of de-

format ion may be solved exact ly from the dif fe-

rent ia l equat ions obta ined from the method of

Krylov-Bogol iubov. Through compar ison to the

resul ts of t he nonl inear problem, i t i s ver i f ied

that these l inear solut ions give qual i ta t ively

correc t resul ts .
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OH A VARIATIONAL iiETHOD IN HEAT CONDUCTION FORIIULATED

IN THE INTERNAL ENERGY

Ulf Olsson *

Svenska Flygmotor AB,Trollhattan,Sv/eden

Introduction

Variational methods in heat flow analysis were introdu-

1 2
ced by Biot, ' formulated in the temperature of the

body and confined to problems involving prescribed

surface temperature. The methods were la.ter extended

3 4by various authors, to include prescribed surface

heat fluxes and radiation boundary conditions,

In this paper a variational principle in heat con-

duction is formulated in the internal energy. The prin-

ciple corresponds to that formulated in the temperature

by Biot, the two methods being identical at temperature-

independent materials.

• Although this new method does not give particular-

ly more accurate results than that of Biot, it is con-

sidered to be a valuable alternative at temperature-

dependent materials mainly because convective heat flows

are more naturally taken care of.

Research Engineer



Biot's variations.1 principle

Biot has formulated the variational principle:

aF 3D
+ S, = o (1)

9£k 9 i k

directly corresponding to the heat flow equation:

k6,. + H. = 0 (2)
ii v

'

in a body of volume V and boundary B.

Here £,„(t) is.a set of generalized coordinates, and:

6
P = / / c0d0dV (3)

V 0

d =!^'wv (D

sk°!6 5ié VB (5)
Jj i\.

The temperature field is defined by 0 and the vector

H. by the relation:i

t .
H.,. = -c0 + / Qdt (6)

0

where Q is the heat generation per unit time and unit

volume, c is the heat capacity per unit volume, k is

the thermal conductivity, and denotes the i-component

of the unit normal vector of the surface B taken positive

outward.



Energy formulation

'The energy "balance for an incompressible continuum,

neglecting work done Toy the body forces and the sur-

face tractions, may be written:

pÉ + pCEUJ)^ + q^ -Q =.0 (7)

Here P is the density of the material, E the internal

energy per unit mass of the body, u^ a velocity vector

component, and q^ the heat flux vector defined by:

q ^ - k 0 ^ (Q )

Introducing vector fields IL and YL > Eq. (7) May be

rewritten ass

H. = PEu. + q. - W. (9)x i ii i K'

TI± >i = -pE (10)

Q = W. . • (11)

The equations (3)-(ll) are to be solved u nder the

following boundary conditions:

6 = 0^ or E = E^ on (12)

q.= q.b on B2 = B-B1 (l3)

iu = 0 on B (14)

The latter two conditions indicate that:

611. = 0 on B2 (15)

It may now be proved that Eqs. (9)-(l0) together with

the boundary conditions (12) and (15) are the necessary

conditions for the following variational equation to

hold for an arbitrary variation of the vector IL i

6 / •» p2E2dV + / pE,<$K.v.dB +
V 2 B b 1 1

+ /— (H.-PEu. + W.) <$IL dV = 0 (16)
k X 1 1 1



Proof.

Using Eqs. (8) and (lO) together with Gauss' theorem and

the relation:

E,• = c 0,j (17)
J

Eq. (16) may be rewritten as:

f p(E.-E)6H.v.dB +
T» b ' IlB

PO+ /~(H.-pEu.+Y/.-q.)öH.dV = 0 (18)
k v i i i *iy i v '

To satisfy this equation at arbitrary 6IL in V and B,

the relations (9)? (12) and (15) are necessary con-

ditions.

Q.E.D.

Introducing:

D =̂ fl^k"^i"p̂ i+̂ i^VPSui+̂ i) dV (x9)

p = I / P2s2dY (20)
V

3h. Sil.
Sk =' PSb TT^ v id3 + ; p sb -8X1- Vid32 <21)

B1 k Bg k

where ^„(t) a se"k °f generalized coordinates, the Eq.

(15) may be rewritten in the Lagrangian form, similar

to Eq. (l):



Comparison with Biot's method

In order to compare the variational principle given

here to that of Biot a special case has been analyzed

viz. the serai-infinite solid with prescribed surface

temperature, whose specific heat varies linearly

with temperature as:

c = co(l̂ e~) (2

while its heat conductivity is independent of the

temperature.

Let the surface temperature be 0, and assume thatb

the temperature field within the solid may be approxi-

mated by:
2

e =: eb(i- f) (24)

where &(t) is the "penetration depth" of the temperature

rise.

After having calculated the internal energy, the

one-dimensional vector II is obtained from Sq. (lO), vising

the condition H=0 at x= L Using las a generalized coordi-

nate, D, F and S, fr om Sqs. (l9)-(2l) are introduced into

(22), which with the condition I-0 at t=0 gives a solu-

tion for I and thus for the temperature field.

The result is:

k 1/2

£=3,0l(-~~t) (25)
o

while Biot*1", using the same assumed temperature profile,

obtained:

k 1/2

*= 2.97 (~~r- t) (26)
o



The resulting temperature distributions have "been

5compared to a perturbation solution . As shown in Fig.

the agreement of the present method with that of Biot i

quite satisfactory.

(Fig. 1)
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APPLICATION O? A PERTURBATIO!! J.iSTiîOD TO NEAT FLOY/

ANALYSIS IN MATERIALS HAVING TK.îPERATURE-BEPENDENT

PROPERTIES

r
Ulf Olsson

Svenska Flygmotor AB, Trollhattan, Sv/eden

Introduction

In modern technology materials are often exposed to

temperature ranges of such magnitudes that material

property variations will "be of great importance.

The perturbation method or the method of successive

approximations has rjroved itself to be a valuable

tool in the analysis of the resulting non-linear

12boundary value problems ' .It is intended here to

study the application of this method to heat flow

problems from a more theoretical point of view.

The solutions are expanded in powers of one

parameter common for the various material properties,

thereby splitting up the original non-linear problem

into a set of interdependent linear ones. It is shown

that the difficulties arising because of the prodticts

of derivatives in these equations may be released throug

a suitable transformation (Theorem 1, Eq. (10)). In addi

tion a method is given (Theorem 2), which makes it

possible to predict the convergence of the series.

Scientist, Research Department



This method may also be used to obtain bounds on

the solutions to the classical linear heat flow problem,

it is a generalisation of a method given by Boley to

include transient conditions, internal heat generation

and convective heat transfer to the surface of the body.

The principle is to obtain the temperature bounds startin

out from assumed bounds on the prescribed heat flows.

This is contrary to the method used by e.g. Appl and Ilung

who choose bounds on the temperature in such a way that

the heat generated in the body is approximated as good as

possible.



Theory

Consider a continuum of volume V, boundary B and tempera-

ture T . At t-o this body is exposed to a heat load at
•J

the boundary and an in time and space varying .temperature

field is generated, described by the following boundary

va.lue problem:

(k(e) 0^)^+3 = Pc(0) -j~- in V (1)

-k( e) 0 y.-h(0)(0-6a) - qr on B (2)

0= T-?c, = 0 at t=o (5)

where k is the heat conductivity, c the specific heat, h

the film heat transfer coefficient, 0 the ambient tempera
ci

ture- Q the heat generated per unit volume of the body,

q the surface heat flux and v the normal to the boundary,

which is taken positive in the outward direction.

Theorem 1.

Lot the material properties k, c and h be written as:

f(e) = f^ef^+e2^©2 (4)

v/here f stands for k, c or h.

Then using c as a perturbation parameter, the nonlinear

boundary value problem (l)-(3) may be reduced to the follo-

wing set of linear problems:

3^
k t|> +Q -pc ~K~ =0 in V (5)o m ,i x m o o t w /

-k i|) = q on B (6)
o m,i i o m nu v '•

*ra = 0 at t=0 (7)

m = 0, 1, 2 ...

where:



C . • " V r
1 „ / 1 1,S» - «V 2 Poo(r - r> -St

-, c k 36
I Pc (_2 _ _ 2N _.jnrl /M
3 o c k 1 at 1 ;

oo

k h k h
* W1 1 Is ./ , /I 2 2s ,'/

(̂ m " r̂ mo ô 2 k h J C'' ra~l 'o ;̂- Ï: h ^ ia-2*

•Va-VA.rVaVî <?>

o •-ïp t' rrt" ,<+ (lo)m 2 k -m-1 3 k m-2 ia v 'o o

4»' = T-" e 6 (il.)
m ^— m-n n v 'n=o

)'-!

<p" = T"1 <>' 6 (12)
TU — • m-n n K 'n=o

ZZ (13)
n=o

This theorem is proved through introducing Eos, (4) and

(13) into Eqs. (l)--(3) and singling out coefficients of

c5 which give a set of linear equations, containing

products of derivatives to the functions 0 « These "oro-m

ducts are removed by introducing Eo. (IO), which con-,

siderably simplifies the problem and leads to Eqs.

(5)-(9), containing only time derivatives of the products

of e .
m



In order to predict the convergence of the series (.15),

conside3; the general heat flow problem:

k0 S'ii+Q °wo à'f in v C1^)

ko *Vi+V+* = 0 on B (15)

T - 0 • at t=o (l6)

If Q>0 and q<0 then from energy considerations T>0

and the following theorem can be stated:

Theorem 2.

Let T1 bo a solution to the heat flow problem (l4)-(lo)

with Q1 an arbitrary constant and q1~ot let Ï" be the

corresponding* solution with Q"=0 and q" an arbitrary

constant,

If in Eqs. (l4)-(l6);

«s% (r')

T1 T« S , V
Vpco TTft wco 7s-yf SQ-V

T' soi; i" 9\> ,,,,
+PCo -Qi Tt" +Pc0 Ï»Tt (»)

then at all times t^o:

Qs Qr-r q
~r ï'+ —- T•'«=T< —Ü y'+ mu (19)
q' q — Q' 0"

The theorem is proved through the introduction of the

fictitious temperatures:

TI! = fT T'+ T"-T ' (2°)

Q çu.T

m _ fp1 4. 'ft n„ni (pi )
m Q' q" { J



into Eqs. (l4)-(l6). Using Eqs. (l7)-(l0) it follows

that Tir—° and T <o, which proves Eq. (-19)*

The theorem proved above, giving bounds on the solution

to the linear heat flow problem, can be used to predict

the magnitude of the function <l> , once <l> has been
m+1 m

solved from Eqs. (5)~(?) and the corresponding heat

flows Qn+1 and q ^ from Eqs, (8) and (9).

Example

The theory outlined above is applied to the problem of

finding the transient temperature field in a convectively

heated plate of inconel, having the following material

properties, (6=T-273°K): ' -

P = 8250 kg/m5

k = I4.7+O.OI5 0 V/m°K

c - 43O+O.265 0 V.rs/kg°K

The ambient temperature 6 and the heat transfer coeffi-
a

cient h are taken as:

0 = 700°K
a

h = I9O+O.O29 6 w/m2 °C

The thickness of the plate is taken to be 6=3 mm with no

heat production within it and no heat flux at the surface

i.e. Q=a =0.
• 'r

The solution for temperature-independent material

properties is derived first and introduced into Eqs. (8)

and (9) to give the intermediate heat flows and q^.

After having chosen bounds 011 these functions so that the

relations (17) and(18) are satisfied, the corresponding

bounds on the function ^ are obtained from Eq. (19) once



. I I

and have been solved from Eqs. (I4)~(l6). Lastly

the function itself is derived from Eqs. (5)-(7)

and a second approximation, m-l, of the temperature

field obtained from Eqs. (l0)-(l3).

The calculations have been carried out for a

chosen value of e=0.01 and with the following bounds on

the heat flows:

Sn - 0 S* = Q1

ÇL — q = -106(l-e"0,055 t)"a . 1 ^m x '

The found time histories of the function and the tem-

perature field in the middle of the plate are shown in

Pigs, (l) and(2) below, the solutions of the linear

differential equations being taken from Ref. 5«
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TRANSIENT HETATING OP A CYLINDRICAL SHELL WITH

TEMPERATURE DEPENDENT MATERIAL PROPERTIES

Ulf Olsson

Introduction

In Refs. 1 and 2 are developed two methods of solution

to the heat flow problem when the thermophysical material pro-

perties depend on the temperature. Here, we will use the per-

2turbational method in an investigation of the influence of

the temperature dependence on the transient temperature field

in a cylindrical shell overflown by hot gas streams.

At its inner surface the shell is supposed to be heated

convectively and by a constant heat flux. Simultaneously, it

is cooled convectively at its outer surface.The temperature of

the outer gas stream is assumed to be a constant while that

of the inner one Varies axially as a first order cosine

series. There are no tangential temperature variations,

i.e. the problem is rotationally symmetric.

Under these assumptions, the nonlinear heat flow equation

will be transformed to a set of linear equations, which

will then be solved approximately. The transient temperature

fields emanating from convective heating and constant heat

flux will be calculated separately and compared as regards

the influence of the temperature dependent material properties.

"'"Scientist, Research Department, Volvo Flygmotor AB,

Trollhattan, Sweden.



Theory and Solutions

We have to solve the following differential equation

JL (k IÈ) + -L (kli) = ne —- (l)
3 Ç 3£, 3C ^ «Tç' 3t ;

with the boundary conditions

-k^=h(°-0c) » C = 2 ^

k^ = h(0-Oh)-q } ç=-| (3)

^=0 ; £ = 0 and L (4)

where the last condition, indicating that the heat flow at

the ends of the shell vanishes, follows approximately if

it is assumed that L > > <5 and that the gas temperatures vary

smoothly along, the shell.

There is also an initial condition

6 = 0 a t t = 0 ( 5 )

Now, using the methods outlined in Ref. 2, let the

material properties k and c vary as

f(e) = f + e^e ; f = k, c (6)

Then using e as a perturbation parameter, the nonlinear

boundary value problem described by Eqs. (l)-(5) may be

2
transformed to the following linear one

1 V d 3f
, /3 m r nh m ^ fn\k„(—+ —~) + Qm - pc„ = 0 {7)

'Z
dip

V ? T 2' T m o 3 t
v S» OL,

-k YT - h *m = %+ i Io à ç mm <L

3ij>

0

S
k- rc -h ** = » 5= - 2 (9)

3i|)
m

Tr
= 0 - : U 0 and L (io)



il> = O : t =3 O (ll)
m

where for ra = 0, 1, 2 ...

c k 9<J>

- - 1 " o(r- r> "ir1 (12)
o o

k R

q+ = - — h —<}> -hö <5 ; ç= -r (13)
ra 2 k m-1 c mo ' 2o

^m
= _ lh~ <t> _ -hM - q6 ; Ç = -^ (l4)

2 k m-1 h mo mo 2

1 kl
e = -öï— <t> T+4» (15)°m 2 k vm-l vm

m
é = y "* 0 e (16)ym ra-n nn=0

o = eo+eaL (17)

Neglecting temperature variations through the wall and

integrating Eq. (7) from -6/2 to 6/2 according to Bolotin's

method give

2
, 9 ^m 2h 9̂ m n (^0\k —0 — é - pC —rr + Q -a = 0 [18)
o 2 6 *m p 0 3t m nn
H

3tp
—•= 0 U 0 and L (19)

* = o t = 0 (20)
m

where

q = (q"1 + q-)/<5 (2l)

If the temperature in the outer gas stream is a constant

0 and that in the inner one is
c



6h = 9ho-<W cos 1^ (22)

then Eq. (l8) may be solved using Fourier series for Q^,

q and < p in the form
m m

<P = i1 cos~ +i^ 0 cos (23)
m mo ml L m2 1

which satisfies the boundary conditions Eq. (19)•

Introducing the Fourier series into Eq. (l8), sing-

ling out coefficients and solving the resulting equations

under the initial condition Eq. (20) give

t_ t —

f - e n / e n f ( x ) d x ( 2 4 )mn J mn v

where

Tn - cco/(-!+ ko (25>
i»

f — (Q -ÇL, )/pc,mn — mn tmi' c
(26)

If there is no internal heat generation in the material one

obtains after some calculations

6 = $o + ^ cos + ~2 cos -—p (27)

where with q=0, i.e. for pure convective heating

} ç
= +£*io-! Er l23>

0

ki
^ n + e " ^ T - e r — ^ t , , r n s1 ol 11 kQ 00 ol (<;9)

$ = eip .iE-i i|< 2 (30)
2 12 4 k ol w'0



e +a —
, C ho /_ T \

= —5 (1-e o)
00 <L

t

h

ol PC
o
6 ehl V1"6 Tl)

(0 +G )2 bT h2 0 2 T2

* s bT C h° + —S
10 ° 4

262 P2c02

+(§(°+eVJ2 +

h2 °2 a+bT
2 hl o

l2 rcT"ho + * 2 2 2 /I 1 wl . 2r ^ f X J - \ f± • £ \
6 p o (_ )(___)

O 1 o 1

t

a+bT 2 t 2a+bT 2
2.(6+0 ) i- e

0 7—~ (e +0. )
2 c ho t 4 c ho

o

2 2 2 - —

r» SU Ukli 1 „ 11
T, ,2 2 2 1 1
1 ' » * . r - r

o 1

2 2 2 w-üJ.

,, 2a\ h "hl 'l 1 c
T1

+( 7JT2 r
1 2P 6 °0 T TT

o 1

h 6hl T1
= -b t, (0 +0, ) — —

rll 1 c ho 6p c

-+ b hfl
To h "hl T1

t_

T-

11 6p c (ec+eh0' 6

Tt T
1 o

T_ T T .
. /, _1 _jo\ o _ t

T T.^~a T '{ h0 T-, T
+ 1 e ,

1 1_

T ~ T
1 O

6p c c ho'
o

h 0,n T, "T,

+(~ +b)(6 +0 ) 1hl te
T V C ho öp c
1 o

+(a(i+t^)+n)(eo+eho) t^LH '̂O 1



6

bi„ h 0

*12
hl

ô p c

2 — +b
i,
' 1 11_

T1

,h ehi T.l^ T:
( l , c ) e

<a_
T.

b
+ 2 h 6 hl

1_
T ,

2_
T_

öp C -)
2 -

2 t

i . _ i _ _ f ! g 2 - —
T-, T-, 1 h e-UT Tn T02 1 1 ^ a 1 f h l 1 \ _ 2

+ (TTî̂ rTI)' T~ 2 6 (î5)
T T T T _
2 1 2 1

where in Eqs (33)-(35)

- c., kn
a = i (_JL _ _i) (36)
a 2 k y

o o

h kl
( 3 7 )°Pc ko o

The corresponding results for a constant heat flux

but with neglected convective heating, i.e. h=o, are

*o = ^T <53>

. C- k. 2 2
-?~rï <39)

o o p c 6o

With E qs. (l5)-(l7) this gives

eCn .u
f l _ qt c-i I jäij)

Pc à 2c PC 6o oo
(40)



The simplicity of this solution makes it convenient to

use the case of a constant heat flux in order to investigate

the influence of a temperature variation through the wall.

Assume the function m to vary linearly through the

wall, i.e.

< P = F + P- G ( . i - )
m m o m

Eq. (7) is then multiplied by 1 and ç respectively and

integrated from -Ô/2 to <5/2 according to Bolotin's

method. This gives two differential equations from which

F and G may be solved in the form
m m

t 6/2
F = —7 f (q<$ + / Q dç) dx (*?)m pc «S J mo J /_ m <-)

0 0 -Ô/2

f. t t x 6/2 ,

2"J (45)
O 0 -Ô/2

where

T=pc62/'l2k (44)

and where Q is obtained from Eq. (l2) with h=o.
m

Carrying out the calculations gives

P = -S~- t (45)
o pc 6 v

0

Go = -rf(1-e T> <46>
o



, o, k, 2 , j2„2 -\z, + '))
o o P c 0 48k

o o

c. k, 2,2 -~ 2. - r
- _ (_JL 1w q 6 fi.e T)_ ••.q.i— e +
X1 ~ k 2 ^ ' 4P c k

o 48k o o
o

2 2 - —
3q t o TN
2 2 2 '

2 p c 6
o

and from Eqs. (l5)-(l7)

1 kl 2

6 = • + e*!- eg k*
o

Prora Eq.(49) the average temperature in the wall is

found to be

t 2
, ECn , EC, 2 2

« - SL. (i. 1 _3Î_). 1 34-(l-e ')
pc <5 2c pc ô 96c . 2
o 0 0 ok0

If this is compared to Eq.(40) » it is seen that the tem-

perature variation through the wall does influence also

the average wall temperature and that this influence is

described by the last term'in Eq.(50). This is in.contrast

to the case of temperature independent material properties,

i.e. e=o, where there is no such influence.



Results and Discussion

Calculations have been carried out for the following

numerical values

T =300°K, =600°C, e.n=100°C, e =100°C,
o ' h o ' h i 7 c

q=10^ j/m^ sec, ô=10 J m, 1=3 m,

2 o ^
h=190 J/ra sec°C, p =8150 kg/m'>

c=432+0.2520 j/kg °C

k=13.9+0.02310 j/m °C sec

Por convective heating, only and ^ have been

calculated and are shown in Pigs. 1 and 2 with and without

temperature dependence. The results indicate that even

large variations in the thermophysical material properties

have a relatively moderate effect on the temperature.

In the temperature interval considered the specific heat

changed with 20$ and the heat conductivity with 60$. Still,

the temperature at a given time did not differ more than

5i° from the corresponding value if the material properties

at ö=o had been used throughout the calculations. In this

latter case the temperature would have been overestimated,

see Pig. 1.

It is interesting to note. Pig. 1, that if the average

values of the material properties in the actual temperature

interval are used in the calculations, then the resulting

temperature transient will be very near that found from

perturbational theory. Thus, this would provide a simple

and relatively exact approximation to the transient

temperature field in a convectively heated thin-walled

structure.



Prora Eq. (40) it is seen that at a constant heat flux

to the wall the temperature dependence of the specific heat

(c^;> o) tends to make the temperature rise less rapid.

This is shown in Pig. 3. The temperature difference rela-

tive to the temperature independent case is half the

variation of the specific heat i.e. maximum about 10$ in

the same temperature interval as for convective heating.

Again, a calculation based on average material properties

gives relatively exact results, Pig. 3.

Regarding the temperature variation through the wall,

its influence on the average wall temperature is given

by the last term in Eq. (50). In thin-walled shells this

term has any significance only during the first few

moments of the heating up period, Pig. 4. Thus, for the

largest part of this period, Eq. (40) should provide a

sufficiently accurate prediction of the average wall

temperature.
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Notations

6= T-Tq increase in shell temperature

0 temperature of the outer gas stream
C

0^ temperature of the inner gas stream

q constant heat flux

k heat conductivity

c specific heat

h heat transfer coefficient

P density

Ç, Ç axial and outside normal coordinates in

shell median surface

<5 thickness of shell wall

L length of shell

t time
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SOME NOTES ON THE FLUTTER OF JET ENGINE

AFTERBURNERS

Ulf Olsson1

Introduction

A jet engine afterburner may be considered as a

cylindrical shell exposed to a gas stream of high

velocity and temperature. Such a shell may lose its

stability and exhibit self-excited oscillations

provided that certain critical conditions are ful-

filled. At small amplitudes these conditions reduce

to the demand that the velocity of the gas stream

must be larger than a critical value for instability

to occur. At larger amplitudes, when nonlinear effects

must be taken into account, the critical conditions

are more complicated and involve the amplitudes of

the initial disturbances. However, at present we will

concentrate on small deformations and neglect non-

linearities.

When the afterburner is ignited the velocity

and temperature of the gas stream increase and the

^'Scientist, Research Department, Volvo Flygmotor AB,

Trollhattan, Sweden
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shell is gradually heated up. Because of the tem-

perature-dependence of the material properties such

an increase of the wall temperature leads to a

decrease in the stiffness of the shell. It is the

purpose of the present work to investigate the

influence of such effects on the stability of the

afterburner.
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Solutions

It is assumed in what follows that the temperature

is uniform throughout the shell and that it varies so

slowly with time that the transient coupling with the

oscillations are negligible.

The well-known differential equations for a shallow

cylindrical shell are

dx o t o X dy

= (2)
B ax2

If the aerodynamic loads on the shell wall are approxi-

mated by linear piston theory including a curvature

correction term9 the internal aerodynamic pressure will

, 1
be 2

P a
„ 3w 3 w . g ..

p = -p a U t— - P ar-r + 1 op w v3J*a ^g 3x g 31 2R

The shell is assumed to be simply supported.

Assuming the modal solution in the form

w =<5(f sin — + g sin )cos m ^ (4)

and introducing it into Eq. (2) allows to be found

2
as the particular solution to this equation.

Substituting 4>, w and p into Eq. (l) and using a
SL

Galerkin procedure with 3w/3f and 3w/3g as weighting

functions give two coupled equations

92f * 3f 2 -p n—t:+ A rr + f-Ag - 0
3t 8 * 1
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-̂| +4 ff + ui ? g+Xf = 0 (C)
9t2 " "2

where

A =
3.r)

= -5a (7)
<5PcS

8aU p
1£

36L ps

2
2 un2 (n^2 2 2 a P

ë

- 12(l-v2)( '} (l+nV)2 26RP-

(8)

2ra p
m

<5Kp (9)
s

2 E m4<52 ttR
n % 2 w = r 2 B=„L

s

(10)

In order to investigate the possibilities of periodic

solutions to Eqs. (5) and (6) we assume

f = P cos a t (il)

g = G cos (ort#) (12)

introduce these into the equations and single out

coefficients of sin and coswt. We then find that a

necessary condition for periodic solutions to exist is

that 2 2 2 2
2

Ü) -KO lu) — CO J
- m0 nu m0 in'\ 1 (13)

Since * is directly proportional to U, Eq. (l3) gives a

critical gas velocity, U*, above which the shell will

exhibit self-excited oscillations with indefinitely

growing amplitudes. Below we will study how this

critical velocity depends on the operating conditions

of the afterburner.
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Results

As material we choose Hastelloy X whose tempera-

ture-dependence is known. With p =0 and fixed shell
m

dimensions the important parameters are then p , T^

and T r. p depends on the altitude of the aircraft,
w g

T and T on the burning conditions in the afterburner,
g w ^

Calculations have been carried out for various

sets of these parameters corresponding to an opera-

ting cycle of an arbitrary jet engine. For each such

set the gas velocity is minimized with regard to the

circumferential wave number thus giving both the mode

of deformation and the critical gas velocity at w hich

flutter begins. The results are shown in Table 1

below

T °K T °K p b U^m/sec m
g v rg .

300 300 2 455 8

900 300 2 526 8

900 650 2 478 8

2000 650 2 573 8

2000 1200 2 455 8

900 1200 2 383 8

300 650 2 420 8

900 650 0.5 895 10

900 650 3.5 347 7

Table 1
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Discussion

Prom the results given previously Pigs. 1-4 have

been constructed. As is seen from Pig. 1 the critical

gas velocity decreases with increasing pressure in

the gas stream. Thus the sensitivity to flutter could

be reduced through climbing to higher altitudes.

Pigs. 2 and 3 show that an increase in T reduces

the flutter sensitivity and that T has the oppositew

effect. Por a working sequence of the engine this has

the effect shown in Pig. 4.

. When the engine is started, T and hence U
o

increase very rapidly (Ö-l). This is followed by a

relatively slow increase (during about 30 sees) of 

the wall temperature, which tends to decrease U (1-2)0

At ignition of the afterburner the course of events

is-the same (2-3-4). However, when the afterburner

and the engine are shut off one obtains first a rapid

decrease in U*followed by a slow increase.

Now, the velocity U of the gas stream grows

with T and realistic values show that it may be
g

larger than the critical value U*some time after

ignition of the afterburner, a fictitious example

being shown in Pig. 4.

Note also that it is the gas nearest to the wall

that governs the wall temperature. Thus, if the after-

burner may be ignited in steps it is at ignition of

the flameholders nearest to the wall that flutter is

most likely to occur. Lastly, see Table 1, the circum-

ferential wave number tends to be larger at lower pressures.
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Notations

•7 2

D = bending rigidity = Ei/(l2(l-v))

w = shell radial displacement

R = radius of cylindrical shell

x, y = shell axial and circumferential coordinate

<(> = stress function

p = shell material density
s

6 = shell wall thickness

t = time

N = axial stress resultant due to loading
x

= pressure differential across shell wall

E = Young's modulus

P = gas stream density
ë
a = gas stream speed of sound

U = gas stream velocity

F, G = slowly varying average amplitudes

to c flutter frequency

<l> = slowly varying average phase angle

p^ = gas stream static pressure

m = circumferential v/ave number



RFF 5:3359

"O 1 2' 3 4

Fig. 1 Critical gas velocity u* versus gas pressure p
g

U * m/sec

m/sec

1000 2000
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ON FREE VIBRATIONS AT TEMPERATURE-DEPENDENT

MATERIAL PROPERTIES AND TRANSIENT TEMPERATURE

FIELDS

Ulf Olsson"5"

1. Introduction

During the heating up period of structures exposed

to high intensity heat fluxes, the material properties

may undergo significant variations. Ambartsumian et al.

Cl], on analyzing a cylindrical shell with temperature-

dependent Young's modulus under a linearly transient

temperature field, show that the temperature-dependence

introduces essential changes in the free vibrations of

the shell.

It is intended here to analyze this problem more

extensively, taking into account the temperature-

dependence of the material damping parameter and Poisson'

ratio as well as the second derivative of the relation

between Young's modulus and the temperat\:re, all of

which were neglected in Ref. 1. Furthermore, not only

linear but also exponential and harmonic transient

temperature variations are studied.

^Scientist, Research Department, Volvo Flygmotor AB,

Trollhattan, Sweden
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2, Basic Equations

The differential equation of motion is

+ 2e(t)~+ w2(t) w = o (l)
3t 3t

where w is the amplitude of the oscillations, ethe

damping parameter, w the natural angular frequency and

t the time. For beams, plates and shells one has

w2 = A-E+A„ (2)
1-v

Here v is Poisson's ratio, E is Young's modulus, Â and

A^ are positive constants.

It will prove useful in what follows to introduce

into Eq. (l) the transformation[2J

t
w = y(t) exp(-/E (x)dx) (3)

o

to obtain

-4+ (»2-c2-|f)7 -0 <•>
91

3. Linear Temperature Variation

If a thin-walled structure is heated by a constant heat

flux, the nondimensional wall temperature excess will be

T-T
6 = ' m""' = ~ » 0<t<t . (5)

T T ' max
0

Assume e=o and

to2 = ü)q2 (l-aö) (6)

reflecting a linearized temperature-dependence of E and

E/(l-v)in Eq. (2). For most materials E(e) decreases



with 6 while v(e) increases. Usually, e.g. for steel,

the influence of E(°) dominates so that a>o.

Now introducing the new independent variable

= (1- â t)(^)' (7)
T 2/3

T a

Eq. (l) may be rewritten as M

a 2d w + xw = o (8)5-2
X

having the general solution [3]

w = Ai(-x)+c2 Bi(-x) (9)

where c^ and c2 are arbitrary constants, Ai(-x) and .

Bi(-x) Airy functions, whose amplitudes and vibrational

periods decrease with x [3]• t̂ then follows, Eq. (7),

that for a>o the amplitude and vibrational periods of

w increase with time.

The damping parameter e(6) has a maximum value at a

certain temperature [4]. In temperature intervals not

including such maxima, e(e) can be represented by a

relation

-lire <*»

Then assuming that w=(^constant and introducing the new

independent variable

x = --— •+ GJ t (i l)
b 0

Eq.(4) may be rewritten

2 e (z +b)
+( 1 — ^ y = 0 ( 1 2 )

x b x



This is again a Bessel differential equation, having

the solution[3]

y = x1/2 (c1Jp(x)+c2Np(x)) (13)

where

c (c +t) -,
P =(i + -5L-JL-)V2 (14)

1 b

The solution for w is then found from Eq.(3).

Because the variations ofe(O) are limited, a number

n»l may be found such that for b>0, e /e <n and formax- o

b^.t /e . <n. It then follows from Eqs. (5)» (lO) and
' 0' mxn

(ll) that in both cases Ixl>to t /(n-l), where w t is* • o nicUC u iiictA

very large for real structures while n is limited. Thus,

|x|>>1 and it may be shown through using asymptotic

expansions of the Bessel functions M, that

w = A(c^ sin 41 + cJ, cos <t> ) (15)

where c| and c^ are arbitrary constants and where

c /b e (e +b)
A(t)~(l-bt)° (l+ —?— p + ..) (l6)

4ŵ (l-bt)

e (e +b)
4,(t)~(l- • • ° ° +..)" t (17)

2ŵ (l-bt)

Now, except perhaps in the immediate vicinity of the

maximum of e(o),(C0/J0)<<1 (l-^t) ^< n, why the

second terms in the parathesis of Eqs. (l6) and (17)

have small significance. Thus, the temperature-dependence

of ej as expressed in Eq. (lO), has but a small influence

on the vibrational frequency, while its influence on the

amplitude is described by the first term in Eq. (l6),



which is obtained through directly introducing Eq. (lO)
»

into Eq. (3).

That the effect on the amplitude may be considerable

is shown for aluminum in Fig. 1, the temperature-dependence

of e being taJcen from Ref. 4.

4. Exponential Temperature Variation

Jf the structure is heated convectively, the

transient temperature field may be written

0 = A+Bet/T (18)

It is assumed here tha.t

e = e (1+10) (19)

u2= Up
2(l-a10-a2e2) (20)

Then introducing

2 co2 eo2b foV 2 , v
C;L = a1A+a2A + +2A ^ w 2 (2l)

e b 2e 2b 2e 2b2

o2. <22>
^ •*- n O O

c3 - V2*#»2 (25)

° = 2 + ~Î72 i 1"o,(1-câ /2 ^
2C3

Y= 1 i 2 iwrCl-Oj)1/2 (25)

112 t/T /v
X = 2w TC ' e • (26)

o j

z y ex/2 X(l"ïî/2 (27)



Eq. (4) is transformed to Kummer's differential equation

i

x —I +(y-x)~~az = O (28)
'J c O A.dx

which lias as its solution the confluent hypergeometric

series

_ a a(a+l) 2 /on\
Z = 1+ V X + 2!y(Y+1) X + ( 9)

After what the solution w is obtained from Eq. (3).

When the temperature-dependence of e and the second

derivative of w (6) are neglected, i.e. a„=o, exchanging

Eqs. (24)-(26) for

«- 2
Y (30)

1/2
Y = 1-4 iwr(l-c^) (31)

x = 4<o T (32)
0 ^

gives again (28) and (29)»

Observing that, except in the immediate vicinity of

the maximum of e(e), (e /inq)«1 while b0 is limited, it is

seen that the terms including damping parameters have

small significance in Eqs. (2l)-(23). Thus, as for a

constant heat flow (Section 3)> the influence of the

temperature-dependence of e on the frequency is small,

while the influence on the amplitude is obtained from

Eqs. (19) and (3).

In order to investigate the influence of the tem-

2
perature-dependence of w calculations have been carried

out for a thin, straight beam of circular cross section.

If such a beam is simply supported and convectively heated,

then



2 üjl 22ÎS . (33)
w = 16 T4 p'T " " 4h ^'

IJ i

where h is the heat transfer coefficient, p the density,

c the specific heat, D the diameter and L the length of

the beam. In the calculations, the real part of Eq. (29)

was taken to represent the solution and the data used

are representative for steel. A somewhat unrealistic

•Z
value of D/L=10~. was chosen in order to obtain rapid

convergence of the series Eq. (29). The damping was

neglected i.e. eo=0.

The results are shown in Pig. 2. It is seen, that

the amplitude and vibrational periods tend to increase

2
with time and that the second derivative of to (0) further

emphasizes this tendency.

5. Harmonic Temperature Variation

With

6.= 0 cos fit (54)
m

c = e
o

•2 -, 2'-
o

(1+bO) (35)

u~= w (l-a0) (36)

x - fit (37)

Eq, (l) will be

_ + _ (l+bem cos x) +~(l-aOm cos x)v---o

If c
0=o, Eq. (38) is Mathieu's differential equation,

the stability of the solutions being described by the

well-known Strutt's diagram [2].



In order to investigate the solutions of Eq. (38), w is

assumed in the periodic series form

00

w = A + E (A COS ~ x +B sin § x) (39)
o , n d n d

n=l

Introducing this into Eq. (38) and evaluating coeffi-

cients give relations describing the conditions under

which periodic solutions are possible. Neglecting terms of

higher order than n-2, the following relations are

obtained

( a - i ) - i ß + Y 2 - ^ < 5 = o ( 4 0 )

a((a-l)2+4y2)- i ß2(a-l)+2ß yi = o (4l)

where
2

w.o
a = 2

(2

(42)

2 0
w ad

e = 0 m (43)

(2

e 1/2
o '

Y - — a
Y a;

0

e

(44)

l/2
* - b e m S £ « ( 4 5 )

Introducing Eqs. (44) and (45) into Eqs. (40) and (4l)

gives two relations ß(a), which together with the line

3=a9 a from Eq. (43) describe a modified Strutt's diagram
m

as shown in Pig. 3. The possible states of vibration are

situated on the line ß=a6 a and stability is secured as
m

long as there are no intersections between this line and

the curves ß(a). Prom the general appearance of Strutt's

diagram, such intersections seem most probable in the



The curve 3(a) of this region is described by Eqs.

(40), (44) and (45) and it may be seen that it is indepen-

dent of aO but depends on e /to and bV so that ß
m o' o ui

increases with increasing c /to and decreases with in-
0' 0

2 2
creasing b "6 Thus, see Fig. 3, intersections between

the curve and the line ß=aß a become more possible with
m

increasing aO^ and b % As mentioned in Section 3>

a>o for most materials, why it follows that an increase

of the temperature-dependence of the material properties

or of the temperature amplitude itself should have a

destabilizing effect on the structure, while the damping

has a stabilizing effect.

Solving for the intersection points, it is found that

there are no intersections, i.e. stability is maintained,

provided that

4 2 _ 2 2 2 I/2
„ to a 2w , . to

2e b e b b be
00 0

4 2 „ 2to a 2to .
+ _ iL) (46)

v 4 4 2 2 2'
2e b e *b b
0 0

E.g. for aluminium of Pig. 1 at <^=5.02 sec ^ and

To=498°K, giving a=0.26, b=10.5 and cq/uo=0.02, the

critical temperature amplitude is 80.7°C. At a=o the

corresponding value is 95.2°C and at b=o i t is 152.4°C.

Hence, the temperature-dependence of the material proper-

ties has a large influence on the stability limits.

In practice, however, it would be difficult to achieve

temperature fluctuations of such amplitudes and frequencies

( ^s;lO sec ^).



This example was for a low frequency but the frequency-

dependence of the material damping Ref. 4, seems not

to be strong enough to change the conditions considerably

at larger frequencies. Thus, in conclusion, although the

temperature-dependence in itself has a destabilizing effect

at cyclic temperature variations it is neutralized in

practice by the damping of the material.
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Captions for figures

Pig. 1 Vibrational amplitudes with and without tempera-

ture dependent damping parameter; WO=5.02 sec "L, T =100 sec,

T =273°K, T =498°K.
o ' max

Pig. 2 Influence of temperature dependence on vibrations;

Eo-2.06'10n N/m2, P =7850 kg/m3, c=460 j/kg °C, h=190 j/m?

sec, Tq=293 °K, A=-B=1.58.

Pig. 3 Modified Strutt's diagram.
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TRANSIENT THERMAL DEFORMATIONS OF

CYLINDRICAL SHELLS WITH TEMPERATURE

DEPENDENT MATERIAL PROPERTIES

Ulf Olsson*

Int roduct ion

A jet engine af terburner may be considered as a

cyl indr ica l shel l through which f lows a gas s t ream of

high veloci ty and temperature . At igni t ion of the

af terburner , the inner shel l wal l i s exposed to a

heat f lux of h igh intens i ty inducing rapid deforma-

t ions and subsequent ly fol lowing vibra t ions of the

shel l . Al though the magni tude of the heat flux de-

pends on the t rans ient shel l wal l temperature i t may

be cons idered as invar iant at leas t dur ing the f i rs t

moments af ter igni t ion . Under this assumpt ion we

wil l inves t iga te here how the thermal ly induced de-

f lec t ions are inf luenced by the temperature depen-

dence of the mater ia l proper t ies .

Scien t is t , Research Depar tment , Volvo

Flygmotor AB, Trol lhät tan , Sweden.



Temperature Field

The cyl indrical shel l wal l is assumed to be ex-

posed to a constant heat f lux at the inside and to be

insulated at the outs ide. Taking care of the tempera-

ture dependence of t he thermophysical material pro-

per t ies , the nonl inear heat f low equat ion is t rans-

formed to a set of l inear different ia l equat ions using

the method given in Ref . 1 . These equat ions are

then solved approximately with Bolot in 's method

assuming a l inear temperature var ia t ion through

the shel l wall . For l inear ly temperature dependent

materia l propert ies

k = k + k , © (1)o 1 '

c = c + c 0 (2)
° 1

the solut ion for the temperature is in the fi rs t
2

approximation

© = F +- | - G - j rp (F +-YS ) + F . + ~ Go 6 o 2 k v o bo' 1 £ 1o

where

F o = U i (4)

ro 1 2 k t
G„ = - 7T~ i 1- e xp( - —T?)) (5)

° 4 ko- " ^

1 ,c i k l w ?2 t2 , S Z ? 2
F 1 ~ " 2 ( c " k ^ 2 2 2 + 2 ( 1 +

o o § cq £ 48ko

24k t 12k t
exp( - — ) - 2exp ( - —2 ) ) ) (6)

Sc S 5c <To

G. =
c 2 q 2 c . k . 12k t
S » ( - i - çi ) ( 1 - exp( 2- )) .

1 ~ .Q 1 2 v c k ' v ^ v « f24 8 k o o b c So o



c. k, QZ / 12k t1 h V t exp ( - o
c k ' 49c k o f2o o o o b c ào

c k. ,o2 2 , 12k t , / >, 1 - l_s 3 V t exp ( - o ) (7)
\ c k ^ - « 2 2 r 2 P r 2

O O C Ï C Å K iO O

Deflections

Because the temperature differences through

the wall are small , their influence on the elastic

material propert ies will be neglected. Furhermore

it is assumed that the shell is simply supported and

that there are no aerodynamic or other loads applied

to it . Since both the loads and the boundary condi-

t ions of the shell are rotationally symmetric, the

deflections will be so too. Then(proceeding from

the usual linear equations for a cylindrical shell ,

we assume

w = <5 f sin (8)-L J

and make use of Galerkin's method to obtain a

differential equation for the nondimensional de-

flection f.

Spli t t ing up f into one quasi-static and one

dynamic part as

l = f „ + f j ( ? )

we obtain

f - iR f + 4 T î r 2 C no}
£s TITT to l2 a "TI ( '

where

1/Z G n

f T n = / ( d ( j ) ( 1 1 )
-1/2 o



A = i + I t 4 / 2 r 2 2 (12)
12L (1-v )

and the fo l lowing d i f fe ren t ia l equa t ion

3 rp / , \ r d 2 f
—2^ + ~~z d = " —2"^- (13)
dt S R dt

For th in-wal led she l l s , the inf luence of V

i s very smal l , see Eq . (12) . There fore the

tempera tu re dependence of v may be neglec ted

so tha t A wi l l be a cons tan t . Neglec t ing second

orde r t e rms we assume a l inear tempera tu re

dependence of Young ' s modulus , i . e .

E = E - E F = E ( l -/n) (14)
o 1 o o

where
S E ,

^ fTTE < 1 5 >
O O

Then in t roduc ing a new independent var iab le

E 2 V3 i 2/3
z = (_°_) (-L) (1 -At t ) (16)

S R r

Eq. (13) i s t rans formed to

, 2 ?

d ' J _ f l ? R \ 3 " I d f — T T ! r r \d + zf H = - ( - w — r ) /* 3 S - F (z)d v E _ 3 •
d t

3

° d t

whose genera l so lu t ion may be wr i t t en as

£ d = C l f l < z > + C 2 f 2 < z > +

1 . JF(}) (£ j ( | ) f 2 (x) - f j (x ) f 2 ( j ) ) d f (18)

o zo

where and a re a rb i t ra ry cons tan t s ,

z = z (0) and
o



I !
f j ( z ) = Z 2 J 1 ( § z 2 ) ( 1 9 )

3

L 3 _
f 2 (z) = z 2 Nj ( jz 2 ) (20)

3

d £•? J f i
W = f, (z ) —j (z ) - f_ (z ) — -— (z ) (21)o l x o d z v o 2 v o d z x o '

For o< = o<o+ c*' , O , the quasi-s ta t ic solut ion f

may be obtained from Eqs. (10) and (11) and

the dynamic solut ion f^ from Eq. (18) . After

having determined the constants and from

the ini t ia l condit ions

f ( 0 ) = f r ( 0 ) = 0 (22)

the total solut ion f i s obtained.

Resul ts

As an example we take a shel l with the

following dimensions

R = 0 , 5 m L = 3 m S = 1 0 ^ m

and the materia l propert ies

? = 8 150 kg/m3 v = 0 , 25

E o = 2 . 0 7 1 0 1 1 N / m 2 E 1 = 7. 3 5 1 0 ? N / m 2 ° C

c o = 4 32 J/kg°C C1 = 0 .252 j /kg°C2

k = 1 3 , 9 J / s m ° C k . = 2 . 3 1 1 0 " 2 j / s m ° C 2
O 1

ûf 0 = 1 2.4 lo"6 1/°C of = 5 .9 lo"9 1/°C2

5 2The heat f lux is assumed to be f = 10 j /m s.

For this example the inf luence of the temperature

dependence of the mater ia l propert ies is shown in

Figs. 1-3. As is seen from Fig. 1, the temperature

r ise wil l be slower than in the temperature inde-

pendent case . This is direct ly ref lected in the quasi-

s ta t ic def lect ion, Fig. 2. As regards the dynamic



solut ion, i t is much smaller than the quasi-

stat ic one and the temperature dependence

makes the ampli tude increase with t ime while

the frequency decreases, Fig. 3. The influen-

ce of the temperature dependence manifests

i tself only a relat ively long t ime after igni-

t ion of t he afterburner. During the first few

moments i ts influence is negligible.
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Notations

k = h eat conductivity

c = specific heat

f = coordinate along the outward normal of the

shell median surface

© = temperature increase

? = density of shell material

% = heat flux to the inner shell surface

t = time

w = radial deflection

x = shell axial coordinate

Li = shell length

R = shell radius

^ = P oisson 's number

** = thermal expansion coefficient

E = Young's modulus

6 = shell wall thickness

co - angular frequency
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1

PRESSURE-INDUCED DEFLECTIONS OF

HEATED CYLINDRICAL SHELLS WITH TEM-

PERATURE DEPENDENT MATERIAL PRO-

PERTIES

Ulf Olsson 1

Introduct ion

Exact analyt ical solut ions are given for the

transient def lect ions of a circular cyl indrical

shel l exposed to transient internal pressure and

heated by a step heat flow to the wal l . Young's

, modulus is assumed to vary l inear ly with the tem-

perature and l inear shel l theory is used. Numeri-

cal resul ts are given for a pressure step.

./

Scient is t , Research Department , Volvo

Flygmotor AB, Trol lhä t tan, Sweden.



Solutions

Because the temperature variat ions through the

wall are small their influence on the elastic mate-

r ial propert ies wil l be neglected. I t is assumed

that the shell is simply supported and that there

are no aerodynamic or other loads applied to i t .

Furthermore, the internal pressure is assumed

to vary with t ime only,while the heat f lux to the

wall is constant . Thus, the problem is rotat ional-

ly symmetric .

Proceeding from the usual l inear equations for

a circular cylindrical shell we assume

Tlx
L (1)w = <ff s in

and make use of G alerkin 's method to obtain the

following differential equation for the nondimen-

sional deflect ion f

è t TI?<5

where.

.2 E J /r>\CJ = J- (3)
? R 2

TT4 / 2R 2
^ = 1 + T 2 (4)

12L (1-V )

The init ial condit ions are taken to be

f(o ) =- | f (O) = 0 (5)

If the shell wall is heated by a constant heat

' f lux , the temperature excess may be writ ten

0 o i t St t (6)Z max v '

where
- f C s

(?)
?

For thin-walled shells , S« L so that 3 ~ 1

Then, the influence of V on the solut ions is



smal l and i t i s suff ic ient to assume that E alone

depends on the temperature . Assuming a l inear

tempera ture dependence

E = E (1-a©) (8)

and int roducing a new independent var iable

U) r 2 / 3

x = ( i " f ( ~ f ~ ) ( 9 )

Eq. (2) i s t ransformed to the form

+ xf = F (10)
v 2a x

where

F=4<; f r>4 / 3^T P ( I I )
a 2 w o T T I S S

The homogeneous solut ions to this equat ion are

£ ! = x l / 2 J i / 3 (f- x 3 / 2 ) (12)

f 2 = .x I / 2 'Ni /3 ( fx 3 / 2 ) . (13)

and those solu t ions to Eq. (10) , which sat is fy the

homogeneous ini t ia l condi t ions

f = 1

Wo xo

X

/ F ( / ) ( f j ( J ) £ 2 (x ) - f j ( X) £ 2 ( | M (14)

where the Wronski - determinant

3 ^ 0 ^ 1
W = f (x ) 2 (x ) - f_ (x ) ——— (x ) (15)

o 1 o ' <) x v o 2 v o d x v o

cl
Because E>o, i t fol lows that — t <1 whyr max

W o^ j>. (O t . Since in real i ty OJ t >•>• ]— o max o max
a

whi le the temperature-dependence , Eq. (8) , i s

re la t ive ly weak, i t a lso fol lows tha t x>>l . Then

asymptot ic approximat ions may be used for the
2

Bessel funct ions in Eqs. (12) and (13) and with

y . f - i / z , = - | - X3 / 2 ( 1 6 )
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Eq. (14) may be rewrit ten as

z 1//6 \ F(y) Y 1 / / 2 s in (z-y)dy (17)
o

where

r 2 a 4 /3 4F<y> = ¥<lTT> <18>
a o1 TT v 6

For p = po» H(t) , Eq. (17) may be integra ted

direct ly to give

f ~ ( y ) 2 / 3 ( " c i V ) 4 7 3 - ^ y ( 2 n ) 1 / 2 z "l/6((c (z)
^ a o T î f i ^

' C2 (Zo^ s i n J f " (S2^ z) ~ S 2^Zo^ C O S

where and are Fresnel integrals .

Calculat ions and resul ts

Proteeding from Eq. (19) , ca lculat ions have been

carr ied out for the fol lowing values

S = 8 1 5 0 k g / m 3 c = 4 3 2 J / k g ° C
-3I = 1 0 m R = 0 . 5 m

E = 2 . 0 7 1 0 1 1 N / m 2 a = 3 . 5 5 l C f 4 ° C _ 1

° 5 2p = 1 0 b . ? =1 0 j / m s e c
' o

The resul t ing deflect ions a re shown in Fig. 1

divided by the corresponding sta t ic def lec t ion of

the shel l at ini t ia l mater ia l propert ies , i . e .

f = 4 po (20)
2 2T l f S ao

As is seen, both the average deflect ion and the

ampli tude of the superposed osci l la t ions increase

with t ime. On the contrary , the frequency of t he

oscillations decreases with time as shorn in Pig. 2.
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Notations

= shell deflection

= thickness of shell wall

= axial coordinate of the shell

= shell length

= time

= density of shell material

= shell internal pressure

- Young's modulus

= shell radius

= Poisson's ratio

= heat flux to shell wall

= specific heat of shell material
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< NONLINEAR THERIJOELASTIC EQUATIONS FOR BEAMS AND CYLINDRICAL SHELLS

HAVING TEMPERATURE - DEPENDENT PROPERTIES

by Ulf Olsson -

Summary

Proceeding from the hypothesis of Kirchoff - Love,

the problem of finding the nonlinear deformations

and stresses in a cylindrical shell, having tempe-

rature - dependent properties, is reduced to the

solution of two coupled differential equations with

the radial displacement and a stress function as

dependent variables. Corresponding expressions for

one - dimensional beams are given.

T-TA (2) R RF RFF (5) CR LAA
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Introduction

In cases of instability, nonlinear effects have

considerable importance. Although the linear

theory nay predict the conditions during which

instability will occur, it gives no knowledge

about the size of the corresponding displace-

ments and stresses. Furthermore it does not des-

cribe correctly the motion of the system at large

deformations, e.g. such effects as limit cycles

are not taken care of.

The linear theory ceases to be applicable when the

deformations become so large that they must be taken

care of when formulating the equilibrium of the system.

Also at very large deformations the material may deviate

markedly fx*om a linear elastic law, even displaying

creep. In such cases Hookés lav/ is not applicable and

might even lead to lateral contractions larger than

one. Many nonlinear theories have been formulated taking

care of these geometrical and physical nonlinearities.

The first treatment of the subject seems to be given by

Synge and Chien [i] in 1941» developed further by Chien

[2] in 1944» The work of Chien has later been criticised

and corrected by many authors such as Donnell, Ilarquerre,

Mushtari and Vlassov. A surrey of those earlier works may

be found in [3].Further developments are given by

Sanders [4] Naghdi [5l , Naghdi and Nordgren[ 6] ,who

give general isothermal, nonlinear theories for elastic

shells, based upon the Kirchcff - Love hypothesis.

Naghdi[7] develops a corresponding thermoelastic theory,

containing general constitutive equations with physical

and geometrical nonlinearities. Another type of nonlinear

theory given by Zerna[s] and further developed by V/ain-

wright[9] uses constitutive equations for isotropic shells,

which are geometrically linear but physically nonlinear.
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All those v,'orks are based upon the mathematical theory

of elasticity using tensor formalism. The results are

most general and are not readily applicable to any

special case.

It seems justified therefore to derive special equations

for a cylindrical shell. In doing this we will concen-

trate upon the geometrical nonlinearities, presupposing

the deformations to be limited to the range where Hookes

law is applicable. The derivation will follow that lea-

ding to the well-known Donnell eguations for isotropic

cylindrical shells» However we will extend the theory to

take into account thermal deformations and temperature -

dependence of the shell material. Equations of similar

type are given by Apeland [13].[14] who however con-

siders the shell as consisting of a number of orthotropic

layers and supposes the temperature to vary linearly

through the wall. Tang, f15j » gives linear equations for

plates taking care of the temperature - dependence of

Youngs modulus and the thermal expansion coefficient but

not of Poissons number. Those equations can be achieved

as a special case from the equations given here. Lastly a

work by Ismail and llowinski,[11] , may be mentioned. They

derived linear equations for shells of revolution , study-

ing the equilibrium of an element of the shell wall. Here

we will proceed from the general equilibrium equations.

Deformation

Let the middle surface of the shell be defined bys

^ = z c* . y ; f 3.1)

where (x,y,z) are orthogonal Cartesian coordinates. Let

(.f « 7) be orthogonal curvilinear coordinates in the middle

surface obtained by projection of the (x,y) - system.

Further let f be a coordinate normal to the middle surface.

The cylindrical shell, see fig. 1, may then be described

by a set of points (/. 7. i ) such that:
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o < j < L

('UJ
0 i 7 < Z tr R.

1i i 1 r

The components of the displacement vector for the middle

surface in the (£, 7i f ) ~ system may be (u,v,r).

The Green's strain tensor, f16J, expressed in tensorial

displacement components, is:

• <0* • U (V ?J

Proceeding from the hypothesis of Kirchoff - Love, [16]

the displacements of the shell are assumed to vary linearly

through the wall. Neglecting f with respect to R and

assuming the deflections in the axial and circumferential

directions to be small as compared to the radial deflec-

tions, the only nonlinear terms retained in (4>?.) are the
^y ^ W

squares and products of ----- and ~rzr * Then intro-d ?
ducing physical components of the tensors, the strains in

the middle surface of the shell will be:

r è U r à X W I , Q - ,
e n m * T ~ n * * ( » r c ;

of 4V .C^ ^^ (V.VJ

i l i y ij » f i l >J= » 1

c ^ t ïlz + »c * I I*—)1 Cf.srJ

11 * 2
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Stress - strain relations

Using Hookes law in plane state of stress( s o )

givess

£,c - Si - üSa + sT
ff E £ T

c - L±» (T (S' 2)e h - - j - oj,

£ = 3l - » <fr f5''2''
'ï E £

where E and are functions of the temperature and

wheret

£r * f o( (e ) J & (£**)

represents the thermal strain relative to the reference

state ©=o.

The stresses varying over the thickness of the shell

are now reduced to forces and moments per unit length

of the middle surface. Neglecting f with respect to

R we introduce»

tyj = / J i (S ,5)

h i j - f 5 (^4;
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Simmertal

and obtain the following relations!

.. r r <?U I ,aw,l] r «Jlh/ r r è v V J
Hf} = M if i(dj)J - 2 jp +£jiri*K Z(>i'J

F ^ W — N- £ v N r ( € , n

r *v * w i1 rà*J)l1 C i
N11 = Ei * < > ? * •

c- f ^ 1 j z J - F - N j
+ £* I 9f * i IJJV J CV ayv T

A/ =* ± P F ^ ^ +^ 7 - 2ÎÛ
i £ft <>? ^ aj. ay J 4 0^

h f f i f * t ( f ? ) ' J

•£J»1 + (t
'
V J

* E i l 07 + * * z l b } ' • *

c r * > « ^ I / WJ17 r <?~w _ M
+ £ v l i f + l ( j j ) > - E* & r

c)1W
?

r <5*w
*

£*? dy*

f if

H . t )

a s )

^ih * X £ I — *^ ^7 /r il" ,, >
/» * *<•<- >1 if * tf ;y >-f? àj7v («.o
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v/here s

'4 £

^ a //l f
E s - f l h ^ £ ' \ l ^ N i

- < /t <4

£ f ~ f

-v,e , - / 7 7 T ^

J/l

"r • / jj

*k
Mr - / ~ fr / J/

-v,
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Equilibrium

When body forces are absent, the equations of

equilibrium using the Lagrange stress tensor are,

(16] .

TJ '% = 0

'j
( A / )

During the deformation the stress vector changes its

direction. To take care of this the Kirchoff stress

tensor S^"c i3 introduced, related to the Lagrange

stress tensor by:

rjV= US o'!k)sJ'k

Introducing (9,2) into (0,1), going over to physical

components and using the assumed linear variation of the

deformations through the wall, give equations of equili-

b r i u m . M u l t i p l y i n g t h e s e e q u a t i o n s s u c c e s s i v e l y b y J f

and fcJf and integrating from -^/2 to ^/2 give the follo-

wing equations if only first order terms are retained:

à z fr
^ ^ = 0 (r .3)

aj TV *

df o 7

t V f f 0 d } 1n • ^ îV . A/ +LI + 2 U *• - r - rp- + f f JTi
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Ummoùïi *

W h e r e ( ^ « ^ 7 1 ^ / )a r e l o a d c o m p o n e n t s p e r u n i t

surface in the directions ( j, , J ).Taking care

of dynamic forces ( ^can he written as:

V"" {%n

where q is a load intensity due to external forces

normal to the stirface.

Differential equations

The equations (8,3) and (8,4) are sati3tied identically

if the forces are expressed into a stress function fi as :

NfS * *
vn a.z)

% - U + "w (1'3J

A/ _ _
fl df-à*? (Î-VJ

where:

? - . ^ff (Ui
f 7F

S ' - TT

Prom (6,1) - (6,3) the derivatives of u and v may be

solved and introduced into (6,4) ~ (6»6). With the help

of (9»2) - (9,4) the moments are then expressed into ^

and w ass
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flff * k3( |yt + + Nr) + Ki( * Nr)*

+ k' if +*» 7P ~* «°,J

1̂1 = <( rf' + '>? * ^ J * k5( t̂ -b/Jr)*

* *. ^ gr - ^

M /r >l£_ + kf l~ (10,sj
fl ? Jpy Fåf

whereî

/C, = — k =
1 r- l r~z Xl

E< -£*

u- _ ^/«V -E*£j £,Ei -£> fy
n3'—fi-v —

ks » £, kj * fv 'ry -

~ 'îy + Et, k3 - E f

,- . £"«

7 " £

*1 " £>
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Introducing (10,1)-(10,3) into (3,5) gives an equation

in and w of the formi

jfi * S ? + N t ) +

„ » i— f-Ar + A- iliy 7 »
* jpj' ? *P7 J

• 3f. [ *v ( j p *S * ^C if?

^ ^lw , è 1 * ; M 7<•*<. ff* * rp -HtJ*

, f à"1 <£ ,y -J ^ f)1^+ I >)X * I f ] >P - l » f i l 3 f } < /

+(7^1 - i ) ( r f* + ^ ) * ? } - ° < " • ' >

Eliminating u and v in (6,1)- ( 6 , 3 ) and introducing

(9,2) - (9,4) give a compatibility equation, v/hich after

some rewriting becomess

/jt fk>(^*s* ~k̂ rf* +>jf +NiîT

4>Z US i <)̂

il r,, /• >V . A/ ] -A-/ ^

'7

r p j *

+ -£l r-lk pz .* H£_ 7.
^ 7 L ' <*^7J
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(_
œ ~^777

âlîy
ij* ïft

= 0 ( l 2 , 0

The equations(11,1) and( 12,1) give two relations

fron which the two unknown functions / and w may be

solved with suitable boundary conditions. For E and

V constants the usual Donnell equations are obtained.

The corresponding equations for a flat plate is obtained

letting R. « . Considering only linear parts of the

equations and assuming \> to be temperature - independent,

the equations given by [15] are obtained.

Beams

Nonlinear equations for the deflection of plates may be

obtained through letting R go to infinity as mentioned

above.

Corresponding equations for beams may not be obtained so

directly because the plane stress - state form of Hookes

law used above is not valid for beams but must be changed

against a one - dimensional form:

r f f . E e - e £ r 0 * . * )

Introducing the strain from (5»1)*

£ s I « _ f ^ - f 1 I J 1 ( 1 2 , 3 )

into (12,2) and integrating over the surface of the beam

give the axial force and moment as:
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H/z "/«.

" f t ' ß f J / = [ n e J 1 -
-t/l '"h

x "'<• "A
- L ? ß|c > j f - B f e c T J j 0 2 - n

~% ~H/l
x Hh H/i

- T7T s1 ES'JJ - ßJ EtrU! (13.1)
1f -h, -" / ,

The equilibrium equations v/ill be:

L2li , 9 0
9 f f

* <Pltf n ( I?, t j—- * —— nr c +• Q t - 0
> F * > r f f *

Introducing (13»1) and (13»2) into (13»4) gives:

#r ?<"„*« i
* jp "ff t 9} -O OI.T )
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where?

» k Ve

<?, = B ( EJf ex =B j £fJf
'% -»A

e s * B f E f z J f
-%

*/l
n T = ß / E £ T J f

-H/x

H k
m T * ßf E£ r fd f

~"k

Equations (15>5) and 15,5) provide two relations for

the unknown nff and w . The force^ of the

middle surface will generally be zero bo that ^fj

can "be taken as a constant.
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ITotes on solution methods

Ho exact analytical solutions to the Doiinell's

equations are known, why one i3 forced to use

numerical or approximate analytical solutions.

The most frequently used method is that of Ga-

lerkin. The radial deflection is then assumed

in a form, that satisfies the boundary conditions

a3 well as possible. Substituting this assumed

form of w into the compatibility equation (

the particular solution of the stress function p

may be obtained. The complementary solution of <J> is

taken to be zero. Finally, the expressions for w and

$ are introduced into the equilibrium equation (11.1 )

and a Galerkin procedure is used to obtain a set of

ordinary equations for the assumed amplitudes of w.

In the present case this method is not directly

applicable because the varying coefficients of the

differential equations make it difficult to obtain <j>.

However, the influence of the temperature - dependence

is usually not greater than to allow ^ to be taken as a

solution to the compatibility equation with constant

coefficients. The error introduced through the assumed

form of w, which must be limited to a few terms due to.

calculation complexities, is probably greater. Introducing

the <j> so obtained together with the assumed form of w into

the equilibrium equation and using Galerkin's method lead

to rather complicated integrals. In nonstationary problems

those integrals will contain time - dependent functions in

an implicit manner making thca intractable to direct cal-

culation. In such cases the coefficients of the equilibrium

equation should probably be linearized with regard to the

temperature - dependence before the integrals could be

calculated and a system of ordinary differential equations

in the time variable obtained. Those equations should then

be studied numerically or through special analytical

techniques.



füjqmcfok RF 5:3014 Page 16

The solution procedure outlined above is clearly limited

to problems where the temperature - dependence is rather

weak. Because this is usually the case for most materials

at moderate temperatures, it is nevertheless probable that

some useful informations about the influence of the tempe-

rature - dependence could be obtained in this v/ay.



c. lUQHi
7

HP 5Î3014 Page 17

References

[i] J.L. Synge, VT.Z. Chien:

The intrinsic» theory of elastic shells and plates. Th.v.

Karman Ann!v. 1941«

[ 2"\ Chien» The intrinsic theory of thin shells and plates. Quart.

Appl. Math. p.297» 1944» P»43 o. 120, 1944«

£3] Naghdis A survey of recent progress in the theory of thin elastic

shells. Appl. Mech. Rev. p.365» 1956.

C 4} Sanders: Nonlinear theories for thin shells. Quart, Appl. Math.

p.21, 1963.

[5] Naghdi: Foundations of elastic shell theory. Progr. in Solid

Mechanics 4? 1963» p.1.

f6] Naghdi, Nordgren:

On the non-linear theory of elastic shells under the

Kirchhoff hypothesis. Quart. Appl. Math. 21, 1965* P»49«

£T] Naghdi:

H Zernat

On the nonlinear thernoelastic theory of shells. Non-

classical shell problems, North - Holland Publ. Comp.

Amsterdam 1964» P»5»

• • 

Uber eine nichtlineare allgemeine Theorie der Shalen.

Proc. IUTAM Symp. on the theory of thin elastic shells.

North - Holland Publ. Co. 1960 p.34*

[9] Wainvrright:

A nonlinear theory of elastic shells. Int. Journ. of

Eng. Sc. 1, 1963> p.339*

[10] Flügge: Large deformations theory of shells of revolution.

Journ. of Appl. Mecho Ma. 1967» P»56.



3hxhHtofob

RF 5:3014 Page 18

t i

[11] Ismail, Nowinski:

Thermoelastic problems for shells of revolution exhibi-

ting temperature - dependent properties. Applied Scien-

tific Research, 14» 3» 1964/65» P»211.

[12] Kalnins: On nonlinear analysis of elastic shells of revolution.

Journ. of Appl. Ilech. IIa. 1967«

[13) Apeland: Analysis of bending stresses in translational shells in-

cluding anisotropic and inhomogeneous properties.

Acta Polytechnica Scandinavica, Civil Eng. and Gonstr.

Ser. no 22, Trondheim, 1963

(14)Apeland; Bending of orthogonally anisotropic and asymmetric rib-

reinforced shallow shells subjected to temperature

changes and surface loads. Non - classical shell problems,

North - Holland Publ. Co. Amsterdam 1964» P*41•

(15] Tang S:s Thermal stresses in temperature - dependent isotropic

plates« J.o. Spacecraft and Rockets, vol. 5 nr. Ö, Aug.

1968 pp. 987-990.

(16]Fung* Foundations of solid mechanics. Prentice - Hall Inc.

Englewood Cliffs, New Jersey, 1965»



RF 5:3014 Page 19

F ig . 1



c'.

RESEARCH

RF b:3155 Page 1

10.4.1970

REDUCTION OF THE DIFFERENTIAL EQUATIONS FOR A CYLINDRICAL

SHELL OF TEMPERATURE-DEPENDENT MATERIAL PROPERTIES TO

ORDINARY DIFFERENTIAL EQUATIONS

by Ulf Olsson

Summary

In order to solve the nonlinear partial shell equations

derived in til, they are reduced here to ordinary

nonlinear differential equations through the application

of a Galerkin procedure.

The aim of this work is to produce equations suitable

for the numerical investigation of vibrations, flutter

and buckling of heated cylindrical shells of the type

found in e.g. the exhaust sections of jet engines.

The following cases are treated:

1. Linear thermally induced and free vibrations with

temperature uniform in the plane of the shell.

2. Nonlinear flutter and buckling with neglected

prestability deformations. Generally varying tempera-

ture field.

3. Nonlinear flutter and buckling with circumferen-

tially uniform temperature field. Prestability

deformations considered.

The resulting ordinary differential equations are

presented in nondimensional form but not solved in

this report.

T-TA (2) R RF RFF RFFU (5) CR LAA
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Introduction

The following paper is one step in a work aimed at

an investigation of the stability of cylindrical shells

exposed to temperatures of such magnitude, that the

temperature-independence of the material properties

must be taken care of. This should be the case in

e.g. the afterburner section of a iet engine. The

cases of stability of interest here include free and

forced vibrations, flutter and buckling of such

cylindrical shells. In [2], such investigations have

been carried out using linear shell theory and for

temperature fields varying in time only. In the present

work we want to include also nonlinear theory and

spatially varying temperature fields. This gives rise

to such effects as thermally induced vibrations,

static prestability deformations and periodic oscilla-

tions, i.e. limit cycles, not considered in [2],

In a former report,[H. the nonlinear problem of

finding the deformations and stresses in a cylindrical

shell having temperature-dependent material properties

was reduced to the solution of two coupled differential

equations with the radial displacement and a stress

function as dependent variables. Together with the

given boundary conditions these equations pose the

mathematical problem to be solved here./ *

This problem, belonging to a class of non-self-adjoint

boundary value problems,is too complicated to be solved

exactly, why it is necessary to resort to approximate

methods of solution. The usual method is to express

the required solution in an expansion of functions

satisfying the boundary conditions and then to apply

Galerkin's variational method. In this way the problem

is reduced to a set of ordinary differential equations

in the time variable, which may then be solved bv various

techniques. Direct numerical integration,f3], averaging

methods,(4], and various perturbation techniques,[5],[6],

have been used.
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Doubts has been expressed as to the admissibility of

Galerkin's method when applied to stability problems.

In the linear case it leads to infinite determinants,

which, as shown in [5], converge the slower the less

the bending stiffness of the structure is. Thus one

could expect Galerkin's method to be ineffective at

verv thin-walled structures, where a large number of

approximating functions would be necessary to obtain

convergence. Another difficulty is that it is often

necessary to use approximating functions that do not

satisfy all the boundary conditions. In such cases the

ordinary Galerkin equations may be generalized by adding

certain boundary-terms,[7]. Even if it has been shown,

[8], that the so generalized Galerkin methods remain

convergent in linear problems, the convergence will

necessarily be slower than if all boundary conditions

were satisfied. Although one does not know much

theoretically about the application of Galerkin's

method to nonlinear problems such as the present one,

it is probable that the difficulties mentioned above

remain valid. Furthermore since the volume of computa-

tions severly restrict the number of approximating

functions in the nonlinear case, one must expect that

the results obtained using Galerkin's method in such

problems- are only qualitatively correct. However,

this may be considered sufficient in the present work,

aimed more at a general investigation of the influence

of the temperature-dependence than at exact calcula-

tions. Also, in similar cases, Galerkin's method is

the most widely used, e.g. r9], (103, [111. Thus, in

spite of the limitations outlined above, we will use

it here.

The shell geometry and the coordinate system are shown

in Fig. 1. Internal pressure and axial loading are

acting on the cylindrical shell, which is also exposed

at one of its surfaces to a supersonic flow, parallell

to the axial direction. As was said above it is proposed

to analyze the stability of the shell, which is assumed
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to be homogeneous and elastic, if it is heated to such

high temperatures that the dependence of the material

properties on the temperature becomes important.

To this end the nonlinear shell equations are reduced

here to ordinary differential equations for the

following three cases:

1. Linear thermally induced and free vibrations with

temperature uniform in the plane of the shell.

The aim here is to investigate the influence of

temperature fields rapidly varying in time.

2. Nonlinear flutter and buckling with a temperature

field generally varying throughout the shell.

From this case we may obtain and compare the

influences of temperature variations in the radial,

circumferential and longitudinal directions respec-

tively. Prestability deformations due to thermal

expansions are neglected.

3. Nonlinear flutter and buckling with circumferentially

uniform temperature field, taking care of prestability

deformations. From this case we obtain the influence

of the temperature-dependence on the static presta-

bility deformations as well as the influence of

these deformations on the stability of the shell.

The resulting ordinary differential equations correspond-

ing to these three cases are given in non-dimensional

form but are not solved in this report.
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The shell equations

The nonlinear shallow-shell equations used here were

derived in [11. Tn terms of the radial deflection w-

and a stress function 4> these equations are:

if-[*»( + *M + xH ( fc? "I f f «• "r ) <•

* Kc JjT• J|T - Mr] 3P7 4 ** 3~fTl]*

* iyif*1(Jp * *Ht)*'fj(Jyï f ff *

"* " V

+ tr » l r ~ 1/ 7̂ J11
6 flx * Pfl " r ^ ^ 3^* /f J ap " 2 ^

CO

4-

( JL1 /• ./ \ q
* ~ I Z jp ^ )'V'

j -pf* . ( I fT + l /? j **T)-Ki( f j?* l f f*"A 'T ) *
I

H if- ^ Jp J'

*if't*f 3y?'• - K,(Ip * +̂ ;-

<TW" .. 2)"1w
f C—i + ^3 "— 7 +

+2—f- fr 1 i à\r
^ 1 3j-)7 i "* ft ~(tftf) +

DV- yv-
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The functions kn are related to the elastic properties

of the material through the expressions:

K,.-J_ —

Ei " E3~ E,1-E?

i, E,Etf-EiF3 ^ E,Ex-^3£,t
A3 s /Ty s —

e^-ES £,x-E;x

kr s ^1^2 * E^k^ - £j

- E x ~ ~ ?

*"?'§* * > = ^ - £ , kc. ,.
E<r E? ' Er

w A c re •'

'4 'A
fi' I E*° J }JJ

-% -<u

à/l 'h „ .
f» * !h '~i 'J/

fr - / ,t; *1 rr. i
-j/t ~J/*
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<f/l

"'/t -fy

S/i

* » « f , T i i X j i
-<>/*

Furthermore the thermal "force" and "moment" per unit

length of the middle surface are represented by:

Hi

Nr - / — tr"l

M r - I £ M
~J/x

where the thermal strain:

e

eT =
o

The Eqs. ( /) and (Z) are now to be reduced to

ordinary equations with the help of Galerkin's method.
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I. Linear equations with temperature uniform in the plane

of the shell

We will consider here rapidly transient temperature

fields, i.e. we will assume that the temperature

varies significantly during a period of oscillation

of the shell. Such temperature fields are usually

connected with large temperature gradients through

the shell wall, giving rise to thermo-shock conditions

such as thermallv induced vibrations. This is a

special case of forced vibrations,in which the

amplitude is directly determined by the temperature

field. Thus the nonlinear terms are not necessarv in

order to obtain the magnitude of the amplitudes and

may be neglected so as to facilitate the calculations.

Since the temperature is assumed to vary only in

time and radially through the shell wall, the coefficients

( )-( V) will depend on time only and the following

relations between them may easily be found:

- k

kH - ' k3 ( V

kr f K,• K<.

Then, if no in-plane loads are taken care of, the

linearized Eqs. ( I ) and (2 )will be:

(V
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Eliminating ^ gives:

Vfxjr <- c, C7y ^
' ,̂ l ^ Cï- — + c-,? *?c + Ck £7

Df1 ^ <>f* 3 7 + H 9 f

* Cj~ P* Jja f c<,vCP1r = © (/ùj

where:

C 2 E, Elf - £x £j r 2 Ei^-Es
K

\

e z
x - e , e , Cl~

<r = c .

~ E, Ef. (£(+ E3)(E*- EiE^)

r ( E, - ^3 ^
r - >7 — c « —

r< -£.f» Mi

Concentrating upon thermally induced vibrations, the

aerodynamic forces are neglected here so that:

î., - //»^ (,JJ
1 °

The solution of Eq. (J.Ô) is taken as the sum of one

quasi-static and one dynamic solution. Since the

temperature is uniform over the plane of the shell,

the quasi-static deflection l*r, will be independent of

the circumferential coordinate *] and may be obtained

from the equation:
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• c, „ C»vÇ • c, ,crNT .c , „ ( / J
dp dp * ôp *f*

In order to use Galerkin's method,W is assumed in
b

the form:

wr. £ ^ f i » -
hir f ( i t l

< h * l

Here Wgn are time-dependent deflection parameters of

the deformed shell. The relation (/V) corresponds to

elastically supported shell, whose ends are neither

clamped nor simply supported. Because it is unlikely

that boundary conditions are of extreme importance

provided the length of the shell is greater than

approximately 1,5 diameters, it seems iustified to

use this simple relation in order to facilitate the

calculations.

Introducing Eq. ( I f ) into Eq. ( . 1 3 ) and using Galerkin's
, J

method with the weighting functions give the

quasi-static deflection parameter W as:
bil

l= C/- (•')"'}HT -

- C t J - *
y /n IT

+ *-(. .2
a<l W

L'
[ I - H r } '

When the quasi-static deflection is known, the

dynamic one nav be obtained from the equation:

„V c v' Ù5l „ C, - C<rP P-V ''« c,'A. —s W
f "5 + c i ? j p ; * 1 jp m 1
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together with homogeneous boundary conditions at § =o

and f =L and continuity demanded in circumferential

direction.

If the dynamic solution is assumed in the form:

eo Po

^» £ £ K '»s- — si» —? c»;.... 6
Galerkin's method gives the following relation in

partly nondimensionalized form:

o /• ( I f )

a*1

•M = Ot 1,1... H * I, I ...

where:

- s.^[p;+^)\c HV +3 T

" <rf0c3 R 1 £.x , ^ it .i J
I1 K*

^i c Ws
J«** / 'r^ ~ ~7

j»»

J

It is not convenient to nondimensionalize the time t,

because each of the equations has a different time

scale. We note that m=o corresponds to thermally

induced vibrations, while for m^o free vibrations are

obtained. Furthermore, because of the temperature-

dependence of the coefficients C. . c J varies in time.1 i mn
Thus, if the variation of^ during a period of the' mn
oscillations is not to be neglected, f^ must be

solved from a linear differential equation with

variable coefficients.
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II. Nonlinear equations with a generally varying temperature

field

This case may be used to analyze the influence of

temperature variations in the radial, circumferential

and longitudinal directions as well as in time.

Concentrating upon the influence of the correspondingly

varying material properties we will assume the tempera-

ture fields to be such that static pre-stability

deformations may be neglected. Because it is known,

[12], that their influence on the stability of a

cylindrical shell is important, they will be considered

later on, see Case III below. Nonlinear theory will be

used so as to be able to analyze the deflections after

instability has occured. It may be noted that the

present case is equivalent to analyzing the nonlinear

stability of a cylindrical shell having generally

varying elastic properties.

The mode of application of the force N is such that

the rate of end elongation is constant, why inertia

forces in the plane of the shell may be neglected.

Furthermore, one side of the shell is exposed to a

supersonic gas stream eventually giving rise to flutter

instability. If the Mach number of the flow is sufficiently

high, M >2, then the resulting aerodynamic forces on

the surface of the shell may be approximated by the

linear piston theory including a curvature correction

term, [13].

The load is the sum of these aerodynamic forces and

the radial inertia forces so that:

?. è IAT dtO- P/3* . - (z/;
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With: (21)
w*^

the Eas. ( / ) and ( i) may then be rewritten as:

; rc 11 + 3—d ^ ^̂ 1
' •" •" »V if1 ifil 7>f>) 571 jf* * *•

i M fr? - f«0 J*-M _ //• .. 0 (»W
C)è iR J 0 Ul

^"5.<41-i —"- (—'l1 - ^.0 <**j
R »fl >«' »p

where the linear parts and L2 are the same as in

Eqs. ( J ) and ( Z ).

A two-mode solution is now assumed in the form:

^» t(i ^+ I l-ffJ Cos _

The last term must be included in order to satisfy

the periodic continuity condition on the circumferen-

tial displacement v [14]. In the temperature-indepen-

dent case, substitution of Eq. (it) into the compatibi-

lity equation (if) allows the latter to be solved for

the particular solution ^, while the complementary

solution is taken to be zero, f9?, ill1- If the present

solution for <$>^ is assumed to have the same form as

in the temperature-independent case, it may be written

as:

t-- «î -1 r P r.« -f 4 £ F Coi 11? ( z * J
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where the parameters Fn are solved in the nonlinear

deflection parameters and p^ through substitution

into Eq. (Z£) and using Galerkin's method with

as weighting functions.

The assumed form for w^ and the so obtained corresponding

solution for imply that the following boundary

conditions are satisfied:

1. The displacements u, v and W and their derivatives

satisfy periodic continuity conditions of the form:

*•*(£»}, l ) 5 V i f + Z 1 T R , i )

2. The deflection w goes to zero identically at the

ends of the shell, i.e., at §=o and J=L, while

for v, only the linear terms vanish there but not
2 2the nonlinear ones involving f^ , f^g^ and g^ .

3. The assumed w^ corresponds to an elasticallv

supported shell and the in-plane loading conditions

are satisfied in the average at the ends.

As the stress function "/v, has been found, it is substi-

tuted into Eq. (if) together with the assumed form of

w^ and a Galerkin procedure is used to derive nonlinear

ordinary differential equations for the parameters f , and
-j - j . J vrd a

p.. Here ZjZd and ™are used as weighting functions.
d è f j t y

In carrying out the calculations indicated above, it is

found that the parameters may be derived from the

following set of equations:

Here A is a 11x11 matrix emanating from those linear

parts of Eq. (25), which contain B is a 5x11 matrix

emanating from the corresponding parts containing w,

and c is a 9x11 matrix emanating from the nonlinear

parts of Eq. (IS). The elements of A, B and C are

given in Appendix 1. F and G are the vectors:
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ip4= (fsFv. FJ (H)

e* • ( r, 9. t2, f9, a1) (I0J

IH*=(f,3,f\ f3,9\ /*/ f ^ C3'J

Fron Eqs. (it) the parameters Fn are found in the form,

(p.j beinn constants:
i}

F»* f n l f -/„S » * V„ r +

* r « y t l > * K t h x * r ^ 53 (jtj

and, in partly nondimensionalized form, the differential

eauations for f , and g, will be:d d

{ (t + <t,f % + Oi3*) + S( <*3 t? "«if *

+ «1 31 «- a,f/ + 33 i + 3(*»'9 *"*« f 5'

+ ",J t +ö,,3 • «,rfl * ^3 * «„ 3* + ^ + «.<i /*3 +

• «i.f3* + «i, 33 * ''»i'* » »̂-3 ^S3 f"t̂ l3t + «tr ^53 +

•«ti S1* + <*i>f + Qiff''} * « M f V '« 3 „f V <•« ! , +

• «n 9*" » *33
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5 (l + t, I1 •K?'] * f ( t , 3 t * ti * l J * i( fcr • hi }X 4

• H f 1 ' 1 / 5 Î j ) * / u , . f 5 a , 3( »t a f f ) »

* i,j •f > l>n )»i,jl •»- i>(<. •*" f f

<• fl5 » t,„ fj* * K, 37 - i„ f* t Ii, ^*3

* Kr ?3* + K«. a" t- K -> + tlf f*) * if^Y +

* iJO fV t 4>s, f S* + ilt S1" = fc33 (3W

The coefficients of these equations are given in

Appendix 2.
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III. Nonlinear equations. Circumferentiallv uniform temperature

field. "Testability deformations included.

The cases treated above have been of primarily

theoretical interest, why we will try here to develop

the equations for a more practical case,conformable

e.g. to the conditions found in a jet engine after-

burner. It is then first of all necessary to take care

of the prestabilitv deformations, the influence of

which are known to be important. However, the inclusion

of these deformations into the analysis greatly enlarge

the volume of calculations, why it has been found

necessary here to restrict the investigation to circum-

ferentially uniform temperature fields and to assume

that the temperature difference through the thin shell

wall is so small,that the radial variation of the

material properties may be neglected. These assumptions

are no severe restrictions, since they conform with

the conditions found in most practical cases besides

perhaps at thermal shocks.

The ends of the shell are assumed to be elastically

supported but will be free to move according to the

increase in temperature both in the radial and axial

directions, thus preventing thermal buckling to take

place. The external loads acting on the shell will be

restricted to aerodynamic forces, internal pressure

and axial loads at the ends of the shell," Furthermore,

assuming predominant radial motion, the longitudinal

and circumferential inertia terms are neglected in the

equations of motion. As in the previous case, the

aerodynamic loads will be approximated by the linear

piston theory, including a curvature correction term,so

that expression for the total surface loading will be:

( ? r j
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The displacement w in this expression is considered

to be the total radial displacement of the middle

surface with respect to an initially perfect cylinder.

Thus the aerodynamic pressure is the sum of the steady-

state component caused by the static deformed middle

surface and the unsteady component caused by the

oscillations of the shell about its mean deformed

position.

We want to investigate the dynamic stability of the

cylindrical shell about its deformed middle surface.

To achieve this w and <£> are separated into their static

and dynamic components as follows:

where we note that the prestability deformations are

axisymmetric due to the assumed form of the temperature

field and the loading conditions.

Because equilibrium and compatibility must be maintained

during prestability conditions, the resulting static

components form one set of equations governing the static

prestability response of the shell. A second set of

equations is obtained in terms of the dynamic components,

which describe the dynamic stability of the shell about

its statically deformed middle surface. This second

system is coupled to the first through the static

deformations.

Noting that the material properties were assumed to

vary only longitudinally we may write the static equations

as:

(36)

( 3 1 1
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£ r X- £3 1 - —j - P. +^t"T - J~ ^ -

o

2̂_̂ f + __ ô* f X d ) X +

^ r JL^ ^i ^ r —r - ii. —r IOj.1 l SE )ft <FE J + 2>^ 'E </E

V1 r !lf 1 • 2:r 'A/ 1 - ^ — - O+ z ïfïï [ <f£ 3pV Jfif /£ rJ R îfl

with the associated steady state boundarv conditions

at f =o and j1=L:

vr
s(°) - fJ"ô (L j = l>fc

J 3 £ UTr—- ; 4- s f ùkjÇ preft yCt>e cl wiûwiti t
11 l-»X Dp r r

A/cc ^
ê>ytr —" - *

1/ ^VrNt-h * = O

'' P̂'l

where:

^L s •£ b/A/ _̂52

J £ r +£ r

are the radial deflection of the ends f - o and jf =L

due to thermal expansion and internal pressure.
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In order to solve Eqs. (Jf) and (31) we introduce the

stress function in the form:

^ ( f . D - £ «71 * t s ( f l ^ S )

The first term corresponds to the applied axial stress,

which is constant throughout the shell, and the last

term corresponds to the stresses due to the deforma-

tion ws< As is seen the boundary conditions on <f> are

satisfied. Substituting Eq. (Vi") into Eqs. (3f) and (3^),

we find that these equations may be reduced to one

single linear equation of motion:

*
i £

uT, -
f JL à uff - ŷ !_ p

I I-.* it J + - - -£• Wr - — Wr

(n;

with the boundary conditions (V«>) and (Vl). In the

case of temperature-independent material properties

this equation could be solved exactly, fl2], but here

we must resort to approximate methods. We therefore

assume the following mode of deflection:

<• C - urb)Ï + Zf+ /5r r4% Or?J

and using Galerkin's method obtain a system of algebraic

equations for the nondimensional parameters f and g :S s

Qu \ f £r j f l>i

where the numbers a^ and b^ are given in Appendix 3.

Here the boundary conditions (41) have been taxen care of in the

Galerkin procedure under the assumption of vanishing prescribed

moments at the ends of the shell.

( i t )
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Having derived the static solution we may procédé

to the dynamic problem. Here the governing eauations

will be:

r -) i c) 'à - ^ fû̂
•,]* * jp • *.« -- _ ^•fa _ •

*'K rrï - —'-M —'- ^+w »P iV *fl îp Fr

t 2^ ^ "Sj f+s «>1^

3f J ' aP! av1 i f1 ïyî ~ ° Ci");

<.] - jf 1̂ )l• ^ - o

(so,

The linear operators and L2 are the same as in

case II but here the functions K , due to the
n'

assumed invariance of the material properties in

the radial direction, will be:

K'' J e K* * J F «3= O K\'°

k t * ~ I t L l e i )
r R I-uv b I t /-UL *

v ^ 1- v -~ PÏ /+» 5 " «£

The boundary conditions of the dynamic problem

correspond to those of an elastically supported

shell, why the problem is the same as that of

Case II besides that some auxiliary terms due to

the prestability deformations are introduced into

the equations.
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Now using the same assumption for as above,

i.e. Eq. (?&), and introducing it into Eq. (S"0)

together with wg, we find that ^ must be enlarged

in order to be compatible with the particular

solution of the temperature-independent problem.

In fact it must be written in the following form:

^r cor g s tin + Cor y F Cor

»»«j L rz. c

+• Cof ÎÛ? y /T ^jrf
K <L Sta co:

*1 tro L

», BO

*<

H

where the Darameters F may be found from a set ofn
equations of the same type as Eqs. (i f ) . However,

the matrices and vectors must be enlarged corre-

sponding to the new form of Some parts of the

enlarged matrix A will vanish identically because

the functions K now depend onÇ,£ only. The resultn *
is a 16x16 matrix of the type shown in fig. 2,

where the new parts and the parts remaining from

the original matrix are marked. The matrix B will

vanish identically because 1 while the

matrix C will be enlarged by new elements to a

size of 9x16, the original elements remaining

enchanged.

Thus the set of equations giving the parameters

F will be:n

A IF + C IH = O (£'3 J

where the vector:

IF* - FJ

while the vector IH is given by Eq. (?/ ).

(5-v;
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The nonvanishing elements of A as well as the new

elements of C are given in Appendix 4. When the

parameters Fn have been solved in the same form as

before, Eq, (31), substitution of wg and wd into

Eq. (SI) and using Galerkin's method with:

as weighting functions give differential equations for

fd and gd< Those equations are of exactly the same

type as Eqs. (.33) and C3 Y) but their coefficients

will now contain terms emanating from the static

solution. These coefficients are written out in

Appendix 5.



RESEARCH

References

c i l

[27

[3]

M

[*1

[ 6 1

[7]

[8]

RF 5:3155 Page 24

Olsson U.: Nonlinear Thermoelastic Equations

for Beams and Cylindrical Shells Having

Temperature-dependent Properties.

Flygmotor Research, RF 5:3014, 1969.

Ambartsumian S.A. et. al.: Some Problems of

Vibration and Stability of Shells and Plates.

Int. J. Solids Structures, Vol. 2, pp 59-81, 1966.

Nash W.A.: Nonlinear Problems in the Dynamics

of Thin Shells. In "Nonlinear Partial Differential

Equations" ed, by W.F.Ames, p. 291, Academic

Press, New York, 1967.

Bogoliubov N.N,, Mitropolsky Y.A.: Asymptotic

Methods in the Theorv of Non-Linear Oscillations,

p. 387, Hindustan Publishing Corpn., Dehli, 1961.

Bolotin V.V., Nonconservative Problems of the

Theory of Elastic Stability, p. 298, Perpamon

Press, New York 1963.

Morino L.: A perturbation Method for Treating

Nonlinear Panel Flutter Problems. AIAA jnl,

Vol. 7, No. 3, Ma. 1969, pp 405-411.

Kantorovich L.V., Krylov V.l.: Approximate

Methods of Hipher Analysis, pp 284-304, 4th Ed.,

P.Noordhoff Ltd., Groningen, The Nederlands, 1964.

Leipholz, H.: Über die Wahl der Ansatzfunktionen

bei der Durchführung des Verfahrens von Oalerkin.

Acta Mech.,.Vol. 3, No, 3, 1967, p 295.



Sbfqmft&c
RESEARCH

[ 9 ]

[10]

[ H l

[ 12 ]

[13]

O l

RF 5:3155 Page 25

Olson, M.D., Fung, Y.C.: Comparing Theory and

Experiment for the Supersonic Flutter of Circular

Cylindrical Shells. AIAA Jnl, Vol. 5, No. 10,

p. 1849, Oct. 1957.

Dowell, E.H.: Modal Equations for the Nonlinear

Flexural Vibrations of a Cylindrical Shell.

Int. Jnl. of Solids and Structures, Vol, 4,

No. 10, p 976, 1968.

Evensen, D.A., Olson, M.D.: Circuraferentiallv

Travelling Wave Flutter of a Circular Cvlindrical

Shell. AIAA Jnl, Vol. 6, No. 8, p. 1522, Aug. 1968.

Barr, G.W., Stearman, R.O.: Aeroelastic Stability

Characteristics of Cylindrical Shells Considering

Imperfections and Edge Constraint.

AIAA Jnl, Vol. 7, No. 5, p 912, May 1969.

Krumbaar, H.: The Accuracy of Applying Linear

Piston Theory to Cylindrical Shells.

AIAA Jnl, Vol. 1, No. 6, p 1448, Tune 1963.

Evensen, D.A.: Some Observations on the Nonlinear

Vibrations of Thin Cylindrical Shells.

AIAA Jnl, Vol. 1, p. 2857, 1963.



3h{q!ti£rÙ?C

RESEARCH

RF 5:3155 Pape

List of notations

E = Younpfe modulus

= Poisson's ratio

= thermal expansion coefficient

B = temperature excess

V = load potentials per unit shell surface

•
*

>
t °

o-
S

= normal load component per unit shell surface•
*

>
t °

o-
S = density of shell material

t = time variable

a = velocity of sound

U = velocitv of gas stream

J3 = density of pas

m = number of modes of the deformed

circumferential direction

shell in
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. Î lüL ( f _ « ) _ inlül y13 W JVkU' ^



JUfqmotal
A 2.sr

/~>i »

*•2 " ~ * r~ £. a < v. . /*^1 "
3 znf j i^L £ , c > * Y f c * *

o 1 •

. . «_ T * _

ZJT TJtZxL £ ^o ^c'a
û i S»I ~

£ *-• / . ?-•<. f T. 77 2 Å<„. t ,' ' f
/ C» • X i

O
" { ie ' i j r , " îwn' t ,•„

v7/e" i ' f 3 " "* t i - 2 - "r " 7 +

* y tST * f " ' r »
O

<u«,s - —— r a- </>>* ^ 1 a
™v*t L &• " + eTT^r £ "-- i . *>

ITSJ^L £ A- ' t - K* * £/ - • - ' K* +
o- c r '

t tn 'ü- M

tff j rt-L1- ^ ^ + ^ » J

Q
lJ" wjy*'i £ y|',° 7'1 * wfjR'L f:, Al't° ^ "

zrrs*H t , A- ' f " { e C e ' iW' i £ . ft* 4

4- ~- [ 2û Vz r - 2-t f v s - +• /oV^ +• ^ V3 l f - '? ?V<f ] +

P f R 3 L l

c

4 f " f ' ¥ > " ^ 7



SùfCfMcfoï

—• f A c t . U + -̂ TTI7 Z A ' » * *1
Z T T f j R . ' - L c , , z n f J R Z l c = i

f t / V,r - 1*.r - "*Vr ] »

" • ,-tS1 "• • • » « • - " • » - " ' » i

l<i f f R . i L ' * -
- ~~~~z [ 6 r , / - * v i * - n r n - / ® y , t *

• 9 T u - ' * f V * . 1
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Sfŝ qmofyï

A f.*

C/r/
m *• rr3

R. L - -
lv,* 77 V'
^ RL

P U ?rV
^ sr L

II JzlllÄ*
/s"̂ "• 'V

v ffwi/2 <? ^ TTV
c'̂ " "v7 ""«*7

c't}
ttV

/S" *. /G2 -
»»it TT 3</T

Ri Sr

C't.&
3Z <*->

l*S

in1/3 C
R Z L

*fo£
43

m•>rr̂ 3

Rl i.



cffyqfttaùï
A p p e n c / t ' y S

Xv,c lu.c/i'w,^ éet-k"-!/ ~éhc «ré^^/'c

fo/fcé .'oH, é Ac c o e f f i c i e n t s - o / £ ^ r . ( 3 2 ) J

wi'Il te î

fi, = Ü2Ü' • fi,x £=Ü' fi .

lie* 1 llîl

*1 -_° <V -- Jftf< „ 1

< f /? 1

«? -- ^ a ĵ VT „.-o
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SUPERSONIC FLUTTER OF HEATED CIRCULAR CYLINDRICAL

SHELLS WITH TEMPERATURE DEPENDENT MATERIAL PROPERTIES

Ulf Olsson*

Volvo Flygmotor AB, Trollhattan, Sweden

Abstract

This paper presents a theoretical analysis on

the supersonic flutter of thin circular cylindrical

shells exposed to transient temperature variations of

such magnitudes, that the temperature dependence of

the material properties must be taken into account.

Nonlinear shell equations of Donnell's type are

developed for arbitrarily varying material properties.

With the help of Galerlcin's method these equations

are reduced to ordinary differential equations which are

then solved asymptotically according to the method

of Krylov-Bogoliubov. Instationary, axially varying

temperature fields are considered, corresponding to 

convective heating of the shell wall as in a jet engine

afterburner.

Scientist, Research Department



Linear analytic solutions are given for the flutter

frequency and the first mode amplitude in the assumed

series solution. The results are verified through

comparison to nonlinear numerical solutions.

The nonlinear solutions show that initially stable

states of vibration may change into instable ones

during the heating of the shell wall provided that the

gas velocity is within certain boundaries. This is

because the curves describing the limit cycle ampli-

tudes at vario us gas velocities are moved to lower

velocities with increasing shell wall temperature.

This tendency is found to be counteracted by axial

temperature variations v/hich also may have a

considerable influence on the limit cycle amplitudes

at certain gas velocities.



3

1» Introduction

A thin-walled circular cylindrical shell, Pig. 1,

exposed at one of its sides to a super-sonic gas stream

parallell to its axis, may exhibit self-excited oscilla-

tions provided that certain critical conditions are

fulfilled. These conditions depend among other factors

on the material properties of the shell wall, which

in their turn depend on the temperature field to

which the shell is exposed. Thus, one might expect that

large temperature variations as in e.g. a jet engine

afterburner, should have a considerable effect on the

critical conditions as well as on the amplitude and

frequency of the excited oscillations.

The presence of such effects has been shown by

Ambartsumian et al.\ who found that the critical

gas velocity at linear flutter of an infinite circular

cylindrical shell may decrease by as much as 50% when

the shell is exposed to a uniformly distributed,

linearly transient temperature field. Likewise,

2
it has been found by Tang , that the frequency of

linear free vibrations or plates may be reduced up

to 10% if the plate is exposed to a nonuniformly

distributed, stationary temperature field.

Taking care of the temperature dependence of the

material properties at generally varying temperature

fields is the same as to introduce general anisotropy

into the material . Such problems are untractable to

analytic solutions and hitherto only a few one-
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dimensional cases have been solved. The work was started

3 4
in the fifties by Hilton and Nowinski . Further progress

5 6was made by Trostel ' , who used perturbation methods to

solve the general stationary thermoelastic problem.

Subsequent works have used the same methods in analyzing

the stress states in circular plates and thickwalled

7-12cylinders and spheres .For a review of this earlier

literature, see Ref 13. More recently, extensions have

been given to thin-walled shells of revolution by Ismail

14and Nowinski and to stationary thermal stresses in

15 16
rectangular plates and simply connected bodies by Tang ' .

It is the intention here to investigate the influ-

ence of the temperature dependence of the material

properties on the supersonic flutter of a finite,

circular cylindrical shell exposed to an axially non-

uniform and exponentially transient temperature field.

In order to use the methods developed for isothermal

17 18problems of this type, ' we begin by deriving non-

linear differential equations for a circular cylindrical

shell talcing care of the temperature dependence of the

material properties. This has been done in Ref. 1 for

general shells of revolution and linearly for plates

in Ref. 15. This done, we will expand the radial

deflection of the shell in functions satisfying the

prescribed boundary conditions and use Galerkin's

variational method in order to reduce the problem to

a set of nonlinear ordinary differential equations in



the time variable. These equations will then be solved

asymptotically according to the method of Krylov-

iq
Bogoliubov . With the help of these solutions, the

influence of axially and transiently varying tempera-

tures on the stability of the flutter oscillations will

be studied.



2. Basic equations

Let the median surface of the cylindrical shell be

described by the longitudinal coordinate Ç and the

circumferential coordinate n. Let the coordinate ç

be directed along the outward normal of the median

surface. Further, let (u,v,w) be the corresponding

displacement vector in the (£,n,ç)-system, Fig. 1«

Then, using geherally known simplifications from

the thin shell theory, the strains in the median surface

will be:

3u 3^w 1 /3w\^ f,\
= H - i ; Ü 2 + 2 ( i ? ( )

2
3u 3 v _ 3 w 3w D w /0s

2 c = r— + r-r -2 Ç_ _ v 1 + rr r— K?)
ç n 3 n 3 ç 3 Ç 3 n 3 ç 3 n

3 v ,32w . v +| (3V)2 {3)

Si ~ 3n ~ 5, 2 + R ' 2 v3 tl
d n

Using Hookes law in plane state of stress, assuming

ç< <R and introducing

e
e T = J a(x)dx (4)

o

V2
N.. = J a d ç (5)
^ _*/2 13

é/2

M., = / O^tdt (i,3) = U,n) (6)
13 -cJ/2 0

give



2 2
»T ••O T 3u , 1 fö W\ 1 T> 9 W

Ç Ç ~ 1[ § Ç 2 3 Ç J " 2 2
à ç ,

+E3 [ ^ + R + t ^ ] ~E4 fl" NT (7)
3 n

2 2
„ r 3v W 1 /9ws T _ 3 w

n n = E l [ T ï ï + R + 2 J 2 r 2d n

+ (8)

2
>T l - r . r 3 u 9 v 3 w 3 w i 9 w / \

? n " 2 s i s n + H + 9 ^ 3 n - l " J 6 9 Ç 9 n

* 4 [£ • 5 •! ( 1 0 )

9 n

+e4[IÏ + |( |1>2]-e8 0-mT (11)

2
1 - n r 9 " 3 v 9 w 3 w l p 9 w / \

C n " " 2 6 L 9 n + 9 C + 9 C 3 n ' 9 3 5 9 n

where
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6/2 6/2

h - f r r a c b 2 ' / r^cdç

_ £'2 -ô/2

6/2 6/2

b,= / ^ « b4= /

-S/2 X-V -ä/2 1_V

6/2 6/2

E = / —— d ç E, = f —- çd ç
5 y 1+v ^ 6 y 1+V ^ g

-6/2 - 6/2

(13)

6/2 6/2

* 7 - 1 — 2 \- ( — 2 < * »
7 -6/2 ^ -^2 ^

E9

6/2 6/2

- / î?r?2dç "T= / ÅEIdr-

-6/2 - 2̂

6/2

/
-<5/2

M i = / î t î S « 5

Lastly, the equations of equilibrium are

3N 3u
(H)

9 N- 3 N
S n + _ J L i + q , 0 . ( 1 5 )
3 ç 3 n n

32K,, S2«, 32m ,2 ,2
—ff+2_fl + —^+H ±|+at
a ç 2 3 î 3 n g n 2 U n 2 Ç o 3 Ç S n

« - - r å - é ) + q , = o ( 1 6 )
nn ,n2 R ç



where (q^, q^, q^) are load components per unit

surface in the directions (ç,n,ç)• Taking care of

inertial forces in the radial direction,, one has

q = q - p _ 6 ^ f ( 1 7 )
Ç S 31

where q is the load intensity due to external forces

normal to the surface.

Eqs. (14)-(15) are satisfied identically if the

tangential forces are expressed in a stress function

$ as:

+ (18)

(19)

where:

3 V
(21)

3 i

3V

% =--TT n < 2 2 >

Prom Eqs. (7)-(9), the derivatives of u and v

may be solved and introdu ced into Eqs. (l0)-(l2)

together with Eqs. (l8)-(20). Thus the tangential

moments are expressed into § and w an d may be intro-

duced into Eq. (l6) to give a differential equation



,7?[K3(0+Vnn+V+K4(^f+VU+V +

2 2
3 w 3 w 1

+K5 a~7 +K« Vë~M^

? ? 2
,olif K LJL +k i-S-
+23TTïïl 7 aç a n 8 3ç3 n

+ r?K(rf +vn,+»T)+K3(4+vV
3n 3Ç 9n

3n 3t,

? 2 2 2
+ri_i +v 1 ils. o - $—
L a n

2 ^ a ç 2 3 Ç 9 n 3Ç 3 n

+(^-|)(*^f+0 +*, =° <ö)
3n R 3C2 n n Ç

Eliminating u and v in Eqs. (7)—(9) and intro-

ducing Eqs. (18)-(20) gives a compatibility equation,

which after some rewriting becomes

[̂K +V
nn
+N
T)-K2("H +Vff+V

3 ç L X 3 ç 2 n n T 2 3 n T

I2
+K. +K 3

+

W at2]

2 2 2
-1 [ K(—- +V +N ) -K(—- +V +N )
3n W « T 23 Ç 2 ™ T

- 2 J2.
+K.̂ +K,
4 3Ç 3 3 n



JL2
+ 3U

_ f ptr 9 w
+K -9- - ]

n L 7 3 ç 3 n 9 3C 3 n j

I ^f-(frr/+34 4= ° (24)
R 3Ç 3Ç 3 n

The coefficients K are
n

Ei „ ^
~ 2 2 ^2 2 2

E1"V ^ E3

„ WE2E3 „ WE3E4K - = ^ ^ — K . »
3 ~ ~ „ 2 2 4 2 2

3 *1 3
(25)

K5 = E2K3+E4K4"E8 * K6 = E2K4+ *4^7

2
- \ 2

k7 = iç k8 = Y - e9 k9 = ÎÇ

Eqs. (23) and (24) give two relations, from which

$ and w may be solved using familiar boundary conditions.

These equations are a special case of those given in

Ref. 1 for general shells of revolution. Por E and v

constants, the usual Donnell equations are obtained.

With v a constant, letting R->-œ , the linear parts of

Eqs. (23) and (24) correspond to the plate equations

given in Ref. 15.

Eqs. (23) and (24) are valid for arbitrarily

variable material properties. In what follows we will

restrict the analysis to properties which, besides

with time, vary only in the axial direction. This will

simplify the equations considerably.
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3. Ordinary differential equations

The shell geometry and the coordinate system are

shown in Pig. 1. An internal pressure is acting on the

cylindrical shell, which is also exposed at one of its

sides to a supersonic flow parallell to the axial

direction. Furthermore, an axial tensile load 2^RN is

applied to the shell. Inertia forces in the plane of the

shell will be neglected. If the Mach number of the flow

is sufficiently high, M>2, then the resulting aero-

dynamic forces on the surface of the shell may be

approximated by the linear piston theory including a

20
curvature correction term .The expression for the

normal load intensity then will be

«C = P «faU Jç - "a |t + 2R~" _5Ps (26)

The ends of the shell are assumed to be elastically

supported but will be free to move both radially and

axially due to the influence of internal pressure and

wall temperature.

In order to investigate the dynamic stability of

the shell about its deformed median surface, w and $

are separated into quasistatic and dynamic components

as follows

w = w
s(0 + wd(£,n,t) (27)

§ = *s(e,n) + $d(Ç,n,t) (28)



where we note that the prestability deformations are

axisymmetric due to the circumferentially uniform

temperature and loading conditions.

Because equilibrium and compatibility must be

maintained during prestability conditions, the static

components form one set of equations governing the

static prestability response of the shell. The dynamic

components then form a second set of equations,

coupled to the first through the nonlinearity and the

static deformations.

Introducing Eq. (26) into the general shell

equations (23) and (24), gives the static equations

« ' s 2 / E s \ 1 . , . 3 u s
12 H

2 2 2
2 9 w 9 $ 9 Mmpa s *S . T /nn\

ä r v - 2 r * 7 7 *9Ç 9 n 9 £

2 2 2 2
s 2 - , 3 $ 9 i a i 9 K 9
9 / 1 s v x s - > 9 / I r _ s _ v S\
af2 E a _ 2 ~ Ê a 2 » 2 E 2 ~ E 2 J
at, 9 £ 9 n 9 n 9 n 9Ç

„ 92 ,1+V 9 $Sy 92 /1-V s _6 9 Ws / N
+2 TÇTn^ E 949 n E R j^ 2 ~ ^30)

where it has been assumed that the temperature diffe-

rence through the thin shell wall is so small that

radial variations of the material properties may be

neglected.



The associated steady state boundary conditions

at Ç=0 and Ç=L are

,2P R
m

s " 6 E "T T <SE ~ "0,L
w » S ÎZÏ H. + -=S- = W„, (31)

*3 _ 3 2v

É r? 77!•*-0 (32)
1-v 3 Ç

Nçç= = N (33)

3 n

32§
N

s = 0 (34)
Kr\ 3 Ç3 n

In order to solve Eqs.(29) and (30) we introduce

$s(€,n) =|Nn2+Vs(0 (35)

which satisfies Eqs. (33) and (34).

Substituting Eq. (35) into Eqs. (29) and (30), we

find that these equations may be reduced to one single

linear equation

iL(_B_ il 1Ü)+ v».Irl. + i|w .p
H2 1-v2 12 AS 2 R K 1 R2 3 M

3 w „ 2 3 w 3 L
+ PaU - 7^— w -N + yr = 0 (36)

3« 2R s 3 ç 2 h2

with the boundary conditions (3l) and (32).

In the case of temperature independent material

21
properties this equation could be solved exactly ,

but here we must resort to approx imate methods. We

therefore assume the following mode of deflection
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w =
s w +(w -w ) ~ + <5f sin ~ + 6 g sin (37)o Lo L s L s 1>

and using Galerkin's method obtain a system of algebraic

equations from which the non-dimensional deflection

parameters f and g may be solved.
S s

Having derived the static solution we obtain the

differential equations for the dynamic problem through

introducing Eqs. (27)-(28) into Eqs. (23)-(24), giving

él '2 IZi E 8 V «2 a2 , E 3

12 H2 I-V2 3n2 1-V2 K 2 6 H3n 1+v Hsi

63 J2, E 'Si vE 3\ 1 ®2id . .„'"d
+ 12 , 2', 2 , 2 + . 2 2 R 2 p 359n 1-V 3n 1- v 3 Ç 3Ç

2 2 2 22 3w, 3 v, 3 w 3 5, 3w.P a „ d j , . . d s * d M d
sr vPa sr+ Sps 7^ - 772 772 -119 ç2

2 2 2 2 2 2
3 wd 3 ^d 8_Jd ^d
3 £,2 an2+ 3 S 3 n~ 3 43n" ^2 Jç2

32W 3 i
1 J = 0 (38)

3n 3 ç

1 32 ,1 3 fd v 3$d>, 1 a2 /l9 ^d V 3 ^d\
6 2 E 2 ~ E 2 + 6 . 2 E 2 ~ E 2J

34 34 3n 3n 3n 3 C

32 , 3^ 32W.2+ 2 iL-. (l±v M-, 1 l_Zd ( d)
6 T c T n E 343 n R . r 2 3 4 3 n

2 2 2 23 w 3 w , 3 w , 3 w ,s d d d
+ 2 2 + 2 23 4 3 n a ç 3 n

= 0 (39)



To these equations a solution is assumed in

the form

rtj, . . 2 t t £s mn
wd = i(fd Sin r + gd sin IT } 003 ~R

2 2
r2 m / _ , "^ . 2ttÇ\ {ar\\

"6 45 <fd — + <5a Sln —) (4°)

where the last term must be included in order to

satisfy the periodic continuity condition on the

22
circumferential displacement v .In the temperature

independent case, substitution of Eq. (40) into the

compatibility equation, Eq. (39)» allows the latter

to be solved for the particular solution while the

17 18
complementary solution is assumed to vanish. '

Here, the variable coefficients of Eq. (39) make the

problem more complicated. It is assumed that$^ has

the same form as in the temperature independent case,

i.e.

6 4
r m n -n . nir Ç 2mn „ „ .htt £
fd = cosiL *n

s i n T , , mtL n +7 ~L
n=l n=o

4
ran „ nirç /.n\

+ C0SF Z_, n+12 C0S IT (41)

n=0

Then, the parameters Fn are solved in the nonlinear

deflection parameters f^ and g^ through substituting

Eq. (4l) into Eq. (39) and using Galerkin's method

3*dwith y— as weighting functions. When the stress
n

function has been found, it is introduced into
d

Eq. (38) together with the assumed form of w^ and



Galerkin's method is again used to derive nonlinear

ordinary differential equations for the functions f̂
9wd 9 wd

and g,. Now r^r- and.—- are used as weighting func-
d 9fd 9gd

tions.

The assumed form of wd and the corresponding

solution for §d imply that the following boundary

conditions are satisfied

1. The displacements u, v, w and their derivatives

satisfy periodic continuity conditions of the

form

v(C,n,t) = v(£,n+2*R, t)

2. The deflection w vanishes identically at

Ç =0 and 5=L, while for v only the linear parts

vanish there.

3. The assumed wd corresponds to an elastically

supported shell and the in-plane loading con-

ditions are satisfied in the average at the

ends of the shell.

In carrying out the calculations indicated above,

it is found that the coefficients may be derived

from a vector equation

A F + C H = 0 (42)
"S

where the transposed vectors are

] - ^2' *** ^16^ (4-3)

[ = ^fd'gd,fd'fdSd,Sd'fd'fdSd'fdgd,gd^



In Eq. (42), A is a 16x16 matrix emanating from those

parts of Eq. (39)» which include while C is a

9x16 matrix emanating from the other parts of this

equation. The elements of these matrices are not

written out here because of brevity, they may be found

in Ref. 23.

From Eq, (42), the coefficients F are found in

the form

Fn = ^nl fd+lfn2 gd+̂ n3 fd+l̂ n4 fdgd+i;'n5 gd

+<n6 fd"^n7 fd gd+l(n8 fd gd+̂ n9 gd

where if*. . are constants.
13

Lastly, the nonlinear ordinary differential

equations for f̂ and g^ will be, neglecting indices

for convenience

(l+ — wf2+ i wg2) + — uf g —+(^— +y -|-aP— f2U 8 4 6' ~.2 2 .2 n5p 8ôpd"C do S S

ap 2 3 3 f\ 3f , / ap
+y4ôp g + 8 y 3t^ 3t u ^2ôp g

s s

1 "3p\ 3# 2 2
+4 f âf)H +a!f+a2 g+a3 f +a4 f g+a5 g

+ag f3+a7 f2 g+a8 f g2+ag g5+a10 f4+a11 S

2 2 3 4 5 4
+a12 ^ S +a]^ ^ & +ai4 S ^ +ai6 ^

+a!7 f g +a18 f g +a19 f g +a20 g = a21 (46)



3 " t > o " t

,&P 3 a P 2 a P - 2 3 t e 9 _ g
• ( T T + M 8 ^ P ~ g 4 < 5 p f + 8 P g 3f ' 3 t
S S s

+ "(2^r f g + t e If> If + bi f + > >2 «
S

+b^ f2+b^ f g+t>5 g2+bg f3+b? f2 g+bQ f g2

+bg g5+b10 f4+b11 f3 g+b12 f2 g2+b13 f g3

+b14 ^ +bi5 f +bi6 f s+bi7 f g +bl8 f g

+blg f g4+b20 ë5 = b2i (4?)

where the coefficients depend on the parameter y

so that y=o linearizes the equations.

In order to solve Eqs. (46) and (47) we

introduce the material properties E, v and a in

the form ®=E0+ e 8 , where e is a small arbitrary-

parameter. Then for a temperature field

® = 0o(t) + 6^(t) cos (48)

retaining only first order terms in e and u, the

nonvanishing coefficients will be
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where

di o
2 o

2
ttR

® ~ ml

To facilitate the calculations, the quasistatic

deflections have been neglected in the derivation of

these coefficients. This is motivated by the fact that

the ends of the shell are free to expand with the

temperature and the internal pressure. Therefore, at

realistic axial temperature variations and internal

pressures, the quasistatic deflections should be

small compared to the dynamic ones.



4. Solutions

According to linear flutter theory in the isothermal

case, disturbances of the modal amplitudes away from

zero are damped out with time as long as the gas velo-

city U is below a certain critical value U.
C

Conversely, the linear theory predicts that the ampli-

tudes will grow exponentially with time when U is

greater than Uc< However, the conditions are somewhat

more complicated when nonlinear terms are taken into

account- Thus, at stationary temperature fields,

steady-state vibrations with finite amplitudes, so

24
called "limit cycle oscillations", may occur.

Eqs. (46) and (47) describe such oscillations.

These equations are too complicated to be

solved exactly. Thus, approximate methods must be

resorted to and here we will use the one due to

19 17
Krylov and Bogoliubov. Experiments indicate,

that the flutter motion is nearly sinusoidal in time

so that the siutions may be sought in the form

where P, G and $ are slowly varying functions of time

f = F cos <> (50)

g = G cos (<M>) (51)

for which we assume 19

~= (p,G,Pt) (52)

^= PG1 (F,G,Ut) (53)



dt = = "co+VJh
(54)

||~ = u4)-]̂ (F,G,vit) (55)

In the first order approximation, the method of

Krylov and Bogoliubov reduces to that of harmonic

balance. Eqs. (50)-(5l) are differentiated twice taking

care of Eqs. (52)-(55) and then substituted into

Eqs. (46)-(47). The resulting expressions are linea-

rized with regard to e and P and grouped into terms

multiplying sin <l> , cos <l> and higher harmonics of ip.

Then, following the method of harmonic balance,

these expressions are multiplied successively by

sin </> and cos and integrated in ip from 0 to 2*.

This gives four first order differential equations

for the functions F, G, and n in the form

and where A.. is a 4x6 matrix which is not written

out here because of brevity.

(56)

where the transposed vectors are

Y* =(— ) — G(— -»fi-n )} (57)•i 1 dt' co ' dt ' vdt co J w y



Por steady-state oscillations we obtain a set of

algebraic equations, whose solutions give the limit

cycle amplitudes. Por instationary oscillations,

Eqs. (56) provide solutions for the variation of the

amplitudes, the phase angle and the frequency with

time.

Eqs. (56) must be solved numerically under

prescribed initial conditions. This is, however, much

easier than to calculate the solutions to Eqs. (46)-

(47) directly. This is because there appear only

slowly transient functions in Eqs. (56). Therefore,

it is sufficient to calculate a relatively small

number of points along comparatively smooth curves

in order to obtain the solutions. In the direct

integration of Eqs. (46)-(47) we have to determine

not an envelope but a rapidly varying sinusoid.

In the linear case, i.e. u=o, it is possible to

find analytical solutions to P and n at a transient,

uniformly distributed temperature field. Eliminating

g in the linearized equations (46) and (47) we obtain

a fourth order differential equation in f. The solution

to this equation is then sought as in the nonlinear case,

i.e. changing V for e in Eqs. (50), (52) and (54) and

using these expressions in a solution procedure accor-

ding to the harmonic balance method. This leads to

first order differential equations which may be

linearized in e and solved to give
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where ft = (a1+b0)/2, X = ——— and
co v i 2 3<5p Jj

s

where( )"*" denote temperature independent and()^

temperature dependent parts of the coefficients in

Eqs. (49). It is not possible to use the same method

to obtain expressions for G and <t> because we can not

get rid of the nonlinear terms sin 41 and cos <J> in

this case. However, g may be expressed into f from

the linearized Eq. (46) thus providing an asymptotic

solution.



Lastly, for a shell exposed to a stationary,

uniformly distributed temperature field, we may assume

that F, G and 41 are constants in Eqs. (50)-(5l) and

that ip~^ t. This gives the following solution
C

nc2 = (a1+b2)/2 (61)

tan <f>_ = - —•—— (62)
c ~ <5p_ ^ 2

c
s -â

x.2 --£4

Ra.
At a given value of jp—, the last expression gives

s

the critical velocity Uc for flutter according to

the linear theory.



5. Results and Discussion

The shell is assumed to be initially at a

reference temperature Tr=300°K. It is then momen-

tarily exposed to a hot gas stream of 2000°K at

its inner side and to a cooling gas stream of

400°K at its outer side. The temperature of the

hot gas stream is assumed to vary axially as a

first order cosine series increasing in the flow

direction. The variation is assumed to be 100°K about

the mean value.

Through convective heating, the shell wall

temperature increases exponentially so that in Eq. (48)

6 o= 3>o(l-exp ("
(64)

T = 6p c /2h (66)
s s'

where in the present case 6 =900°C and 0n_=-5O°C.
oo lu

The variation of 6 /o with time is shown in Fig. 2.
o oo

The shell properties, flow conditions and

loading have been chosen as

P = 2b pm = 0

6 = 10~3 m R = 0.5 m

P = 8150 kg/m3 c = 432 j/kg °C
s s

E = 2.12'lû11 N/m2 v = 0.30
o ' o

eE1 = ~7.4«107 N/m2 °C ev-L = 5.8*10 5 l/°G
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N = O h = 190 W/m2 °C

L = 3 m

The calculations have been carried out for a

circumferential wave number of m=8, which results in

minimum critical velocity U for flutter of the un-
co

heated shell in linear theory. There may be a tendency

for the circumferential wave number to change during

the heating up of the shell. This question is, however,

complicated enough to demand an investigation of its

own. Therefore, it is not considered here.

The structural damping has been neglected also.

The significance of this will be discussed later on.

Using linear theory, the variations of ß ,

4« and U with temperature have been calculated from 
C c

Eqs. (6l)-(63) for the coefficients a^ and b2 as in

Eqs. (49). The results are shown in Pigs. 3-5. For the

uriheated shell it is found that ft =369 sec
co

<J> =139.3° and U =633 m/sec. The decrease of the
CO CO

frequency with increasing temperature as observed in

Pig. 3 depends on the weakening of the material and

is typical for the vibrations of heated structures,

compare e.g. Ref. 1. As is seen from Pig. 4, the

phase angle does also decrease with increasing tempera-

ture and as regards the critical velocity for flutter,Fig. 5>

it decreases considerably during the heating up of the

structure. As will be shown below, this may have

severe consequences for the stability of the flutter

oscillations.



In order to study these questions in more detail, it is

necessary to solve the nonlinear problem posed by

Eqs. (56).

These equations have been solved numerically on

a Saab D22 computer. The results in the stationary

case are shown in Figs. 6-8, those in the instationary

case in Figs. 9-16.

Fig. 6 shows the limit cycle amplitudes at

various gas velocities. During the heating up of the

shell, curve A will move to curve B or at a uniformly

distributed temperature field to curve C. For small

amplitudes the curves approach the linear flutter

boundaries of Fig. 5. In the linear theory, the

curves of Fig. 6 would be straight vertical lines.

It is probable, that the curves would bend back to

the right for larger amplitudes if higher order

approximations were included in the nonlinear ana-

lysis.

It is seen from Fig. 6, that the axial temperature

variation tends to move the curves for the limit cycle

amplitudes to higher velocities. Although this tendency

is moderate in the present case, it still has a large

influence on the limit cycle amplitudes at certain

gas velocities.

The flutter angular frequency ft and the phase

angle <t> between the two modes are shown in Figs. 7
C

and 8. Both of them decrease with increasing limit

cycle amplitudes. It is seen, that the axial tempera-

ture variations leave the flutter frequency almost



uninfluenced but that they have a considerable effect

on the phase angle, tending to decrease it. The

observed decrease of the frequency with increasing

amplitudes is typical for the present type of so

called "weak nonlinearities".

17
Numerical stability studies for the stationary

case have shown that only those parts of the curves in

Fig. 6 which have positive slope, represent stable

limit cycle oscillations. Thus, for all initial con-

ditions to the left of and below the curves, the

oscillations will be damped out with t ime. Por all

other initial conditions they will grow, either up to

the curves or to infinitely large values. Therefore

and because of the movement of the curves, initially

stable oscillations may change over to instable ones

at transient temperatures. Por initial conditions

below and to the left of curve A and to the right of

curve E, e.g. point in Pig. 6, the amplitudes will

first be damped out along a vertical line corresponding

to the prescribed gas velocity. Simultaneously, however,

the curves move to the left so that after some time the

point p^ will be in the instable region to the right

of the curves. The amplitudes then pass through a

minimum and beg in to grow towards infinitely large

values. Conversely, for initial conditions corresponding

to e.g. the points p^ and p^t the amplitudes will be

monotoneously increasing and decreasing respectively.



Such courses of events are shown in Fig. 9» Although

the amplitudes may disappear almost altogether, they

still remain latent and suddenly rise to very large

values.

In connection with this one might ask what

influence the structural damping would have on this

picture. Prom results given in Ref. 18 one may conclude

that tho damping would move the points of vertical

tangency of the curves in Pig. 6, i.e. the domain of the

points p^, to somewhat higher velocities. This would,

quite naturally, lead to an increased damping of the

curves in Fig. 9» but it would not change the results

qualitatively.

As is seen from Fig. 9» the amplitudes for the

two modes follow each other very closely at equal

initial values. For different initial values they

rapidly grow together and then follow each other

asymptotically, Fig. 10.

The influence of various initial values of the

phase angle on the stability of the system is shown

in Fig. 11. For initial values above those correspon-

ding to a stable limit cycle, curve A of Fig. 8, the

amplitudes are initially damped out. Conversely, for

initial values below the limit cycle values the growth

of the amplitudes, i.e. the instability of the system,

is increased. In Figs. 9 and 10 an initial value of the

phase angle close to that for a limit cycle was chosen

in order to rule out these effects.



Typical variations of the phase angle and the

angular frequency with time is presented in Pigs. 12

and 13 for a case with amplitudes as in Pig. 14.

The phase angle rapidly takes on values close to those

of a limit cycle at the given gas velocity. It then

remains relatively constant until instability occurs

when it falls very steeply towards a limiting value

of 90°. The angular frequency 0 also rapidly assumes

values characteristic for a limit cycle, remains

relatively constant for a while and then rapidly

diminishes as the amplitudes take on large values.

When the variations with time of the quantities

P, G,<(> and <1* are known, the dynamic deflections of

the shell wall may be obtained from Eq. (40) together

with Eqs. (50) and (5l)• Furthermore, the quasistatic

deflections are given by Eq. (37) once f and g haveS s

been calculated. Lastly, the total deflection is

obtained through adding the dynamic and quasistatic

parts. Typical results of such calculations are

shown in Pigs. 15 and 16 for the quantities P, G, <p

and ft as in Pigs. 12-14. Pig. 15 presents the variation

of the deflections during one half of a period while

Pig. 16 gives the corresponding results during several

periods. In the present case, the axial temperature

variation gives a quasistatic deflection w <<6.

This verifies that it is possible to neglect it, as

was done in Sec. 3, without restricting the accuracy

of the analysis severly.



In order to check the validity of Eqs. (59)-(60),

calculations have been carried out with 6^ according

to Eq. (64) and with 6 =900°C. The results are shown
oo

in Pigs. 17 and 18. It is found, that when the gas

velocity is greater than Ucq=633 m/sec, the amplitude F

will grow monotoneously. If the velocity is less than

Uco but greater than a critical value of ^^=460 m/sec,

the amplitude will first be damped out,then again will

rise to infinitely large values. Lastly, if the gas

velocity is less than ^,^=460 m/sec, the amplitude

will be damped out with time. It may be shown that G

will follow ]? asymptotically as in the nonlinear case.

The value U ^ which corresponds to the critical

velocity for flutter of the stationary heated shell

is about 5% lower than the corresponding value in

Pig. 6. This is due to the further linearizations

necessary in the derivation of Eqs. (59)-(60).

As regards the angular flutter frequency ft, it

decreases with time as the temperature increases,

Fig. 18. This behavior depends on the weakening of

the structure and was observed previously as regards

, see Pig. 3. In the nonlinear case, Pig. 13, this

tendency is counteracted at decreasing amplitudes

by the previously mentioned tendency of weakly

nonlinear systems to decrease their frequency at

increasing amplitudes or vice versa. Comparing

Pigs. 13 and 18, it is also noted that the linear

theory fails to predict the rapid decrease of the

frequency as instability occurs. At increasing gas



velocities the linear theory gives a small general

increase of Œ but this tendency is too weak to be

shown in Pig. 18.

As a whole, the linear theory of Eqs. (59)-(60)

seems to give a qualitatively correct picture of

the variation of the amplitudes during the heating

up of the shell wall, while its predictions as

regards the frequency are less reliable.



6. Conclusions

The differential equations describing the non-

linear, supersonic flutter of heated, circular

cylindrical shells have been formulated and solved

using a two-mode approximation of the shell deflections.

In linear theory, analytic solutions were given for

the variation with time of the first mode amplitude

and the flutter frequency. Through comparison to

nonlinear numerical solutions, it was shown that

this linear theory gave a qualitatively correct

description of the course of events during the

heating up of the shell.

In the isothermal case, possible stationary

states of vibration may be described by curves in a

diagram of the limit cycle amplitudes versus the gas

velocity. These curves bend to the left and points below

and to the left of them represent stable oscillatory

conditions. The nonlinear analysis carried out here

shov/ed that the curves are moved to lower gas velo-

cities at increasing temperature. Therefore, initially

stable states of vibration may pass into the instable

domain during transient heating of the shell wall

provided that the gas velocity is within certain

boundaries. In such cases, the amplitudes are first

damped out with time, then pass through a minimum and

begin to grow to infinitely large values. Other states

of vibration will remain stable or instable during the

heating up period. The conditions under which the



various courses of events take place were described

in this work.

It w as found that axial temperature variations

tended to move the curves for the limit cycle ampli-

tudes to higher velocities. Although this tendency-

was shown to be moderate at realistic temperature

variations, it might still have a large influence on

the limit cycle amplitudes at certain gas velocities.
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Nomenclature

6 = temperature excess over reference temperature

a = coefficient of thermal expansion

a.. = stress components

E = Young's modulus

v = Poisson's ratio

Ps = shell material density

t = time

N = tensile load per unit length

M = freestream Mach number

p^ = pressure difference over shell wall

P = freestream density

a = freestream speed of sound

U «= freestream velocity

F,G = nondimcnsional vibrational amplitudes

ft = angular flutter frequency

$ = phase angle between flutter modes

Cß = specific heat of shell material

h = heat transfer coefficient

p = freestream static pressure



Subscripts

refers to unheated shell

" " initial conditions

" " stationary flutter conditions
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Fig. 1 Shell geometry and coordinate system.



l-exp(-t/r)

1.00

0.30

0.60

0.40

0.20

0.00
0 2010

Fig. 2



D.c sec 1

1000500o

3 Angular frequency of stationary flutter oscillations

versus average shell wall temperature.



<t> °

140

135

I 130 9
o

o 500 1000

Pig. 4 Phase angle of stationary flutter oscillations

versus average shell wall temperature.



U m/sec
c

600

500

450

o 1000

?ig. 5 Critical flutter velocity versus average shell

wall temperature.





n sec
c

-1

i

400 ..

0.6 0.7 0.3 0.9

U/U
co

1.0

Pig. 7 Angular frequency of stationary flutter oscillations

versus gas velocity.



4> 0
y c

140

130

120

0.6 O.7 0.8 O.9 1.0

Fig. 8 Phase angle of stationary flutter oscillations

versus gas velocity.



F,G

5

U=620

1.0
U=600

0 . 5

o.o

100

Fig. 9 Amplitudes of the flutter oscillations

versus time, 4>.= TT-0.7.
' i



2.0

1.0

0.0

0 .5 1.00.0

Fig. 10 Amplitudes of flutter oscillations versus time at

different initial values, 4>i=rr-0.7, m/sec.



F,G

2.0

1.0

0.0 t

0.0 0.5 1.0

Fig. 11 Amplitudes of flutter oscillations versus time at various

initial values of the phase angle, U=o33 in/sec.



4>°

• 180

160

140

120

100

90

2.01.0 1.0.0 0.5

Pig. 12 Phase angle versus tine, $^=180 , U=o33 m/sec.



SI -1
sec

400

300

200

100

0

2.01.00.0

Fig. 13 Flutter frequency versus time, U=633 m/sec.



F,G

3.0

2.0

1.0

0.0 i—

0.0 1.0

Fig. 14 Amplitudes versus time, F^=1.0, £.=*0.1, < £>£=180, U=o33 a/sec'.



Deflections during one half of a period..



Deflections at various times.



F/F.
i

620
6005

1.0

580

5

0.0
0 5 10

Fig. 17 Variation of amplitude F with time according

to linear theory.



-1jQ sec

400 -

JOO

200

aoo

0 t sec

Fig. 18 Variation of flutter frequency fl with time according

to linear theory.



HÜ H b:)

NEW OH RADIO EMISSION SOURCES IN CYGNUS

By

JOEL ELLDÉR, BERNT RÖNNÄNG
and

ANDERS WINNBERG

(Ktprittltd from Nature, Vol 222, No. 5188, pp. 67-«», April 5, 19 69)

C T H
Jcitl. . . / d

GÖTEBOS6



(Reprinted from Nature, Vol. 222, No. 5188, pp. 67-69, April 5, 1969)

New OH Radio Emission Sources
irs Cy gnus
Ail radio observational work on OH has so far been con-
centrated on previously known astronomical objects.
Initially the OH microwave radiation was found absorbed
in the spectra of strong continuum sources1, but in the'
search for more OH absorption lines weaker and weaker
continuum sources were investigated. The guide in this
search was the source catalogue made by Westerhout4,
which contains sources around the galactic plane measured
at the frequency 1,3S0 MHz. Many of these sources have
a thermal spectrum and therefore are associated with
H II regions. Because the first OH emission sources
were found in or near some of these H II regions8-*, the
search for more OH emission was carried out chiefly on
thermal radio sources. Many new OH emission sources
were found in this way and theories of maser action in
OH associated with H II regions were produced5-'.

The discovery by Raimond and Eiiasson' that the
position of the OH source in the Orion Nebula coincides
with an infrared point source8 must be considered as a
turning point. Mezger et al.' found evidence for an
identification of certain OH emission sources with a new
class of compact H II regions which they believed to be
the ionized remnants around recently formed stars. The
theory of these so-oalled "cocoon-stars" is proposed by
Reddish10.

The idea that the OH microwave emission should be
associated with extremely young stellar objects in-
spired Wilson and Barrett11 to look for OH emission from
infrared stars and four out of twenty of these stars were
found to have OH emission. One of thom (îTML Cygni)
radiates the strongest radio emission line so far detected
and, because this OH emission source is not associated
wit h any radio continuum emission, we thought it worth
while to make a survey over a limited region of the sky
and try to find other OH sources not connected with
continuum emission. Considering the very strong 1,612
MHz radiation from NML Cyg, we also decided that this
survey should be carried out on all OH frequencies.

Our equipment consists of an 84 foot (25-0 m) radio
telescope, a travelling-wave maser, a 100-channel fre-
quency switched receiver and a small on-line computer13.
The efficiency of the antenna system is 53 per cent at
18 cm wavelength and the half-power beamwidth is 32'
and 27' in the E and H-plane, respectively14. The travel-
ling-wave maser brings the total system noise temperature
down to about 40° K. Two seta of filter-banks are used,
one with a 10 kHz bandwidth and the other with a 1kHz
bandwidth. We use the 10 kHz filters for the search,
because this bank covers the possible OH velocity range
completely. When a source is found, however, we switch
over to the 1 kHz filters for more detailed studies. The
computer performs the sampling of the channels and
integration of the signal as well as storing and plotting
the data. The channel voltages are graphically displayed
on a cathode ray tube controlled by the computer. In
tills way we can immediately detect a line signal during
the observation.

We started the search in a narrow strip within approxi-
mately +1-56 from the galactic equator^. As the initial
longitude interval, we chose the Cygnus direction because
it is tangential to the local spiral arm and thus we might,
have a better chance to detect more nearby sources in
this area of the sky than in other directions. So'far we
have investigated a strip between the galactic longitudes

68" and 92°. The points of observation within the area
are separated by 0-5° in both right ascension and declina-
tion. We observe the difference between the spectrum in
the current point and the spectrum in another arbitrary
point, thus eliminating any off-set in the channels. With
a difference between the signal and reference frequencies
of 100 kHz a true line signal is revealed through the
appearance on the cathode ray tube display of onepositive-
going line and one negative-going line separated by 100
kKz (ten channels). We integrate the signal for about 2
min (twelve samples) in each point, which makes it
possible to detect sources with an antenna temperature of
about 0-5° K (averaged over the 10 kHz filter width).

We have scanned the area at the frequencies 1,605 and
1,612 MHz, in both cases with a right circular polarized
feed only. We plan to complete the survey by observing
at the other OH frequencies and by using both senses of
circular polarization.. It is also planned to extend the
survey primarily in galactic latitude and later in longitude
towards the galactic centre.

We have detected four OH emission sources which, we
believe, have not been observed before. Their coordinates
(as measured with our antenna) aresummarized in Table 1,
which also gives approximate distances estimated from
the differential galactic rotation model given by M.
Schmidt".

Table1

Equatorial coord.
No. (1950-0)

1 a=20h08m03s ±109
a-SI" 22' ± 2'

2 a = 20U19m67s + 10 s
<5 =.37° 19' ± 2'

3 a 19 h 69 m 61 s + 15 s
« = 33° 25' ± 3'

4 a = £0h 26 m 54 fl ± 16'
3«38° 56' + 3'

The spectra of the four sources are shown in Fig. la-e
at 1,612, 1,665, 1,667 and 1,720 MHz with both right-
hand (solid line) and left-hand (dashed line) circular
polarization. Spectra of source No. 4 have been
omitted because of space limitations.

Around the position of 6ource No. 1 there is no trace
of any H II region or other conspicuous object on the
Palomar Sky Survey plates. Nor did we find any 1,666
MHz continuum radiation. The detection limit of these
measurements was 0-2° K antenna temperature. Within
a circle of radius 2' centred on the position of source
No. 1 as given in Table 1 we have found five weak
stars which can only be seen on the red-sensitive Palomar
plate. . The whole area seems to be much obscured,
however, and therefore these objects might be ordinaiy
but highly reddened stars.

Source No. 2 is situated approximately 7' north-east
of a small galactic star cluster. The area seems to have
an even higher absorption than the area around source
No. 1. Consequently there are a few stars around source
No. 2 which can only "be seen on the red-sensitive plate.
The nearest of these stars lies about 3' from, the measured
OH position. There is a small maximum of continuum
radiation (T^ ~3-5° K) at the source position which is
close to the position of W 64. Source No. 3 is unusual
because it is strongest at the 1,720 MHz line. Very few
of the known OH sources have this property (W 28,
W 44, W 81) (ref. 16). The source is probably associated

Adopted
Galactic
coord.

mean,
velocity
(km/s)

Dist-
ance
fltpo)

PoMlble
identi-
fication

1= 69-58°
b= - 0-90°

+ 14-5 1-8/6-2 —

1=» 75-75°
b= 0-35° -0-5 6-7 •W84?

1= 70-37°
b= 1-60° -170 8-2 Vf 68

1» 77-93°
b- 017°

-38-5 8-1 DB9Ï



with the thormal continuum source W 68 { T ~ 2-5° K)
which has the coordinates*

a(1950-0)= 20 h 00-1 m ± 1-2 m
8(1950-0) =33° 23' ± 12'

The optical counterpart of W 58 consists of two small
H II regions approximately 11' apart and connected by
weakly visible*ionized gas. The OH source is situated
approximately 2' north of the eastern HII region. Because
of the high field density of siars ia this area -o have not
been able to find any suspiciously red stars in the vicinity
of the OH source.

Source No. 4 is of special interest because it radiates
strongest in the 1,612 MHz line. It has two peaks at
-49 and -28 fcm/s equally strong on both polarizations.
This is similar to the OH spectral distribu tion of NML
Cyg, NML Tau and CIT-3 (réf. , 11). On the Paloniar
plate an extended weak H II region with central obscuring
dust clouds can be seen. The OH source lies in the eastern
part of this weak nebula about 8' south-east of the
star BD 4- 38° 4100. Approximately 1-5' from the position
given for source No. 4 in Table 1 a weak star is seen on
the red-sensitive plate with no counterpart on the blue-
sensitive plate. The estimated coordinates of the star
are

a(1950*0) —20 h 26 m 51-4 s±0-4 s
8(1950-0) = S8°55-5' ±0-1'

There are many other stars, however, with the same
property lying farther away from the OH position. The
nearest continuum radiation maximum is the source
DR 9 (ref. 17) (Tj ~ 2-0° K) with the position

a(1950-0) =
8(1950-0):

: 20h 27 m 50 s
= 38° 53'

It is interesting to note.that the discovered sources are
usually strongest at the frequency and polarization used
when they were found. We might therefore expect to
detect a few more sources when continuing the survey at
the other OH frequencies and polarizations. This also
might give a hint of the statistics of OH sources. Until
now, the search for OH sources has often been guided
by already detected H H regions or by the Westerhout
catalogue, but we think that a search of an arbitrarily
chosen area of the sky would give important information
about the properties of OH emitting regions. From all
available observations of OH sources it is evident that
most sources are strongest at the 1,635 MHz line. Is this
a reality or is it an apparent effect caused by an intense
search at 1,665 MHz ? The strong radiation of NML Cyg
at 1,612 MHz, recently discovered, motivates this question.
There are reasons to believe that all anomalous OH
microwave emission originates from processes connected'
with the formation of stars. It would therefore be inter-

12 k m / a

I*

1720.527 MHz RC: 10.0 win
LC; 10.0 mü»

1667.358 Milz RC: 9.2 mift
LC: 9.2 min

1665.401 MHz RC: 37.2 rein
L C : 1 1 . 7 m i a

, 1 "

1612.231 MHz RC: 8.3 min
LC: 8.5 min
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LC: 10.0 rain

1720.527 MHz

w r U

RC: 9.2 min1667.358 MHz j LC: 9.2 min

' W\/v^O
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i 1<>K
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Fig.1. The OH line profiles of (a) source Ko.1, (ft) source No. 2, (c) source Ko. S. The solid lines depict right circular polarization (RC) and
the dashed lines left circular polarization (LC). The diagrams have1kHz markers and radial velocity scales: the top velocity scale for1,720 MHz
and the bottom scale for1,612 MHz. The integration $tene and 1° K of antenna temperature is indicated for each line profile. Thé observation»

were made in October 1068.



eating to make infrared observations of all known OH
emission sources.
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Abstract

The Onsala 25. 6 m radio telescope equipped with travelling wave maser

radiometers at the appropriate frequencies has been used in s earches

for absorption or emission lines from a number of different organic

and ino rganic molecules in the direction of several radio sources. The

2molecules include OH (the v = 1 vibrational state, n , , J =3/2; and
O/ Li

the second and third harmonics of some ground state transitions), CH

2 2(the ground state n^2> J = 1 /2, and the tt J = 3/2 excited state),

SO , HCN, H CS, NH CHO, and CH CHO. All searches gave negative
Li Li U O

results, with possible exception for H CS. Details of th e observations

are tabulated.

Introduction

As of today, the existence of more than twenty different molecules (and

some of their isotopic species) in i nterstellar space has been established.

A pi cture of a s urprisingly complex chemistry is beginning to emerge,

and wi ll, no doubt, be considerably extended during the next few years.

This paper describes some of th e results obtained at Onsala Space
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t

Observatory in a number of s earches for new m icrowave molecu-

lar lines. All of t he spectral lines looked for have reasonably well de-

termined frequencies, obtained either from reported laboratory meas-

urements or, in a few cases, calculated from molecular constants given

in the literature. In all searches the frequency ranges covered were

large enough to include the estimated errors in the laboratory or com-

puted frequencies.

Equipment and method of ob servation

The observations were made with the 25.6 m Cassegrainian radio tele-

scope and with a maser front- end at the appropriate frequency. The back-

end consisted of one, or both, of two 100-channel filter receivers, with

individual channel bandwidths of 1 and 10 kHz, respectively. The 100 kHz

band of th e narrow filter bank could be centered anywhere within the

1 MHz band of the wide filter bank. Every ten seconds the signal voltages

of the filter banks were scanned and read in digital form into an on-line

computer performing the signal integration. For the observations repor-

ted here the total system noise temperature (with the antenna, pointed

towards the zenith) ranged between 25 and 65 °K; the higher figures were

obtained with an older feed system.

The spectrum was determined as the difference between the signals on

and off th e source. Frequency switching was used. Since the expected

line width for all the spectral lines investigated was quite small, less

than 100 kHz, the frequency displacement during the switching was kept

in the range 200 - 300 kHz. Eventual spectral lines would therefore be

observed twice within the 1 MHz band of the 10 kHz r eceiver, once as a
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positive deflection and once as a negative one. In this way the recogni-

tion of a true line signal was improved, and the number of "f alse alarms"

caused by noise was reduced considerably.

Observations and results

a) Harmonic radiation from ground state OH

In the highly n on-linear maser processes most likely responsible for

the intense ground state OH emission, generation of ha rmonics appears

feasible if the emitting objects are very small and co ntain free electrons

in sufficient numbers. Results of searches for 2 x 1665, 2 x 1667, and

3 x 1612 MHz are given in Ta ble I.

b) Vibrationally excited OH

2The vibrationally excited OH transitions n^/2' ^ = ^/2, v = 1, have

been calculated from magnetic resonance experiments (Churg et al. ,

1970). The frequencies of the transitions F = 1-2, 1-1, 2-2, and 2-1 are

1489.05, 1536. 79, 1538.96, and 1586. 70 MHz, respectively. In a labora-

tory experiment, Potter et al. (1971) obtained a v alue of 0. 3 sec for the

radiative lifetime of t he v = 1-0 transition of vib rationally excited OH.

In dense regions like OH emission sources, however, radiation trapping

could increase the radiative lifetime, and if one assumes a non-thermal

population of t he rotational and A -doublet states for v = 1, the vibrational-

2ly excited transitions /2> J = 3^2' v = 1' could possibly be observed.

Detection of r adiation at any of th e transition frequencies given above

could supply important information on the near-infrared pumping mecha-

nism proposed by Litvak (1969).



The OH sources W3 (OH) and NML Cyg were investigated. The latter

source has an iR radiation maximum near 2. 8 p. (Hyl and et al. , 1969),

i.e., at the wavelength requ;red to pump the first vibrationally excited

state of OH fr om the ground state. There is no IR s ource in W3 (OH )

proper, but one about 30" away (Hilgeman, 1968; see Raimond et al. ,

1969). This IR-source is not necessarily related to the OH-emission

(see for example Neugebauer et al. , 1971) but is very similar to the

IR-source found in the Orion nebula.

In the present investigation no radiation was detected down to a level

— 26 — 2 ""1of about 0.1 f. u. (1 f.u. = 10 W. m Hz ) for the three lowest

transitions, see Table II. The line at 1586. 70 MHz w as not included

in the search.

2 2
c) The JT-jyg' 311(1 n3/2'

The energy levels of the C H radical are similar to those of OH. In the

2case of CH , however, the J = 1/2 state is the ground state.

Several attempts have been made by v arious groups to detect ground

state interstellar CH, mainly in a several hundred MHz wide band a -

round 3000 MHz, all with negative results (including Onsala, 1968, un-

published). Recently, new spectroscopic data of CH, obtained from in-

frared laser magnetic resonance experiments, have been published

(Evenson et al. , 1971), as well as a new laboratory determination of

the ground state transition at 10 cm (Baird et al., 1971).

2We have searched both for the J = 1/2 transition near the latest

2frequency determination 3374 MHz, and for the ^ = transition

near 4771 MHz, but with negative results, see Table III.
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d> -S-°-2

Sulphur dioxide (SO ) is a slightly asymmetric molecule. Since the di-
2

pole moment (« 1. 59Debye units) is along the a-axis, the 1 - 1

transition at 1518.14 MHz i s allowed (Microwave Spectral Tables, 1968).

The sources observed were W3 (OH), W3 (cont. ), and W51. In the latter

source, Penzias et al. (1971 b) report the presence of ca rbon monosulfide

(CS). Our negative results on SO are given in Table IV ( see also the
CA

following Section f on H^CS).

e) HCN

Hydrogen cyanide, HCN, is a linear molecule with dipole moment of

approximately 2. 99 D (M icrowave Spectral Tables, 1968). The transi-

tion is caused by 1-splitting, and q uadrupole interaction due to the ni-

trogen atom splits the levels further. The frequencies of th e transi-

tions J = 4, F = 4-4, 3-3, and 5-5 are 4488. 381- . 020 MHz, 4488. 522-

. 020MHz, and 4488. 5221 . 020 MHz ( i.e. , the two latter are equal),

respectively (Microwave Spectral Tables, 1968). The transitions J =

1-0, F - 1-1, 2-1, and 0-1 around 88.6 GHz have been observed in

emission by Snyder et al. (1971) in a number of s ources.

The present observations in several sources are summarized in Table V.

Three of the sources, W3 (OH), W51, and DR 21, are among those show-

ing emission at 88.6 GHz.

f) J?2Ç§

Thioformaldehyde, H CS, is a slightly asymmetric molecule. The tran-

sition 1 - 1^ at 1046.48 - .02 MHz (Johnson et al., 1970), is
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allowed, since the dipole moment (about 1.6 D) is along the a-axis. Pre-

viously reported searches by Ev ans et al. (1970) and Davies et al. (1971)

in several radio sources have given negative results. The limits reported

by th e Berkeley and Jodrell Bank teams have been considerably improved

on in the present observations. Somewhat to our surprise, integration

times as long as 50 hours appear to be feasible with the filter receivers

used. Table VI shows the results. Evans et al. (1970) predict antenna

temperatures under various hypotheses. Since their antenna beam size

is the same as ours, a direct comparison can be made with our results.

From their Table I it can be seen that their lowest expected antenna tem-

peratures are higher by a factor 5 to 10 than our observed values. This

lends support to their suspicion that either the ratio H CS/H CO is less

than the cosmic abundance ratio S/O (1/40), or that the lower H CS abun-

dance is due to the chemical and excitation processes involved.

Recently the 2. - 2, transition at 3139.38 MHz ha s been observed in
J 1 1 1 2

Sgr B 2 (Sinclair et al. , 1971), with an intensity corresponding to an abun-

cance ratio S/O of about 1/15 in th is somewhat peculiar source. If thi s

ratio is the same in other sources as well, this would i ndicate that at 1046

MHz th e 1 level is underpopulated. We have searched for the 2 - 2JL x 11 1Z

transition in a few other sources, with negative results, however, see

Table VI.

Although we tentatively consider the present results on H CS to be negative,
LJ

there is some indication of an absorption feature in W51 at about + 52 km/sec.

Figure 1 shows the combined results of two series of ob servations centered

at + 52 and + 65 km/s (weighed with respect to integration time as well as

system noise temperature, see Table IV). In the figure we have for com-
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parison also plotted the emission profiles of the 140. 8 GHz ort ho -H CO
Lu

line, 2 -1 , (Thaddeus, et al. , 1371), and the 147. 0 GHz, J = 3-2
1Z II

transition in CS (Penzias, et al. , 1971 b). Both emissions have their max-

ima, at + 55 km/s, and + 57 km/s respectively, in the velocity region

between the H CO - and the (possible) H CS -absorptions, whose max-2 2

ima lie about 14 km/s apart (with H 9CO at 66 km/s). In th is context it

is also interesting to notice that the J = 1 -• 0 transition at 88. 6 GHz of

HCN has an emission maximum at + 53 km/s (Snyder, et al. , 1971), and

1 2 1 0 1 3 1 0the J = 1 — 0, 115. 3 GHz transition of C O one at + 57 km/s (the C O

spectrum, the 110.2 GHz lin e, is comparable in intensity, with a peak at

about + 56 km/s, which seems to indicate that 1 2C160 is highly saturated;

Penzias et al. , 1971 a).

Since molecular emission lines at millimeter wavelengths are generally

signs of ultradense regions, where H CS may be more abundant, the ve-
Li

locity difference between the H CO and the H CS ground state absorptionsZ M

does not seem to be unnatural. It s hould be mentioned in this context that

a distinct velocity difference between the 140. 8 GHz and the 4. 83 GHz

lines of fo rmaldehyde exists also in the Sgr A source ( it has the same sign

and amounts to about 15 km/s).

Our main reason for questioning the reality of the H CS absorption feature
Li

shown in Figure 1 is due first of a ll to the long integration time required

(about 52 hours), during which the highly sensitive low-noise system could

have picked up some interfering signals (for example down-scattered pulse

transmissions), and, second, to the presence of th e adjacent H 184 a - line,

at 1047. 095 MHz ( see Fig. 1). We urge observers with access to a bigger

telescope to confirm or reject this feature.
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g) NI! ÇHO

Formamide, NH9CHO, is also a slightly asymmetric molecule, with the

dipole moment along the a-axis («^3.61 D, Landolt-Börnstein, 1967)

allowing the 1 - 1^^ transition at 1539. 53 MHz. A fu rther splitting of

the levels occurs by qua drupole interaction due to the nuclear spin of

the nitrogen atom. The frequencies of th e transitions F = 2-2 and F -

1-1 are 1539.82 and 1538.08 MHz, respectively. Formamide emission

has been detected at 4617.14 and 4620. 03 MHz (corresponding to the

transitions 2^ - 2^, F = 2-2 and 1-1) in Sgr A and Sgr B 2 by Ru bin

et al. (1971).

When the present observations around 1540 MHz were made, the mole-

cular constants were not known wit h sufficient accuracy to permit an

exact calculation of the 1 - 1^ frequencies, and t hus the line at

1538. 08 MHz was not included in the search. By chance, however, the

frequency range covered in NML Cyg and W3 (OH) in th e observations of

vibrationally excited OH was large enough to include the 1538. 08 MHz

line (see Table II). A fa ir amount of i ntegration time was obtained on

W3 ( cont. ) and W 51, see Table VII.

Litvak (private communication) has recently informed us that the ground

state line at 1539. 82 MHz ha s been found in S gr A and S gr B 2. No nu-

merical values are available at the moment.

h) CH CHO
~ u — — —

Acetaldehyde, CH CHO, is a molecule with internal rotation. The asym-
u

metric rigid rotor levels are split into an A-level (non-degenerate) and

an E-level (degenerate). The dipole moment along the a-a.xis is 2.55 D

^Microwave Soectral Tables. 1968k and the allowed 1.. - 1. „ .
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of th e pseudo-rigid rotor is 1065.1 8 MHz for the A-level.

Observations were made on W3 ( cont.), W51, and DR 21. The results

are listed in Table VIII.

* * Hf-

We wish to thank the entire staff at Onsala Space Observatory for con-

tributing in v arious ways to the observations.

These observations have in p art been supported by the Swedish Natural

Science Research Council, and the Swedish Board for Technical Develop-

ment.
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Comments to the tables

The radial velocities are given with respect to the local standard of

rest.

If not ot herwise indicated in the tables the filterbanks have been cen-

tered on the rest frequency of the line at the given radial velocity.

The source antenna temperatures given are approximate.

The rms-sensitivities have been calculated according to the following

formulas with usual meaning of s ymbols:

2-T 2 k A T
m syst . _ rmsAT — i — > ; AS - .rms V B • T rms Aeff

The polarization has been linear if not otherwise stated.



TABLE I

Harmonics of OH ground state ^3/2'^

a) Rest frequenoy: 2 x 1665.401• 3330.802 MHz

Time of observation: August 1968

Filter bandwidth: 10 kHz
o

System temperature off source: 75 K

Source Radial Integration Source Sensitivity

velooity

km/s

time antenna

temperature

°K

f Tc- 1
rms

0
K

L S
rms

f.u.

#3 -44.5 2V RS 0 0.015 0.19

«49 •10 1h 4 0.026 0.34

W75 + 5 3h30m 5 0.014 0.18

b) Rest frequenoy: 2 x 1667,358 « 3334,716 MHz

Time of observation: August 1968

Filter bandwidth; 10 kHz
o

System temperature off source: 75 K

W3 -44.5
h m

1 40 «0 0,019 0.25

W49 +10 1 20 4 0.023 0.29

W75 + 5
m

55 5 0.028 0.36

c) Rest frequency: 3 x 1612.231 - 4836.693 MHz

Time of observation; April 1969

Filter bandwidth: 10 kHz
o

System temperature off source: 55 K

NML Cyg -20 1*1 0 0.018 0.32



TABLE II

Vibrationally excited OH, 77,,0 » J " 3/2, v » 1
• •"•••• •••• MM-U„J/ ^ • II I I M

Rest frequencies: 1489«05 MHz (F•1 «• 2)

1536*79 MHz (F - 1 - 1)

1538»% MHz (F » 2 - 2)

1586.70 »z(F u 2 -1)

Time of observation: March 1971

Filter bandwidth: 10 kHz
o

System temperature off source: 25 K

Source Radial

veloci

km/s

NHL Cyg -23.9

W3 (OH) -45

Center Integration Source Polarization Sensitivity

frequency time antenna
A T • S

MHz temperature

0
K

rms

0
K

rms

f.u.

1488.40
m

40 Ri 0 Linear * 0.008 0.08

1489.10
h m

1 50 « 0.005 0.05

1489.80
•

40 * 0.008 0.08

1536.20
h m
2 05 K 0.005 0.05

1536.90
h m

1 50 Left cire. 0.005 0.05

1536.90
h m
2 20 Right oirc. 0.005 0.05

1537.60 1h50" Linear 0.005 0.05

1538.30
h m

1 40 N 0.005 0.05

1539.00 •A««"3 20 Left cire. 0.004 0.04

1539.00
h m
2 00 Right circ. 0.005 0.05

1539.70 2h00- Linear 0.005 0.05

1489.10
m

45 7.5 Linear 0.011 0.11

1536.20 2h30" N 0.006 0.06

1536.90 1h30" Left circ. 0.008 0.08

1536.90 2h25" Right circ. 0.006 0.06

1537.60
h m
2 00 Linear 0.007 0.07

1538.30
h m
2 20 n 0.006 0.06

1539.00
h m
2 30 Left circ. 0.006 0.06

1539.00 lV Right circ. 0.007 0.07

1539.70 2h00* Linear 0.007 0.07

E-plane in the N - S direotion



TABLE III

C H* 2 77 1/2 ' J " 1 / 2

Time of observation: October, Novesbsr 1971

Filter bandwidth: 10 kHz
o

System temperature off source: 37 K

Source Radial Frequency Integration Source
Sensitivity

velocity range time antenna
Sensitivity

k«/s MHz temperature â T AStemperature
ros rms

o
K

0
K f.u.

Cas A -25 3366.78-3333.38
m

30 84 0.057 0.78

OR 21 0 3361.98-3385.06
m

40 3 0.016 0.22

Orion A 0 3365.82-3385.06 O
3

29 0.027 0.37

Sgr 82 +50 3365.82-3384.10
n

30 «0 0.034 0.47

H/51 +60 3361.98-3385.06
m

40 13 0.020 0.28

Excited.OHA3/2_,_J_^3/2

Time of observation:June 1971

Filter bandwidth: 10 kHz

System
0

temperature off source; 45 K

W3 (cont) -40 4765.5-4771.5 fo o
3

5 0.028 0.47

M -40 4771,5-4773.5
m

40 6 0.020 0.34



TABLE XV

Rest frequency: 1510.14 MHz

Time of observation: May 1971

filter bandwidth: 1 and 10 kHz
o

Systea temperature off source: 25 K

Source Radial

velooity

ka/s

Integration

tine

Source

antenna

temperature

0
K

Sensitivity

AT
rms

0
K

L S
rms

f.u.

W3 (cont.) -40
h m
2 20 15 0.009 0.09

W3 (OH) -40
„ h m
3 50 8 0.006 0.06

W51 +60
h n
5 30 30 0.008 0.08



TABLE V

HON

Adopted center frequency: 4488.4 MHz

Tine of observations March 1970

Filter bandwidth: 10 kHz
o

System temperature off source: 60 K

Source Radial

velocity

km/s

Integration

time

Source

antenna

temperature

o
K

A T

Sensitivity

£ S
ras

f.u.

Cyg A

OR 21

NGC 2024

Sgr B2

W3 (cont.)

W3 (OH)

W43

W51

+3.7

-3

+8.5

ON 3 (K3—50) -14

+60

-40

-45

+80

+65

30

30

h b
1 25

30

40

h m
1 15

h m
1 15

30

45"

24

2

«0

«0

8

6

«0

6

8

0.04

0.03

0.02

0.03

0.03

0.02

0.02

0.03

0.03

0.6

0.5

0.3

0.5

0.5

0.3

0.3

0.5

0.4



TABLE VI

H CS
-2— 110 " 111

Rest frequency: 1046.48 MHz

Time of observation: September 1970 - April 1971

Filter band»idth: 1 and 10 kHz

Source Radial Integration

velocity tine

km/s

Cyg A

DR 21

M

M 8

ON 4

Orion A

Sgr A

W3 (cont.

W4

W5

W12

tt

W44

n

W51

W67

n

0

-24

- 4

0

- 4

+ 9

0

-40

-40

-100

-91

+ 9

-20

+65

-20

+52

+65

-24

- 4

h m
5 25

h m
23 30

h m
20 40

35

h m
35 50

h m
7 10

h ®
12 20

h n
12 20

h m
7 35

h m
8 35

h m
35 50

h m
3 50

h m
44 25

h m
11 20

h m
8 05

h m
44 25

h m
23 30

17h40m

System

teaperature

off source

o
K

45

40

40

45

40

45

45

40

40

25

25

45

25

40

25

25

40

40

40

Source

antenna

teaperature

o
K

210

10

10

10

10

6

CO

15

6

12

6

6

1C

10

30

30

30

10

10

Sensitivity

å T
ros

°K

0.037

0.003

0.004

0.024

0.010

0.003

0.013

0.005

0.004

0.005

0.004

0.003

0.006

0.003

0.006

0.007

0.004

0.004

0.004

A S
rms

f.u.

0.36

0.034

0.036

0.24

0.096

0.028

0.13

0.052

0.043

0.047

0.035

0.028

0.059

0.025

0.054

0.064

0.035

0.034

0.039

h2£5 ? - 2
12 11

Rest frequency: 3139.38 MHz

Time of observation; October 1971

Filter bandwidth: 10 kHz

OR 21

Orion A

W3 (cont.)

W51

0

0

-40

+60

h m
3 20

lV

sV

35

35

35

35

3

29

7

13

0.007

0.011

0.011

0.009

0.085

0.14

0.14

0.10



TABLE VII

Nh2_cho

Rest frequencies: 1539.82 Wz (Transition 1
•10 111 • F•2 - 21

1538.08 NUz (Transition 1 - 1̂ , F•1 - 1)

Time of observation: April - Hay 1971

Filter bandwidth: 1 and 10 kHz
o

System temperature off source: 25 K

Source Radial

velocity

km/s

Center

frequency

MHz

Integration

tine

Source

antenna

temperature

Sensitivity

A T
ros

A S
ros

h/3 (cont)

W51

-40

*

*

+60

n

1539.35

1540.25

1540.35

1539.35

1540.25

1540.35

4h50"

lV

3h55"

6h25"

10

K

15

•

*

30

K

0.006

0.010

0.007

0.007

0.008

0.006

f.u.

0.062

0.10

0.068

0.073

0.076

0.059



TA8LE VIII

CH C HO

Rest frequencies: 1065.1 t 0.8 IHÏ (Transition (1 - 1 ) )
11 10 A

Time of observation: February 1971
Filter bandwidth: 1 and 10 kHz

Source Radial Center Integration System Source <«i H vi Iv
velocity frequency tine temperature antenne

JvIIOl t A v i i y
AT A Ç

k«/s MHz off source temperature rms ro!

L, _

0
K

0
K °K f.u,

DR 21 - 4 1066.0
n n

2 55 45 10 0.011 0.11

W3 -40 1061.7
h

2 65 15 0.019 0.19

n -40 1062.1
h si

3 20 65 15 0.015 0.15

N -40 1063.1 4h 65 15 0.013 0.13

# -40 1064.1 4h50" 65 15 0.012 0.12

n -40 1065.1
h o

8 30 65 15 0.009 0.09

n -40 1066.1
h m

7 50 65 15 0.010 0.10

W51 +60 1062.1
m

50 65 30 0.035 0.34

» +60 1064.1
h n

1 50 65 30 0.023 0.23

« +60 1065.1
h n

2 40 65 30 0.019 0.19

• +60 1066.1 3h40" 65 30 0.017 0.16



Figure caption

Figure 1. The observed H CS spectrum after 52h30m integration

(solid line), showing possible absorption at + 52 km/sec. As com-

parison the emission lines of ortho-H^CO at 140.8 GHz ( Thaddeus

e t a l . , 1 9 7 1 ) a n d o f C S a t 1 4 7 . 0 G H z ( P e n z i a s e t a l . , 1 97 1 b ) a r e

plotted, as well as the 11 CO absorption at 4. 83 GHz. The asvm-
Li

metric CS profile indicates a possible component near 4 52 km/sec.
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HIGH RESOLUTION SPECTRA OF SOME STRONG GALACTIC OH EM ISSION
SOURCES

Abstract: The 84-foot (25. 6 m) radio telescope of th e Onsala Space Observatory
has been used for detailed examinations with 250 Hz r esolution of th e 18 - cm
spectral line emission from eight well-known strong OH sources. Models ob-
tained by in coherent superposition of c ircularly polarized Gaussian features
have been fitted to the spectra. No signi ficant deviations from Gaussian shape
of t he individual features, for example caused by the OH maser amplification,
could be seen. The observations were compared with earlier measurements made
since 1969 with the same receiver system for evidence of v ariabilities and of
possible correlation between changes in intensity and line-width. An intensity
change by a factor of se ven over a week was observed in one component of the
right circularly polarized emission of W75B at 1665 MHz.

I . I n t r o d u c t i o n

Although spectra of a great number of s trong ground state OH emis sion sources

have been published in recent years only a few spectra have been measured with

rms noise low enough and velocity resolution high enough to reveal and analyse

weak and narrow components [ Meeks et al (1966), Ball and Meeks (1968),

Palmer and Zuckerman (1967), Coles and Rumsey (1970)] . As many spectral

components have been reported to vary in strength,observations with high velo-

city resolution and high signal to noise ratio would offer an improved ability

todetect variations in all three parameters — intensity , half-power width and

center velocity — defining an individual feature.

Rotating, contracting as well as expanding geometric models have been suggested

for the maser ing OH cloud. One observational test of th e models would b e to ob-

serve the possible changes in the radial velocities of th e features as a function of

time. It has been pointed out by Wilson et al (1970) that the rotational model

proposed for the OH/IR sources could result in a velocity change observable

over a few years. Furthermore, if th e masering OH cloud is unsaturated

variations in intensity should be correlated with changes in the spectral line-

width. An assumed amplification factor of 10 and a 3 dB decrease in intensity

should result in line-broadening of 3. 5 % , which might be observable if a ppro-

priate filter bandwidth and high signal to noise ratio are used.

The study reported here was undertaken to investigate the number of ve locity com-

ponents, their center velocities, velocity broadenings, and flux densities of a few
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of the strongest OH line emitters of va rious classes. The results are compared

with the same parameters of s pectra measured earlier with the same system

and with spectra published from other observatories. A p articular goal of th e

measurements was to get good da ta for planned very long baseline interferometer

measurements. Some of the sources measured with 250 Hfe reso lution were, in

fact, included in the July 1969 Onsala to Haystack VLBI experiment [Rönnäng

et al (1970)] . The high-resolution interferometer observations done so far

reveal the bright Doppler features in the spectra to be separate emission sources.

Single antenna high resolution spectra combined with a decomposition of t he spectra

into Gaussian components are therefore a useful guide for these observations.

I I E q u i p m e n t a n d O b s e r v a t i o n s

The observations were made with the 25. 6 m radio telescope of the Onsala

Space Observatory. The receiver system consisted of a traveling-wave maser,

a multichannel spectrograph and a real time computer. At the wavelength of

18 cm the half power beamwidth of the antenna was 32' x 27' and the aperture

efficiency was 53 % making 1 f. u. (10 ^ Wm ^ Hz *) correspond to 0. 1 °K

antenna temperature . Various parts of the receiver system have been described

by Elldér (1968), Rydbeck and Kollberg (1968) and Winnberg (1971).

Circular polarization was achieved by a dielectric quarter wavelength plate

inserted in the circular part of the waveguide after the feed horn. The measured

isolation between left and right circular polarization wafe gre ater than 20 dB

and the differences in system gain at each polarization were less than a few

per cent.

Out of th e available bandwidths of the spectrograph 60 channels with 10 kHz band -

width (to ch eck gain stability), 100 channels with 1 kHz bandwidth and 40 channels

with 250 Hz bandwidth w ere used. By means of the second local oscillator the

center frequency of the 250 Hz fil ter bank could be moved to give the total spec-

trum with 250 Hz re solution. Some of the 250 Hz res olution spectra are composed

of se ven filter banks with different center frequencies. The first local oscillator,

controlled by a rubidium frequency standard, was set to compensate for the
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Doppler shift due to the motions of th e earth. The local oscillator frequency

was kept constant during a 10 minutes integration interval,thus resulting in a

line broadening of at most about 20 Hz. All calculations of radial velocities

were carried out relative to the local standard of rest assuming a solar motion
ti m s o > »

of 20 km/s towards the direction a = 18 01 54 . 97 , 6=30 00 03 . 96, epoch

1950. 0.

The receiver was frequency switched over an interval of 240 kHz and the system

noise temperature varied between 30°K and 40°K. The increased system tempera-

ture was probably due to attenuation in front of t he maser.

The observations were carried out in the following way:

1. A c alibration level was measured with the aid of a noise tube giving a

22. 5°K calibration signal with an integration time of 10 minutes.

o '2. A zero line was measured 2 off th e source followed by a ten minutes

on source integration. As the total observed bandwidth for the 250 Hz f ilter

bank was 10 kHz and the maser bandwidth was about 6 MHz (Kollberg, 1970)

a straight line could be fitted (least-square fit) to the zero line and the ob-

serving time off s ource could be minimized. Three on-off source observations

were taken using the same calibration. As the calibration signal is comparable

with the strongest OH features the spectrum was moved in the filter banks,thus

reducing calibration errors of t he individual channels and also errors due to the

individual filter characteristics. The above routine was done automatically by

means of the on-line Line-8 computer and the resulting spectra were stored on

magnetic tapes for further integration and analysis.

The rest frequencies of t he OH emission used were 1612. 231 MHz, 1665.401

MHz, 1667. 358 MHz and 1720. 528 MHz. Notice that the 1720 MHz freq uency

generally employed for astronomical observations is 1720.52 7 MHz. The

1720. 528 MHz us ed in these measurements implies that the velocities given

in figure 16 and table VII have been increased by 0. 174 km/s.
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III Gaussian analysis of measured spectra

1 3 oThe extremely high brightness temperatures (greater than 10 K in some

cases) of the emission regions, the narrowness of the emission lines, and the

anomalous intensity ratios of the different lines can all be explained by the

maser mechanism. The problem is to get enough evidence to find the right

maser model for the various OH cl asses. One of the question is if the maser

is saturated or not. The analysis of the statistical properties of the OH ra dia-

tion by Evans et al (1972) gave no answer.

It is well-known that in an unsaturated maser the received flux is proportional

to exp ( J* G dl), where G is the gain per unit length in the masering cloud. The

intensity will grow exponentially with amplification path length. If th e velocity

distribution of the OH molecules is Gaussian the final line shape will be ex-
f ~ l /2ponential Gaussian and th e line will be narrowed by a factor (J Gdl)

In the fully saturated maser, on the other hand, where the output is limited

by the number of OH molecules, the line shape will exactly reflect the mole-

cular velocity distribution. There will be no line narrowing and the line shape

will be Gaussian.

The model used here represents the emission spectrum as an incoherent super-

position of left and right circularly polarized features each with a Gaussian

profile. Such a representation is of course not unique when two or more compo-

nents overlap in Doppler frequency. However, we restrict the model to comprise

a minimum number of components and include only those features that are clearly

evident above noise in the data. The method reported by Kaper et al. (1966) has

been used in the Gaussian analysis program written for the IBM 360/65 com-

puter of the Gothenburg Universities'Computing Centre.

The rms error in the Gaussian parameters has been estimated by Gaussian fits

to an estimated mean profile with a half-power-width of 0. 3 km/s. If the com-

ponents in the total spectrum are well separated, an integration time of 1 hour

results in an rms error of 0. 05 °K of the spectrum (if the source emission

« 30°K) and approximate rms errors in the Gaussian parameters of 0. 03 °K

and 0. 005 km/s for the amplitude and half-power-width, respectively. Normally

several components overlap and the errors are much larger. Also, the systematic
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errors due to calibration errors and other instrumental effects may be of the

same order.

In the following paragraph the measured spectra are denoted, for example,

"right circularly polarized emission from", which in this case means spectra

measured with r ight circular polarization. The emission in itself may be

linearly or elliptically polarized,or unpolarized as in the case of the OH/IR

sources NML Cygnus and R Aql.



I V O b s e r v a t i o n s

O N 2 [ R A 1 9 5 0 . 0 = 2 ° h l 9 m 5 l S 9 ; 6 1 9 5 0 . 0 = 3 7 ° 1 7 , ° 2 " ]

The ON2 source, discovered by Elldér et al (1969) is a Type I OH source

(Turner, 1969) and is the strongest of th e ON 1- ON4 sources. It has been

observed and discussed in detail by Winnberg (1970). The right circularly

polarized spectrum at 1665 MHz h as been reexamined in December 1971

and April 1972. Winnberg noticed an intensity variation in the -3. 95 km/é

feature. However, figure 1 indicates that the -3. 05 km/s feature has the

strongest variation. Its amplitude has changed f rom 3. 8 °K in Dec. 1968

and April 1970 to 0. 7°K in Dec. 1971 and April. 1972. No detectable changes

have taken place between Dec. 1971 and April 1972. Figure 1 shows 1 kHz

spectra observed 1968.8 , 1970. 3, 1971. 9 and 1972. 3.

The 250 Hz-resolution spectrum and the 1971. 9 1 kHz-resolution spectrum

have been decomposed into Gaussian components. Table I gives the parameters

o f t h e 9 d o m i n a t i n g c o m p o n e n t s i n t h e v e l o c i t y r a n g e f r o m - 4 . 6 k m / s t o + 2 . 5

km/s. Notice that the components obtained from the 1 kHz spectra agree very

well with those obtained from the high-resolution spectrum. Figure 2 shows

the 250 Hz-resolution spectrum, the fitted Gaussian components, and the resi-

duals between measured spectrum and the sum of the Gaussian components.

Due to space limitation the spectrum has been divided into two overlapping

parts. Notice the different antenna temperature scales of th e two parts.

It was suggested by Gehrz et al (1970) that ON2 was associated with the red

star BC Cygni. However, interferometer position measurements made by

Hardebeck and Wilson (1971) show that ON2 lies 5' south of the position of

BC Cygni. ON 2 is probably associated with the HII region catalogued by

Reifenstein et al (1970) at a position of RA, nrn . = 20^19m47S and 6 „ . =lyoU. U 1950. 0
= 37°19'53".
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TABLE IA

PARAMETERS OF QH EMISSION COMPONENTS IN 0N2 RC 1665 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM /S) (K) (KM /S) (WM *10 ) (K)

1 2.46 4.19 0.485 6.0 87.
2 1 *99 0.68 0.229 0.5 19.
3 1.66 0.42 1.279 1.6 607.
4 0.47 0.53 0.443 0.7 73.
5 -1.32 0.79 0.774 1.8 223.
6 -2.42 0.33 0.562 0.6 117.
7 -3.05 0.84 0.430 1.1 69.
B -3.95 1.99 0.409 2.4 62.
9 -4.58 0.55 0.315 0.5 37.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING

TABLE I B

PARAMETERS OF OH EMISSION COMPONENTS IN 0N2 RC 1665 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM /S) (K) (KM /S) (WM *10 ) (K)

1 -4.53 0.45 0.407 0.5 62.
2 -3.92 1.91 0.322 1.8 38.
3 -3.07 0.66 0.579 1.1 124.
4 -1.36 0.58 0.820 1.4 249.
5 -2.39 0.27 0.407 0.3 62.
6 0.51 0.50 0.356 0.5 47.
7 1.43 0.30 0.702 0.6 183.
8 2.47 4.25 0.471 5.9 82.
9 1.98 0.70 0.346 0.7 44.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING

The parameters in table IA are obtained from the 250 Hz r esolution spectrum and

the parameters in table I B are obtained from the 1 kHz r esolution spectrum.
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Fig. 1 Spectra of the right circularly polarized OH emission from ON2 at 1665
MHz measured 1968. 8, 1970. 3, 1971.9 and 1972.3. Radial velocity is

relative LSR. Notice the strong amplitude change in the -3.1 km/s compo-
nent. The residuals plotted"are the 1971.9 spectrum minus the sum of the Gaussian
components listed in table I B. Frequency resolution is 1 kHz.



DATA 121 GN2 RC 1665 MHZ 0.25 KHZ RESOLUTION
GAUSSIAN F IT

+ + + + + + + + + + + SPECTRUM AND RESIDUALS

71-12-14

5iJ-
cr:

°r

i
zvX

.++
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'++

^-'iu.^-'g.-Vre h.n -'5.7; -V75 k.-K h .n k.K h.n -'ti.7id.g5 d.a <l.x I n rt.R t .z, rf.a fe.a h.k

2.53.5 HflOIfiL VELOCITT Ktl/SI
9.0

5

++. i±.
+*++ + +

-.5 -1.5 -15 45RSOIRL VELOCITT (KH/Sl
Figure 2. 250 Hz-resolution spectrum of OH emission source ON2. Gaussian

components have been fitted to the spectrum and the residuals
(measured spectrum minus the sum of the Gaussian components)



10.

NML Cygnus [ RA^ Q = 2 0h44m34S; Q = 3 9°55' 56" ]

The 1612 MHz OH em ission from NML C ygnus is the strongest that has been

found, so far. Both emission regions, centered at -22 km/s and + 20 km/s,

are complex and at least twenty components can be seen in the 250 Hz r esolution

spectrum shown in figure 3. No at tempt has been made to fit Gaussian components

to the spectrum.

The unpolarized OH emission from NML Cygnus was first detected by Wilson and

Barret (1968) and detailed single antenna and VLBI studies have been performed
- 2 - 2 2by Wilson et al (1970). They measured a total integrated flux of 1250 Wm • 10

- 2 - 2 2for the lower velocity emission and 410 Wm • 10 for the higher velocity
-2 - 22 - 2 - 2 2emission, in good agreement with the 1140 Wm • 10 and 420 Wm • 10

obtained from figure 3.

No time variations have been seen in the 1612 MHz e mission observed with 1 kHz

resolution at Onsala on different occations from July 1968 to Dec. 1971.

Davies et al (1972) measured the relative positions of t he principal features

or groups of fe atures in NML Cygnus. All the components are distributed

in an elongated region 3. 3 arc sec x 2. 3 arc sec at a position angle of 150°.

The IR star NML C ygni, discovered by Neugebauer et al (1965), is one of th e
brightest I R star at 10 jj. with an I-K magnitude of 8.2.
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12.

IRC + 10406 (RAquila) [ RA^ Q = 19h03m58. 0S; ô 1950 0 = 08°09 . '1 ]

IRC + 104 06, identified with the Mira variable R. Aql, is one of t he strongest

of the Type II OH/IR sources so far detected [Wilson et al, 1970] . The 1612

MHz h igh-velocity spectrum is shown in figure 4. (The low-velocity component

is very weak with a peak flux of a few f. u. at a velocity of 43 km/s.) The com-

ponent at 53.96 km/s has an equivalent half-width of 0. 83 km/fe , corresponding

to a kinetic temperature of 257 °K if the width is due entirely to thermal

broadening. In December 1968 Wilson et al. (1970) observed a

half-width of 1 km/s for the same feature and a total integrated flux of 5. 6
- 2 - 2 2 - 2 - 2 2Wm • 10 for the low-velocity emission and 38.4 Wm • 10 for the

high-velocity emission. In Sept. 1970 the total integrated flux of the high-velo-
- 2 - 2 2city feature had increased to 46. 1 Wm • 10 [Wilson et al, 1972] . The

-2 -22integrated flux of t he spectrum in figure 4 is 43. 8 Wm • 10 . Table II

lists the parameters of t he four emission components. Like other OH/IR sources

IRC +10406 is unpolarized.

IRC +10406 was included in the Dec. 1971 Haystack - Green Bank - Onsala VLBI

experiment.

TABLE II

PARAMETERS OF OH EMISSION COMPONENTS IN R AQL RC 1612 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT

VELOCITY WIDTH* FLUX KINETIC
-2 -22 TEMPERATURE**

(KM /S ) (K) (KM /S ) (WM *10 ) (K)

1 54.69 0.55 0.200 0.3 15.

2 54 «32 0.63 0.232 0.4 20.

3 53.96 8.28 0.831 19.7 256.

4 52.83 0.82 0.655 1 .5 159.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING
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DATA 121 R A QL. RC 1612 MHZ 0.25 KHZ R ESOLUTION
GAUSSIAN FI T

+ + + + + + + + + + + SPECTRUM AN D RE SIDUALS

-9.7S -3.75 -7.75 -6.75 -5.75 -«4.75 -3. 75 -2.75 -1.75 -0.75 0.CS 1.25 2.25 3.25 H.25 5.2S 6 25 7.25 8.25 9.25

<x
ar
UJ
Û.E
<r

J±±-

++
(/>
UJor

FREQUENCY (KHZ)

RfiOIfil VELOCITY IKM/5)

Fig. 4 High-resolution 1612 MHz spectrum of |RC + 1 0406 centered at
54 km/s.



14.

W3 OH [ R A1950.0 = 2 h 2 3 m i 6 - B 8 : 6 1950. 0
= 61°38' 54"]

The class I OH e mission source near W3 was used as a calibration

source because of its great strength and because it has been thoroughly ob-

served. Single antenna observations of the Stokes parameters have been re-

ported by Meeks et al (1966) and by Coles et al (1968). Interferometer position

measurements have been made by Rogers (1967) and Raimond and Eliasson

(1969 ) and radio maps of the individual RC and LC polarized components have

been obtained by Moran et al (1968) and Cooper et al (1970). The W3 OH so urce

is associated with a compact HII region at a distance of 2. 6 kpc mapped by

Wynn-Williams (1971).

Figures 5 and 6 show the right and left circularly polarized emission from

W3 OH at 1665 MHz measured with 250 Hz frequency resolution. As seen from

the figures Gaussian components fit the profile very well. The rms deviation

between the measured profile and the sum of Gaussian components is equal to

0.2°K. in agreement with the theoretical value. Notice that the rms fluctua-

tion is 2. 5 times higher at the top of the -45.1 km/s component than in velo-

city intervals with no emission.

The deviation from Gaussian shape mentioned by Meeks et al. (1966), especially

for the LC polarized 1665 MHz fe ature at a velocity of -45 km/s, is probably due to tt

fact that this feature is composed of at least two Gaussian components.

The Gaussian components are listed in table HI for the RC and LC polarized

emission. Also included are the components of the 1667 MHz emission, the spectra

of which are shown in figures 7 and 8.

/



The component with a radial velocity of -41. 7 km/s in the right circularly

polarized emission at 1665 MHz has been reported to be variable by Wilson et al.

(1972). They studied the relative intensities of s everal features as a function of

time. In 1971.3 they measured relative amplitudes of 100/18/22/25/30/26

for the features with radial velocities and polarizations -46.5,LC/-47.4,RC+LC/

-41.3,RC/-43.0>RC/-49.1.RC+LC/-41.7,RC km/s, respectively. Our spectra

measured in December 1971 with 250 Hz resolution, give the following relative

intensities 100/18/25/24/38/25 •

The right circularly polarized emission at 1667 MHz contains the narrowest feature

detected. The -43.1 km/s component has a half-power-width of 0.14 km/s

corresponding to an equivalent kinetic temperature of 7 °K, if the width is due

entirely to thermal broadening and the maser amplification is fully saturated.



16.

TABLE I I I A

PARAMETERS OF OH EMIS8I0N COMPONENTS IN W3 RC 1665 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM/S ) (K) (KM/S ) (WM *10 ) (K)

1 -39.46 0.81 0.220 0.5 18.
2 -40.76 1.33 0.198 0.8 15.
3 -41.25 6.38 0.511 9.6 97.
4 -41.72 5.51 0.357 5.8 47.
5 -42.24 2.24 0.558 3.7 115.
6 -42.70 2.85 0.268 2.3 27.
7 -43.03 6.07 0.259 4.6 25.
8 M3.77 22.24 0.289 19.0 31.
9 -44.31 5.72 0.502 8.5 94.
10 -45.05 54.70 0.332 53.7 41.
11 -45.30 19.93 0.263 15.5 26.
12 -45.57 0.39 0.953 1.1 337.
13 -47.40 1.52 0.207 0.9 16.
14 -48.48 1.74 0.185 1.0 13.
15 -49.05 1.72 0.242 1 .2 22.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING

TABLE I I I B

PARAMETERS OF OH EMISSION COMPONENTS IN W3 LC 1665 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX

-2 -22
KINETIC

TEMPERATURE*
(KM/S ) (K) (KM/S) (WM *10 ) (K)

1 -43.73 1.00 0.268 0.8 27.
2 -44.47 6.96 0.562 11.6 117.
3 -44.54 2.47 0.150 1 .1 8.
4 -45.02 14.82 0.323 14.2 39.
5 -45.31 11.42 0.224 7.6 19.
6 -45.54 18.74 0.409 22.6 62.
7 -46.31 25.29 0.592 44.2 130.
8 —46.62 11.57 0.246 8.4 22.
9 -47.40 2.70 0.289 2.3 31.
10 -47.67 0.30 1.610 1.4 962.
1 1 —48.66 1.35 0.494 2.0 91.
12 -49.09 8.11 0.263 6.3 26.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING
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TABLE I VA

PARAMETERS OF OH EMISSION COMPONENTS IN W3 RC 1667 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 —22 TEMPERATURE**
(KM/S) (K ) (KM/S) (WM *10 ) (K )

1 -41.78 0.30 0.181 0,2 12.
2 -42.32 2.22 0.220 1.4 18.
3 -42.64 0.93 0.267 0.7 26.
4 -42.73 -0.27 2.464 -2.0 ****
5 -43.11 1 .85 0.141 0.8 7.

* INSTRUMENTAL BROADENING REMOV ED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING

TABLE I V B

PARAMETERS OF OH EMISSION CO MPONENTS IN W3 LC 1667 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM/S) (K ) (KM/S) (WM *10 ) (K )

1 -43.25 0.47 0.408 0.6 62.
2 -43.94 0.96 0.150 0.4 8.
3 -44.29 0.94 0.198 0.6 15.
4 -44.70 3.86 0.387 4.4 56.
5 -45.05 3.12 0.211 2.0 17.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING
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DAT f l 118 N3 R C 1667 MHZ' 0 .25 KHZ R ESOLUTION
GAUSSIAN FIT

+ + + + + + + + + + + SPECTRUM A ND R ESIDUALS

1.75

71-11-28

++

++
++

y.c'b "^.<-'1, -b.c."., 4.

FREQUENCY (KHZ)

-44
RSOIfil VELOCITY (KM/jj

Figure 7 Right circularly polarized emission from W3 at 1667 MHz. Frequency
resolution is 250 Hz.
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W 75 A <S> I RA1950. O = 20 3?m 158 ; 6 1950. 0 = 42°12' °9"1

w 75 B ,N, [RA195^0 = 2 0h36m50S; 6^„ = 42°26' 58"]

The position of th e W75A OH so urce, determined by Raimond and Eliasson,

is 3 arc min north of th e compact HII reg ion DR21 in the diffuse HII reg ion

W75. The northern source W75B was detected by Rydbeck et al. (1969) and Zucker-
g

man et al. (1969) and is situated 25 west and 15' north of W75A. This is

fairly close to a weak continuum source in the 1407 MHz m ap published by Wynn-

Williams (1971).

Ryle and Downes (1967) give a probable location of the continuum source DR21
in the Perseus arm at a distance of 6 kpc, while Mezger et al (1971) give a distance

to DR 21 of 1. 5 -3 kpc. Peculiar motions and deviations from circular motions in

the direction of C ygnusX introduce these uncertainties in the kinematic distance

determination.

Rydbeck et al. (1970) have detected strong intensity variations in the emission
2_

from the F = 3 3 transition of th e "3/2 ' ^ = ^/2 state of OH in W75B and

have correlated the time variations of th e excited OH emission with variations of

the 1667 MHz em ission. They also reported weak temporal variations in the

1665 MHz emission of W75A but no variations in the 1665 MHz emission of W75B .

Figure 9 shows the RC polarized spectrum of W75B m easured with 1 kHz resolu-

tion on the 13th and 20th Dec. 1971. Notice the low intensity of t he 9.3

km/s feature in the upper spectrum. This component normally shows up with an

intensity of ab out 3. 5°K. The fast intensity variation can hardly be an instrumen-

tal effect as four independent spectra were taken with the lower intensity and the

change can be seen in the spectra measured with 1 kHz as well as 10 kHz resolu-

tion. It is also hard to explain the variations on the basis of two separate sources

and an antenna pointing error as W75A (in ve locity interval 0 to 4 km/s), half a

beam-width away,has the expected intensity. The 9.3 km/s component may be of

the same type as the transient source found by E llde'r at 1667 MHz a t the position

20h36m58S; +42°5o' (Ellde'r,1971).
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The Gaussian components obtained from the measurements with 250 Hz r esolution

are summarized in tables V- VI and Figures 10-13 show the high resolution

spectra.

DATA 120 I A]75B R C 1665 MHZ 1 KHZ RES.
GAUSSIAN F IT

+  +  + +  +  + +  +  +  +  + S PEC T R UM A ND R ESI DUALS

-SI.Ü0-U7,00-13.00-39.00-3r,.00-31.00-27.00-23.00-19.00-15.00-11.00-7.QC -3.CO 1.00 S.00 3.00 1 3.00 17.00 21 00 25.00 29.00 33.00 37.00 Jl O O JS.00 1(9.00

W75A

5

W7SA

it.

'si ü^7.a^;.LiO-'H.L-i>-'!';.D^ii oa-'T.oa -3.on l.aa ion ino fa.on f/.iio l'i.m js.m js.&n j s.no j7 .nn ili.M ife.no ife.c
FREQUENCY (KHZ)

J I I I I , I 1 1 L
16 14 12 10 8 6 4 2 0IWOIBL VELOCITY (KM/31

Fig. 9 Right circularly polarized 1665 MHz e mission from W75B observed Dec. 13
and Dec. 20 , 1971 with 1 kHz frequency resolution. The 9. 3 km/s com-
ponent has increased in intensity by a factor of 7.
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TABLE V A

PARAMETERS OF OH EM ISSION COMPONENTS I N W75A RC 1665 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

(K M /S )
-2 -22 TEMPERATURE**

(K M /S ) (K ) (KM /S ) (WM *10 ) (K )

1 2.44 0.53 1.284 2.0 611.
2 1.78 3.03 0,224 2.0 19.
3 1 »31 0.72 0.728 1 »6 196.
4 0.71 0.99 0,259 0.8 25.
5 0.45 5.27 0.21 1 3 .3 17.

* INSTRUMENTAL 8R0ADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NO T BEEN CORRECTED FOR
ANY TURBULENT BROADENING

TABLE V B

PARAMETERS OF OH EMISSION COMPONENTS IN W75A LC 1665 MHZ
•s m m m n m H n H n n n H a H H n HHIK81ItIIHHM»

KBKEEBCB88BBS! n n

C OMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

(KM/S )
-2 -22 TEMPERATURE**

(KM/S ) (K) (KM/S ) (WM *10 ) (K )

1 -1,42 0.49 0,137 0,2 7,

2 -0.60 0.89 0,21 1 0.6 17,
3 -0.37 1.54 0,507 2.3 95.
4 0.57 10.96 0,349 11.3 45.
5 1.07 4.75 0,558 7.8 115.
6 1 .34 1 .07 0.146 0.5 8.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED F OR
ANY TURBULENT BROADENING
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TABLE VI A

PARAMETERS OF OH EMISSION COMPONENTS IN W75B RC 1665 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM /S) (K) (KM/S) (WM *10 ) (K)

1 12.89 1 »66 0.417 2,1 65.
2 1 1.97 8.41 0.21 1 5.3 17.
3 1 1.83 11.79 0.177 6.2 12.
4 10.98 0.55 0.357 0.6 47.
5 9.31 3.78 0.302 3.4 34.
6 6.37 0.53 0.519 0.8 100.
7 5.75 6.60 0.207 4.0 16.
8 5.47 2.11 0.549 3.4 112.
9 4.91 0.86 0.375 1.0 52.
10 4.37 0.45 0.340 0.5 43.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING

TABLE VI B

PARAMETERS OF OH EMISSION COMPONENTS IN 1W75B LC 1665 MHZ

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM/S) (K) (KM/S) (WM *10 ) (K)

1 3.06 4.97 0.198 2.9 15.
2 3.23 1.47 0.101 0.4 4.
3 3.43 1.65 0.272 1.3 27.
4 3.92 0.99 0.306 0.9 35.
5 4.40 1.34 0.323 1 »3 39.
6 4.91 3.45 0.323 3.3 39.
7 5.55 0.87 0.881 2.3 288.
8 5.96 0.99 0.237 0.7 21.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING
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DATA 122 W75R RC 1665 MHZ 0.25 KHZ RESOLUTION
—: GAUSSIAN F IT
+ + + + + + + + + + + SPECTRUM AND RESIDUALS

5
s
i
J"zz
z

-±±,

UJor

FREQUENCY IKHZ)
2.5

BflOISL VELOCITY IKM/S)

Fig. 10 Right circularly polarized emission from W75A. Frequency resolution
is 250 Hz.
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DATA 122 W75.A LC 1665 MHZ 0.25 KHZ RES.
GAUSS IRN FIT

+ + + + + + + + + + + spectrum and residuals

-10.50-9 SO -3.SO -7.50 -S.SO -S.SC ->4.SC -3.SO -S SO -1 50 -0.

71-12-22

%
•T
<r

I
ïUJ
•T

++'+ + 
TT

++

0">
UJer

-'a.sr -'7.50 km -'s.bo -Vsc -'tsp j?.sn -'i -'a.se d.so fsc j.a j.m J.«! j.«i il se J. m? j.so il.bu ro.sc
ficciuENcr ; kh2)

-1.5
IWOIGL VELOCITY (KM/jj

11 Left circularly polarized 1665 MHz emission from W75A. Frequency
resolution is 250 Hz.
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W49 Position 1 [RAiqca = 19h07m50S ; Ô1Q_„ _ = 0 9°01'24"]ly5U. u lyou. u

Position 2 [RA1950^=l9h07m58S; « 1950. 0 = 0 8°59'58"]

The ground state emission lines in W49 have been observed and discussed in

detail by Palmer and Zuckerman (1967) and by Ball and Meeks (1968). Figure

14 and 15 show the circularly polarized emission at 1665 MHz observed with

the Onsala 1 kHz filter receiver. The total spectrum is composed of e mission
g

coming from two sources at a distance of about 14 kpc separated about 8 in

right ascension and 1'26" in declination [Rogers et al, 1967; Raimond and

Eliasson, 1969] . The W49 OH positions coincide with compact HII re gions

mapped by Wynn-Williams (1971).

The 1665 and 1667 MHz sp ectra in the velocity range -2 km/s to +24 km/s show

about twenty more or less overlapping features. Ball and Meeks (1968) decomposed

the 1665 MHz sp ectra into seventeen components. In order to compare the

spectra taken in 1971 at Onsala with those observed in 1966 with the Haystack

antenna the feature parameters given by Ball and Meeks were used as input

Gaussian parameters. No con verging solutions could be obtained, which means

that the spectra measured by Ball and Meeks in 1966 deviate too much from

those shown in figures 14 and 15 .

The 1720 MHz e mission from W49 is located at the main line position generally

referred to as position 2 [Hardebeck, 1971] . This line is 100 % circularly po-

larized and was reported to vary in intensity by Zuckerman et al (1969) and by

Robinson et al (1970). Figure 16 shows the high velocity resolution, left circu-

larly polarized 1720 MHz e mission decomposed into Gaussian components. Ro-

binson et al,reported an almost linear increase in the integrated flux from 7
- 2 - 2 2 - 2 - 2 2Wm »10 in Dec. 1966 to 25 Wm -10 in Aug. 1969. The spectrum in

-2 -22Figure 16, measured in Dec. 1971, has an integrated flux of 36.4 Wm -10

which is in agreement with the data of Robinson et al.extrapolated to Dec. 1971.
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Tables VIIA and VII B list the parameters of the three emission features obtained

from the 250 Hz resolution and th e 1 kHz r esolution spectrum, respectively.

It i s evident from the integrated flux of th e two strong components that

an intensity variation must be present in both c omponents.

TABLE VII A

PARAMETERS OF OH EMISSION COMPONENTS IN VM9 LC 1720 MHZ
: s s c = s s B s r B c c c c c = B c c B c « r c c 5 = e r e r c s r r c :

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM/S) (K ) (KM/S) (WM *10 ) (K )

1 16.72 -0.47 2.285 -3.3 ****
2 14.79 9.67 0.569 16.8 120.
3 14.29 14.4 1 0.425 18.7 67.
4 13.28 0.75 0.317 0.7 37.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVF NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING

TABLE VII B

PARAMETERS OF OH EMISSION COMPONENTS IN W49 LC 1720 MHZ
t = s= t= r:= s r r s E s s r r e r e s r j :BSSSC!= c c c B = n r c r r e t :

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM/S) (K) (KM/S) (WM *10 ) (K )

1 16.79 -0.25 2.386 -1.8 ****

2 14.76 8.56 0.578 15.1 124.
3 14.26 1 1.93 0.421 15.3 66,
4 13.27 0.82 0.<308 1 .0 62.

* INSTRUMENTAL BROADENING R EMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTFD FOR
ANY TURBULENT BROADENING



36.

Co

D

O
CO
LU
CC

rxJ
ni

LO
OJ

CD

rvi

o
OJ
r-

CD
_/
(X
rj
CD

U~l
LlJ
CC

a
2
ex

CJ a::D
I « er

—1 cn i—
co o

! ZD LLJ
A: CL.

CC o cn
cn

zT

CO

CC
h-

CC
CD

Q'Zj JJ Sjl û"L|l,-ai|; ,Û|. ,dj 'fl'Mup ^

- n
• -f

- + + - -

j + C

1 "+ e
J" + -2

+
• e

- \ +
+ - n+

. + + C
- H - n

+++h
+

+
+

+ C
-•+

+++
+

+ r +
-

î+ .•

1
+

-1+
2

- M
0

+ -K - -
+

+ -f

- — + + _ =

+ f c
-»+

G
_ ++ _ VJ

t i t7
j. f

J
> - ?+

G
„ f»• -fh + C+ f -?f + C
_ h + + _o

+h -h c+
f +
f +

h
_ h + +

+ +

CO +
-VT~

1 f
CM -f z

— f— ++ + + " *
- £

+
f ++

+ Ü+ - ..1\i
- + + '

1 1 1 1 1 1 1 1 1 1 J \—L
h' j

1 1 F
• 0"*â! Ol! 011 10 0'1 0'5 0 1 0 1 0 1-

(M) JUniSliJoMJl WNJlNtl

.a

&

Jai

ro co ?*o- vo-
mi S"WPüiü3ü



W 51 RA1950. 0 1950. 0
= 14°24'39"]

The OH sou rce in W51 has been studied by Ball and Meeks (1968) at 1665 MHz

and by C oles and Rumsey (1970) at 1612 and 1720 MHz. It ha s been shown by

Hardebeck (1971) that the 1720 MHz em ission around +60 km/s originates from

the same position as the 1665 MHz em ission at a distance of about 6. 3 kpc ob-

tained from hydrogen recombination line measurements (Me zg er and Höglund

1967).

Most features in the 1665 MHz em ission have a low degree of polarization.

Figures 17 and 18 show the spectra measured with rig ht and left circular pola-

rization and 250 Hz wide fil ters. The decomposition into Gaussian components

is indicated in the figures, and the parameters and the features are tabulated in

Table VIII.

Ball and Meeks observed the sources in Sept. and Oct. 1966 and gave the para-

meters of the six components from 56. 8 km/s to 61. 4 km/s. However, W51 is

a strongly variable source and no comparision between their result and the

parameters in Table VIII is possible.
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table VIII A

PARAMETERS OF OH EMISSION COMPONENTS IN W5 1 RC 1665 MHZ
B BBBm K

COMP.
B B S B B S B B B B B

CENTER
VELOCITY

(KM/S)

EE B B SB SC B SE SS B B

AMPLITUDE

(K)

E B B B B B B B E B E E B

HALF POWER
WIDTH*

(KM/S)

B B B B B E B B B B B B

INTEGRATED
FLUX
-2 -22

(WM *10 )

E B B E S S B E B B B E B B

EQUIVALENT
KINETIC

TEMPERATURE**
(K)

1 56.92 0.84 0.323 0.8 39.
2 57,25 0.92 0.072 0.2 2.
3 57.73 3.33 0.485 4.8 87.
4 58.32 5.10 0.545 8.2 110.
5 58.82 9.73 0.387 11.1 56.
6 59.20 5.54 0,268 4,4 27.
7 59.46 4.41 0.519 6.8 100.
8 60.21 1.35 0.524 2.1 102.

* INSTRUMENTAL BROADENING REMOVED 
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING

TABLE VIII B

PARAMETERS OF OH EMISSION COMPONENTS IN W51 LC 1665 MHZ
B B BB B s : E B E B B E S B E S E E E E E E E E B E E E B B B B B B B B S B S B B B B S S B B B S B B B S B C C S B B E C S S C B B B

COMP. CENTER AMPLITUDE HALF POWER INTEGRATED EQUIVALENT
VELOCITY WIDTH* FLUX KINETIC

-2 -22 TEMPERATURE**
(KM/S) (K) (KM/S) (WM *10 ) (K)

1 56.86 2.51 0.310 2.3 36.
2 57.24 0.74 0.203 0.4 15.
3 57.70 6.18 0.280 5.1 29.
4 58.56 2.29 1.212 8.2 545.
c. 58.75 4.59 0.319 4.3 38.
6 59.22 18.69 0.422 23.3 66.
7 59.71 2.06 0.332 2.0 41.
8 60.03 1.16 0.298 1.0 33.
9 60.43 3.99 0.426 5.0 67.
10 61.38 3.22 0.315 3.0 37.

* INSTRUMENTAL BROADENING REMOVED
** THE EQUIVALENT KINETIC TEMPERATURES HAVE NOT BEEN CORRECTED FOR
ANY TURBULENT BROADENING
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V . C o n c l u s i o n

With futu re very long baseline interferometer measurements of OH emissi on sources

in v iew eight strong OH emission sources have been observed with 250 Hz resolution

and a peak-to-peak noise fluctuation of about 0.5 °K (5 f. u.). A decomposition of the

individual features of the spectra into Gaussian components shows that there is no

significant deviation from Gaussian form of the comp onents, thus indicating that

the maser mechanism is at least partially saturated.

Typical half power widths of the st ronger components (>1 °K) vary from 0.2 km/s

to 0.4 km/s corresponding to kinetic t emperatures of 15 °K to 60 °K if the widths

are due entirely to thermal broadening. No correlation between intensity and half

power width of the comp onents could be seen.

The spectra of NML Cvgnus and R Aq l. indicate that OH /lR sources normally have

wider components than Class I sources.

The narrowest component found was t he -43.1 km/s, right circularly polarized

feature in the 1GG7 MHz spectrum of W3 O H which has a half power width of 0.14

km/s corresponding to an equivalent kinetic temperature of 7 °K. The total
- 2 - 2 2integrated flux of this c omponent is 0.8 Wm ~ 10 " .

Most of th e observed emission sources show intensity variations on t ime scale

of a few y ears. Variability on a s horter time scale, sometimes as short as a

few months, has also been r eported. We found cn e component in the 1 (>()"> MHz

emission of W75 B which changed it s intensity by a f actor of se ven on a time scale

of a week o r shorter. The observations reported here may therefore be a useful

guide not only for VLBI m easurements but also for future accurate observations

of pos sible variations in intensity as well as line width and radial velocity of OH

emission sources.
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Several hydroxy! radical (OH) microwave emission sources were studied in July 1969 with
very long baseline interferometry (VLBI). The elements of the interferometer were the 84-foot
telescope of the Onsala Space Observatory at Chalmers University of Technology, Sweden,
and the 120-foot télescope of the Haystack Microwave Research Facility at Lincoln Laboratory,
MIT; a baseline of 31.1 X 10® wavelengths, or a fringe spacing of 0.0066 sec of arc at a
frequency of 1665 MHz, resulted. Earlier spectral line interferometric observations have given
detailed information on the angular sizes and spatial separations of the 1665-MHz OH sources
in the W3 source. The measurements reported here confirm these results and give additional
information on the complex structure of the various features. Four other galactic OH emission
sources with unknown angular sizes were also investigated. Only one (the 5-km/sec component
in the 1667-MHz spectrum of W49) gave reliable fringes.

INTRODUCTION

In the past few years, application of VLBI has
yielded accurate values of the angular sizes and spatial
separations of the different emission components of
several galactic OH radio sources. For example, in
January 1968 three radio observatories in the United
States and the Onsala Space Observatory in Sweden
cooperated to form an interferometer with six differ-
ent baselines. This experiment showed that the main
features in the 1665-MHz-spectrum of W3 were re-
solved with a fringe space of 0.003". The smallest
feature was the one at —43.7 km/s, which has a size
of 0.005" [Moran, 1968].

This paper presents the result of a spectral line
VLBI observation using the Onsala Space Observa-
tory and the MIT Haystack Mircowave Facility
telescopes. The measurements were performed (on
July 17 and 18, 1969) for the following major rea-
sons: to confirm the angular sizes and spatial separa-
tions previously determined for some of the strongest
and smallest W3 components, to look for possible
temporal variations in sizes and relative positions, to
obtain more information about the complex structure
of the compound components, and to search for
fringes from a few weaker OH sources.

Copyright © 1970 by the American Geophysical Union.

EQUIPMENT AND OBSERVATIONS

The baseline parameters of the Onsala-Haystack
interferometer are given in Table 1. This baseline
gives a minimum interferometer fringe spacing of
about 0.0066 sec of arc. The Onsala telescope was
equipped with a rutile traveling wave maser radio-
meter system (giving a zenith system noise tempera-
ture of less than 40°K [Rydbeck and Kollberg,
1968]), a rubidium frequency standard, and the
digital data recording system developed by the Na-
tional Radio Astronomy Observatory group [Bare et
al., 1967]. The Haystack station used a parametric
amplifier, which gave a system noise temperature of
about 200°K, and a hydrogen maser frequency
standard. The data were recorded on magnetic tape
through a Univac 490 computer [Moran, 1968]. Al-
though relative time of the two stations is not as
critical as in the wide-band VLBI measurements be-
cause of the narrow line width the time and fre-
quency of the rubidium clock at Onsala were com-
pared with the cesium standard of the Swedish Na-
tional Defense Research Establishment and contin-
uously compared with the slave Loran-C station at
Sylt in Germany. Haystack time is routinely kept
to within a microsecond of UTC.

The observations were planned by use of a Fortran

1227
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TABLE 1. The Onsala-Haystack radio interferometer
parameters

(Baseline length, 5599.79 km.)*

Onsala Haystack

Antennas 84-ft 120-ft
Aperture efficiency at

1665 MHz «50% «25%
System noise temperature «40°K «200°K
Longitude -11" 55' 12.8" 71° 29' 19.2"
Geodetic latitude 57° 23' 36.1" 42° 37' 23.5"
Geocentric latitude 57° 13' 3" 42° 25' 50"
Heights 14 m 145 m

* Baseline hour angle, 8h 7m 34.6s; baseline declination,
-10.835°.

program, which provides the local hour angles and
elevations, as well as the local oscillator settings of the
two stations, the projected baseline, geometrical de-
lay, and fringe rate for the actual sources and time
intervals. 120-kHz bandwidth was used for observing
the spatial separation among strong features; 6-kHz
bandwidth was used for studying the complex fine
structure of the individual compound components.
The sample rate of the clipped video signal was fixed
by the seven-track tape drive at Onsala to be 720
kbit/sec. For the bandwidths used in this experiment,
either every sixtieth or every third sample was ex-
tracted; the remainder were discarded. The fringe
amplitude and fringe phase were obtained by a Fort-

ran and a machine-language program written for the
IBM 360/65 computer of the Chalmers University of
Teçhnology. This program computes the geometrical
delay and fringe rate for each data block of 0.2-sec
duration. The digitized signals from the two stations
are then cross correlated over a time period that must
be short compared with the apparent fringe period.

The local oscillator settings must be fixed during
the recording. The cross-correlation function that is
obtained is time dependent, since there can be an un-
known difference between the two frequency stan-
dards or an error in the baseline coordinates or in
source position. The cross-correlation function is
therefore multiplied by sine and cosine of the calcu-
lated fringe phase for a number of f ringe frequency
offsets and accumulated for the total desired integra-
tion time of up to 180 sec. The fringe amplitude and
fringe phase are derived as a function of frequency
from the complex Fourier transform. The best fitted
fringe frequency gives the maximum fringe visibility.

Forty pairs of ta pe were recorded during this one-
day experiment. Fifteen of these have been completely
reduced so far. Table 2 lists the sources and their
parameters.

RESULTS

The most extensive observations were made on the
OH source in W3 at 1665 MHz. Measurements were
made with the wide bandwidth of 120 kHz and with

TABLE 2. Observed sources in the July 1969 VLBI measurements

Band-
Frequency, Velocity, Polariza- width,

Source MHz km/sec tion kHz

Projected baseline,
Position (1950.0) Antenna cycles/second of arc

temp at
a S, deg Onsala, °K S, S,

W3 1665.401 -43.5 RC 120 2h23ml6.8s 61.648 134.96 40.41
-74.18 -126.39

74.35 -126.30
146.07 -35.51

-46.0 LC 120 56.93 -133.20
-43.7 RC 6 25 -140.08 29.08

146.98 -29.87
-45.1 RC 6 53 -142.94 20.90
-46.5 LC 6 24 -129.75 59.64

W49 1667.358 5.0 LC 6 19h 7m49.6s 9.020 12 -142.53 -34.48
W49* 1665.401 14.0 RC/LC 120
W51t 1720.528 58.5 RC 6 19h21m26.5s 14.411 -148.67 -19.33
NMLCygt 1612.231 -23.9 RC 6 20h44m38.9s 39.931 60 59.97 -104.77
W75At 1665.401 0.35 LC 6 20h37mll.9s 42.20 9 -99.79 -94.62
W75Bt 1665.401 11.7 RC 6 20h36m58.0s 42.43 8 -48.50 72.22

* No tapes processed.
* No detectable fringes.
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the narrow bandwidth of 6 kHz. Figure 1 shows the
amplitude of the interference spectra and the total
power spectra for both right and left circular polari-
zation obtained with the wide-bandwidth system. The
spectra were computed from 100-point correlation
functions; this procedure resulted in a resolution of
4.8 kHz, or 0.9 km/sec, since Hanning weighting was
used. The fringe amplitude at any velocity is the ratio
of the two spectra at that velocity. The observed
fringe amplitudes are much less than unity. This is
caused by the fact that most of the features consist of
several components that interfere with one another.
The components themselves, however, appear to be
partially resolved on this baseline.

An example of the high resolution spectra obtained
on the right circularly polarized —45.1-km/sec fea-
ture is shown in Figure 2. The total power spectrum
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Fig. 1. The right circular (PRC) and left circular (PLC)
polarized OH emission from W3 (OH) at 1665 MHz. The
solid-line curves are the single antenna or total power
spectra; the dotted-line curves are the corresponding inter-
ference spectra from the Onsala to Haystack measurements.
The integration time is 120 seconds; the frequency resolution
is 4.8 kHz (0.9 km/sec). The antenna temperature are nor-

malized to the Onsala single antenna temperature.
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Fig. 2. An example of the high resolution spectra obtained
on the -45.1-km/sec PRC feature of W3(OH) at 1665 MHz
for different baselines, from zero baseline (solid-line curve)
to a baseline length of 31 X 10° wavelengths (fringe
spacing 0.007"). The integration time is 160 seconds (1800
seconds for the total power spectrum); the frequency resolu-

tion is 480 Hz (250 Hz for the total power spectrum).

was obtained with the multichannel receiver at the
Onsala Observatory; it has a resolution of 250 Hz, or
0.05 km/sec. This feature can be decomposed into
two components with Gaussian profiles centered at
—45.0 and —45.3 km/sec with a relative intensity
ratio of 2:1. The interference spectra shown were
taken with fringe spacings of 0.049", 0.011", and
0.007". All the projected baselines had approximately
the same position angles. The data on the larger fringe
spacings (6 = 0.049" and 0.011") are from another
experiment [Moran, 1968]. These spectra clearly
show the presence of three spatially distinct com-
ponents centered at —44.8, —45.0, and —45.3, km/
sec. The component at —45.3 km/sec appears to
have the smallest angular size of the three, since
it has the highest fringe amplitude on all baselines.
Its size is about 0.005". The separation between the
—45.0- and —45.3-km/sec features is about 0.02",
which agrees with the value reported by Moran et al.
[1968],

The —43.7-km/sec feature in W3 was also exam-
ined with high frequency resolution. Its fringe ampli-
tude was found earlier to decrease monotonically
with increasing baseline length and to have little
dependence on the direction of the baseline [Moran
et al., 1968], A size of 0.005" was finally assigned to
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this feature by VLBI measurements between the
United States and Sweden.

Figure 3 shows the total power spectrum and two
interference spectra from the July 1969 measurements
taken at different local hour angles. The total power
spectrum measured on the Onsala multichannel re-
ceiver has a notch in the center of the profile when
observed at 250-Hz resolution. The profile is almost
symmetrical about its center but does not decompose
into two Gaussian components. Furthermore, the
phase shift across the profile of the interference spec-
tra is different for the two local hour angles. This may,
for example, indicate a small spatial separation be-
tween two frequency components rather than some
kind of maser saturation effect. It is interesting to
notice in this context that Rydbeck et al. [1970] sug-
gest that the main 6-GHz OH excited state emissions
from W3 could be generated by a ring source of angu-
lar diameter 0.005" and a center velocity of about
—43.7 km/sec. Finally, it should be mentioned that
the average visibility of the feature in question is the
same in July 1969 as in January 1968.

The difference in fringe rate has been measured
as a function of local hour angle between the
feature groups at —43.7 and —45.1 km/sec. The
spatial separation in right ascension A« and declina-
tion AS between two sources is given by the equation

Nb — (Dji/c)œE cos äßfsin Ss sin (Hs — HB) A5

+ cos Ss cos ( H s — H / > ) Aa] (1)

where D is the baseline length, c is the velocity of
light, o>R is th e rotation frequency of th e earth, and fi
is the net local oscillator frequency; 8B and Ss a re the

declinations of the baseline and source, respectively,
and HB and Hs are the hour angles of the base line
and source, respectively. On W3 the equation be-
comes

Afs = 5.3 sin (Hs — HB) A5

+ 11.1 cos (Hs - Hb)( COS S s Aa) (2)
where fn is in millihertz and AS and Aa are in seconds
of a rc. From the measurement at three different local
hour angles the —45.1-km/sec feature is located
0.8" ± 0.2 west and 0.2" ± 0.2 north of th e -43.7-
km/sec feature. The errors depend on the signal-to-
noise ratio of the interferometer system, or, in
practice, on the available integration time (which for
the present equipment is less than three minutes).
Future VLBI terminals will allow longer integration
times and hence smaller positional errors. Within
the limits of error the present spatial separation
agrees with the separation measured in July 1967
[Moran et al., 1968].

Fringes were detected on W49 at 1667 MHz. This
is the first reported measurement on any OH source
at 1667 MHz with a very long baseline interferom-
eter. The interference spectrum ig shown in Figure
4. The integration time is 160 sec and the velocity
resolution is 0.1 km/sec. The spectrum shows two
spatial components with fringe amplitudes of about
0.1. It would be meaningless to assign a size to this
feature, because only one measurement is available
which shows very low fringe amplitude. The source
can, however, be said to have structure on the scale
of the fringe spacing, which is 0.007". Fringe ampli-
tudes on W49 at 1665 MHz were found to be reduced
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Fig. 3. High resolution total power and
interference spectra of the —43.7-km/sec
feature of W3 (OH) at two local hour an-
gles. The total power spectrum has a fre-
quency resolution of 250 Hz and was ob-
tained with an integration time of 1800 sec-
onds. The resolution of the interference
spectra is 480 Hz; the integration time is

160 seconds.
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from W49. The fringe visibility is about 0.1.

from unity on the Haystack- NRAO baseline; the
amplitudes result in a charactéristic size of 0.05"
[Moran, 1968]. However, the 1665 features at 1665
MHz may have fine structures of the size observed
at 1667 MHz.

Negative results were obtained on W75A and
W75B at 1665 MHz and on W51 at 1720 MHz. The
signal-to-noise ratio was sufficient for the detection
of these sources if the fringe amplitudes were greater
than 0.2. The data were also processed at a large
range of fringe rates; therefore, the inaccuracy of the
source positions could not account for the lack of
correlation. These sources have not been observed
before on any shorter baseline. NML Cygnus was

also observed at 1612 MHz with negative results.
This source was reported to have a characteristic size
of'0.08" [Wilson et al., 1970].

The results in this paper have clearly shown the
need for extended VLBI measurements of OH
sources with different frequency resolutions. The
most serious limitation of the measurements has been
the short available integration time, which makes it
extremely difficult to study (for example) the weaker
OH emission from W3 at 1667 MHz and the excited
OH emission. The Mark 2 VLBI terminals now be-
ing developed at NRAO will therefore be of great
future importance tothe spectral line VLBI.
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GLOSSARY

Symbols Definition

Time functions

s(t) A stationary, ergodic, random signal having Gaussian statistics.

x(t) The function formed by infinite clipping of s (t).

v(t) A co mplex analytic signal, the real part of which is s(t).

The imaginary part is obtained by changing the phase of e ach

sp ec t r a l co mpon en t o f s ( t ) by v /2 .

e(t) The signal into the correlator.

V(f) The Fourier transform of v(t).

n(t) Receiver noise signal.

Power spectra
OO

P(f) The power spectrum. The total average power is PT= J P(f) df
—CD

P(f) A statistical estimate of P(f).

S(f) The normalized power spectrum.

Temperature

T, (f) The antenna temperature expressed in degrees Kelvin.A

T The system noise temperature.S

T (§) The brightness distribution of th e radio source.B



IV

Coherence functions

r Mutual coherence function defined on page 13

Y Lateral coherence function defined on page 13

Time and frequency

At The sampling interval of the time function s(t).

A f The frequency resolution of a spectral measurement.

f Local oscillator frequency
0

T Time delay.

T Instrumental time delay at station number two.
1

T Geometrical time delay (positive if there is an excess delay
g

at station number two).

AT = T + T.
g g 1

f{ Fringe frequency

A OJ Local oscillator frequency offset; positive if the LO-frequency

is higher at station no. 2 and the upper sidebands are used.

Q Angular velocity of the earth.

B Bandwidth of a rectangular filter.

b(f) Bandwidth of lowpass filter.

B^j Equivalent noise bandwidth.

T. Integration time

A T Time delay offset



Correlation function

Cross-correlation function of v (t) and v (t).1 A

A statistical estimate of R ( T)
V1,V2

Normalized correlation function

Weighting function.

Interferometer geometry and source position

Hour angles of radio source and interferometer baseline.

Declination of radio source and interferometer baseline.

Azimuth and elevation, respectively.

Baseline length.

Angle of in cidence measured from the plane normal to the inter-

ferometer baseline.

= sin 0

Spatial spectral components in east-west and north-south

direction, equal to the projected baseline components in the

direction of the source (measured in wavelengths).

Geodetic latitude

Geocentric latitude

Fringe rate vector.



F(S, f)

H(f)

VI

Miscellaneous

Antenna radiation pattern.

Complex transfer function of th e receiver.
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CHAPTER I

INTRODUCTION

Interferometers have played a more prominent part in radio astronomy than in opti-

cal astronomy due to the poor resolving power of single radio telescopes. The largest

radio reflectors give a resolution of 2 to 3 arcminutes (close to that of t he unaided

human eye), and the most powerful conventional radio interferometer has a reso-

lution of about 0. 2 arcseconds, compared to the theoretical resolving power of

about 0. 03 arcseconds for the 200 - inch Palomar telescope. With this in mind the

recent very long baseline interferometer (VLBI) observations between the Onsala

Space Observatory and various radio observatories in the United States, which gave

an angular resolution of ab out 0. 001 arcseconds at the highest frequency used, were

a great step forward. Using the VLBI techniques the resolution power is in fact un-

limited.

Interferometry at radio wavelengths began in 1946, twenty-six years after the

optical, stellar interferometer was used by Michelson, when Mc C ready, Pawsey,

and Payne-Scott [1947] started observing with the cliff interferometer at Sidney.

The same year Ryle and Vonberg [ 1947] used a two-element interferometer to study

the radiation from the sun. Both these interferometers worked at a wavelength

near 1.5 m and had a resolution of ab out ten arcminutes. Twenty years later the in-

terferometer techniques had been improved so that a group at the Jodrell Bank Ob-
5

servatory [Adgie et al (1965)] could make observations with a baseline 6 • 10

wavelengths [ ?» 130 km] long, giving a resolution of a bout 0. 2 arcseconds.

A number of extragalactic sources remained unresolved with the Jodrell Bank inter-

ferometer. The time variations of a few compact sources pointed towards a diameter

as small as 0. 001 arcseconds. Such a high resolution could not be realized by the

use of c ables or microwave links connecting the antennas. A very long baseline in-

terferometer had to be built without real time connection between the stations, but

still with the ability of syncronizing the receivers. Such a system was realized by

means of high speed magnetic tape recorders, high-stable oscillators (atomic fre-

quency standards), and a general purpose computer.

Two different groups, one associated with the National Radio Astronomy Observa-

tory and Cornell University in the United States, and the other with the National

Research Council of Canada,began developing such systems based on highly stable



atomic frequency standards. Both systems were brought into operation in the spring

of 1967 [ Broten et al (1967), Bare et al (1967)] , and successful observations of

both quasars and hydroxyl OH-line emission sources over transcontinental distan-

ces were made.

A year later radio astronomers at Lincoln Laboratory-MIT, National Radio

Astronomy Observatory, University of C alifornia,and the Onsala Space Observa-

tory were able to operate a four antennas VLBI system to study the OH spectral

line source W3. The maximum antenna separation was 7719 km giving a resolu-

tion of 0. 0015 seconds at the observing wavelength of 18 cm. [ Moran et al (1968)] .

At the same time a number of c ompact extragalactic radio sources were studied

using the Onsala Space Observatory to National Radio Astronomy Observatory

(Green Bank) baseline [Kellermann et al (1968)] .

Along with the measurements, a complete data reduction system for very long

baseline interferometry was developed at the Onsala Observatory. Such a system

consists of a set of c omputer programs to organize an observation period, to

lead the observations, and to analyze the recorded signals to get the interferometer

fringe visibility.

The following report gives the basic theoretical background for interferometric

observations at radio wavelengths, and describes the receiver system for very

long baseline interferometry and the computer programs which process the recorded

data to get the fringe amplitude and fringe phase versus frequency. In chapter II

we derive the formulae giving the baseline parameters, the geometrical time delay

and fringe rate for given station coordinates and radio source coordinates. The

positions of s ome of t he VLBI stations are tabulated and parameters for nine

important interferometer baselines are listed.

Chapter III g ives a brief review of t he theory of t he two-element radio interfero-

meter. A VLBI observation normally gives the fringe amplitude at one or a few

spacings. All one can do with it alone is to calculate a diameter (or limit) based

on a model, typically a circularly symmetric source with a uniform or Gaussian,

brightness distribution. Table 3. 1 in chapter HI gives examples of simple bright-

ness distributions and their visibility functions.



The receiver system at each station consists of a superheterodyne receiver with

its local oscillator signal controlled by an atomic frequency standard. In chapter

IV the relation between the cross-correlation function and t he cross-power

spectrum for such a system is given. The obtained formulae are then used in the

computer program which processes the recorded data.

In chapter V the sensitivity formulae for an interferometric observation are

derived and in chapter VI we discuss the one-bit correlation method of c ross-

spectral analysis, which is the method used in the data reduction.

As mentioned above only one or a few points on the visibility versus projected

baseline curve are obtained from a VLBI observation. However, if the radiation

from different nearby objects can be separated in one way or another, it is possible

to draw a map showing the position of th e different objects by means of t he fringe

rate offset and/or the geometrical time delay offset. Chapter VII describes the

method.

In the last two chapters we describe the receiver and recorder used at the

Onsala Space Observatory and the data program developed for the IBM 360/65 com-

puter to compute fringe amplitude, fringe phase, accurate time delay and fringe

rate from a VLBI observation.
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CHAPTER II

GEOMETRY OF THE INTERFEROMETER

Consider two antennas a distance D apart receiving radiation from a point source

making an angle 0 with the plane normal to the baseline (figure 2.1). The radiation

reaching antenna no. 2 travels an extra distance of -Dsin 9 relative to radiation

reaching antenna no. 1.

On the celestial sphere

in figure 2. 2 P is the

north pole, S is the source

being observed,and B is

the point representing the

baseline direction 0= tt/2.

Let Hs ' 6s andhb Ô, be

the hour angles and declina-

tions of t he source and base-

line as seen from station no. 1.

Then

station no 2 no1

Figure 2. 1. The two element interferometer.

rrcos ( -|- 8 ) = cos ( y - ) cos ( j - 6g ) +

+ si n ( f - 6 b ) s i n ( § - 6 S ) c o s ( h h - H g ) (2.1)

which simplifies to give the geometrical time delay Tg

DT = ~
g

sm fl = - — [ sin 6. sin 6 + cos 6, cos (IL - H )] (2. 2)c b s b b s

where c is the velocity of li ght, T is negative if there is an excess delay at stationg
no. 1. Notice that expression (2. 2) is derived on the assumption that station no. 2

does not move while the wave propagates from point A to antenna no. 2. A first

order correction to equation (2. 2) will be given below.

From equation (2. 2) we see that t varies with time due to the rotation of t he earthg
or the motion of t he source on the celestial sphere. Let us assume that the radiation

is monochromatic. Then, if the two signals, which are received at station no. 1
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Figure 2. 2 The geometry of the interferometer.

and no. 2, are multiplied there will be a sinusoidally varying beat signal due to the

different Doppler frequency shift. One pe riod of the beat signal is called an inter-

ferometer fringe.

The total fringe phase is uut , where ou is the angular frequency of the signals.

(u = tju —- is called the angular fringe frequency. From equation (2. 2) we
f bt

obtain

f, = ~ Q cos 6. cos 6 sin (H - h, ) (2. 3)b s so

where X is the wavelength and

2 IT -5ß = ogioAfl = 7- 292116 • 10 radians per second86164. 09

is the angular velocity of the earth. 86164. 09 is the number of UT seconds per

sidereal day.
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The expressions (2. 2) and (2. 3), giving the geometrical time delay and fringe rate,

do not take into account the effect of the diurnal rotation of the earth,while the

wave propagates the extra distance c • t to station number 2. Let t . denote
ë ë»*

the corrected value of T . I t i s e a s y t o s e e t h a t T , can be obtained by changingg g.l
the true longitude of station no. 2 by Q T radians, fl is the angular velocity of

?» i
the earth. This gives a new virtual baseline, which is also a function of the posi-

tion of the source.

If p" is the radius vector to station no. 2 then the first order approximation of
CA

T is obtained by using instead the radius vector
B»1

P*2,1 "?2 + £!Tg cos^ 2 Sx52 (2'4)

where 0 ' is the geocentric latitude of station no. 2 and fi is the unit spin vector
<U

of the earth. The geometrical time delay is then

T g , l Ö T g ( 1 + e ) ~ T g ( 1 " f C 0 S * 2 ' " 2 C 0 S 6 s S i n H s , 2 > ( 2 ' 5 )

where H „ is the local hour angle of the source as seen from station no. 2.s , 2

From equation (2. 5) the corrected fringe rate f is given by
M -*•

Ö T

f f ,1 = f ' ~ ~ ö t - - f • - f * • • g - a t
{ = f . Iii = f + f . e + T . f . (2.6)

where

f f = - V C 0 S « l 2 p 2 C M H s , 2 C 0 8 6 s ( 2 ' 7 )

The correction in fringe rate can be several millihertz and must be taken into

account if the fringe rate data are used to measure the position of a radio source.

As both observatories move with different velocities due to the earth rotation

there will also be a small correction in fringe rate due to the relativistic effect.

This effect has not been taken into account in the equation above — the time scales
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are measured in different moving systems. If the velocities of the stations are v^

and v the fringe rate correction will be of the order
Là

2

Assuming the extreme situation with one station at the equator and one at the north

or south pole the relativistic effect contributes with about 10 millihertz to the fringe

rate at a frequency of 10 GHz.

The interferometer baseline parameters D, h^and 5^ used in equation (2.1), (2. 2 ) f

and (2. 3) are defined in figure 2. 3. They can be calculated from the coordinates

of the stations and an adopted equatorial radius and flattening factor of the earth

using simple trigonometric formulae.

The altitudes of the stations are normally assumed to be constant. This is an

approximation,of course, as one has to count not with the physical antenna posi-

tion but with the phase centre of the antenna. The geometrical position of the phase

centre varies with the local hour angle and the declination of the observed source.

This effect must be taken into account when a VLBI observation deals with accurate

measurement of source position and baseline parameters.

In order to determine the positions of the observing stations one has, a priori, to

determine a fixed coordinate system in the earth. Normally one adopts a system

with its z-axis through the mean pole of 1900-1905 and the x-z plane given by the

adopted longitudes of the observing stations of the Bureau International de 1 Heure,

BIH. The VLBI station coordinates can then be obtained by conventional methods

with an uncertainty of about 100 m and by laser satellite tracking technique with

an uncertainty of between 5 and 10 m. One also has to adopt a rotational model of

the earth. The pole position of the earth is obtained from formulae for astronomical

precession and nutation and data provided by Bureau International de l'Heure and

Internation Polar Motion Service. The angular rotation about this axis is obtained

from tables of UT1 provide^ by BIH.
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Z

stotion no

Figure 2. 3 The baseline parameters of a two-element interferometer.

Four different very long baselines with Onsala Space Observatory as one of the

stations have so far (Jan. 1971) been used, viz.

Onsala Space Observatory - Haystack Microwave Facility, Lincoln Lab. MIT

Onsala Space Observatory - Green Bank, National Radio Astronomy Obs. , W. Va.

Onsala Space Observatory - Owens Valley Radio Obs , Caltech.

Onsala Space Observatory - Hat Creek Observatory Univ. of California

Table 2. 1 lists the positions of these observatories as given by the Astronomical

Ephemeris, 1970. Also included are two observatories in Europe which will co-

operate with the Onsala Space Observatory in a near future. The geocentric lati-

tude and radius vector are obtained by assuming an equatorial earth radius of

6378160 m and a flattening factor f = 1/298. 25. These values are the ones adopted

by IAU in 1964. More accurate values are available, the 1969 Smithsonian Standard

Earth (II) f or example, but are not necessary as long as the VLBI measurements

are used for studying the angular size and structure of radio sources.
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Using the IAU ear th the reduction from geodetic latitudes 0 to geocentric latitude

0 ' is given by

0 ' = 0 - 11' 32. "7430 sin 2 0 + 1". 1633 sin 4 0 - 0. "0026 sin 6 0

(2 .8 )

and the radius vector p of the station (in meters) is

p = 6378160 (0. 998327073 + 0. 00167 6438 cos 2 0- 0. 000003519 cos 40 +

+ 0. 00000000 8 cos 6 0 ) + the altitude of t he station (2. 9)

Table 2. 1 includes seven (N) stations which can give an interferometer system with

twenty-one [ ] baselines. The parameters of ni ne of them are listed in

table 2. 2. 
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CHAPTER m

COHERENCE FUNCTION AND FRING E VISIBILITY

The radiation in point P and P (figure 3.1) from a point source S has complete1 u

coherence since P and P are at the same distance from the source. However,1 A
when the source is an incoherent, extended source we have to deal with the simul-

taneous effect of many

point sources. The

fields are no longer

completely coherent

as the distance from

the different point sources

are no longer the same.

It is evident that the degree

of c oherence between the radiation

in point P and P is a function1 Z
of t he extension of the radiating

source. We will in this chapter

give the relations between the mutual coherence function as defined by Born and

Wolf [1959] , the observed complex fringe visibility of a two-element interferometer,

and the brightness distribution of t he source.

Normally all radio sources are incoherent radiators. The theoretical treatment

will, however, also include the case of partially coherent extended sources. The

maser mechanism, generally accepted as the explanation of t he strong galactic

hydroxyl line and water vapor line emission sources, can give rise to such coherent

radiation. In that case it is clear that the measured visibility versus projected base-

line does not give information about the angular size of the object.

Interferometer theory assuming partially coherent, extended sources has been studied

earlier by several authors [Drane and Parrent, 1962] , [Mac Phie, 1964] ,

[Swenson and Mathur, 1968] .

Figure 3.1.
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The incident radiation is a function of t he direction of a rrival and of t ime. In

the one dimensional case the electric field of t his radiation can be represented

by s (§, t) = Re [v(S, t)} , where Re denotes "the real part of ' , 5 = sin 9 and

t is the time variable. The complex part of v (§, t) is obtained by changing the

phase of each spectral component of s ( §>t) by I T/ 2.

Following the notation of Born and Wolf [1959] , we define the mutuaI_coherence

function

T

r ( S , S , T) = lim f v (§x , t) v (f2 , t-T) dt (3.1)
-*> CO *

-T

which is the cross-correlation of t he signals received from the directions §1 and

§2 at different timeS-When = §2 T = 0 r,? g > T) = T ( Ç ) is proportional

to the average power from the source in the Ç - direction , i. e. the brightness

distribution of the source is measured.

T

T ß ( 0 ) ~ l i m i J I v (§x t ) I2 dt = r (§) (3.2)
T~*C° -T

The normalized mutual coherence function

r i y S 2 , t )

Cr (Ej.O) r( s 2 ,0)]1/2

is called the complex degree of c oherence.

Let us now define the lateral coherence function

T
K ( u , u , T) = lim f V (u ,t) V*(u„,t-T ) dt

T-*» J
-T

where
CD

V (u,t) = J v(ç,t)e"i2ff5udç

(3. 3)

(3.4)

(3. 5)
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is the spatialFourier transform of v(§ , t) . We thus get the complex Iburier

transform pair

00 COr , ~i2 n( Si V 52 u2 )
V(u l f u 2 , T) = J j T(§1 , §2 , T ) e d ^ d §2 (3. 6)

— 00 00

«5 CO

r<Sl • S2 • T ) = f J *(V U2 ' T '
dUj du2 (3. 7)

If t he source is assumed to be completely incoherent, i. e. r ( , ?2 , T ) - 0 if

? ^ §„ for all values of t one obtains
1 ^

n s. t) J y(u, T ) e ^ U ^ du (3> 8)

V (u , T ) = J r ( s , T) e -]2 ™ ? d s (3. 9)

where u =* u - u ,1 c*

which for t= 0 gives

T

Y (u) = lim J V(u ,t) V * (ux - u, t) dt = J |v(§) I2 e "j2 ffU 5 d §
T-» « - T - 00

(3.10)

where ~ denotes the time average. y(u) is the quantity measurable by

interferometry. Notice that the equation (3.10) is valid only for completely incoherent

sources.

Up to this point we have not taken into account the influence of the antennas and

receivers of the interferometer system. Let us assume that the two antennas have

radiation patterns F (§ , f) and F ( S , f) and that the complex transfer functions
1

of the receivers are H^f) and H2(f). The output voltages are then
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CO

v v - J v 5 i • " V - F i ( 5 i - ? i > f > d V
(3. 11)

and
oo

E 2 < 5 2 ' f ) = J V 2 ( V' 0 H 2 ( f ) ' F 2 < S 2 " 5 2 • f > d 5 2 ( 3 " 1 2 )

where
00

, f ) = J v ( 5 , t > e " i 2 " f t d t ( 3 . 1 3 )V(5

When the output voltages are cross-correlated we obtain

i

IKSj , 52 . T ) = lim J t)e* <S2,t-i)dt =
T -» ® „-T

= j Ei ( ^ , f) E2* (E2,f). ei2"fT df (3.14)
—CO

using the convolution theorem. From equation ( 3 .1)5( 3 .11),and ( 3 .12)

CO OO 00

R ( 5 1 - V T ) * / [ ! nq. q .n - <i2-s 2 . t ) -
— CO —00 —00

• H j W - H * ( f ) e i 2 ï ï f T d 5 ; d I g d f ( 3 . 1 5 )

Let us now assume that the source is completely incoherent, i. e.

r ( § 1 , S g , f ) = o i f § 2
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With both antennas pointing in the direction §,we obtain

» +4-f
o 2

( T , 5 ) = J j r < S ' , f o > FJ <5-S\ f0> F 2* <S - S\ f0)

£ -èl
o 2

Hj(f) • h2* (I) • e j2"1T d 5 • df (3. 16)

In equation (3.16) we assume that r (§', f), F^ (S - § ', f) and F^ ( § - 5', f)

do not vary significantly over the passband from f - ~ to fQ + — .

If we now aj ust the instrumental delay t to compensate for the geometrical

delav t = - D § /c in the direction § and instead refer the § direction tog o o
the § direction so thato
S ' - § « î cos 8 § «1o o

Figure 3.2. Showing the relation between S ', § and * .

R

w

< r 0 0 8 e o > * / r < ! F i < s - f o » p 2 « - v

Af/2

• / Hi<f+yH2<f+,o>
- A f / 2

Dcos 9
- 32TT §

Dcos 8
-j2rr §

df] e d §

(3.17)
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In very long baseline interferometry the width of t he interferometer fringes can

be 100000 times smaller than the individual antenna beams (with antennas of

o r d i n a r y s i z e s ) . N o r m a l l y o n e c a n t h e r e f o r e p u t | F ^ ( § , f Q ) j — | F g ) I —

in the § - range of i nterest. However, there can be cases where this assumption

is not correct. For example, in accurate measurements of t he angular separation

of dif ferent point sources.
*

With F (Ç. f ) • F ( e, f ) = 1 where r( §, f ) /Oand with the bandwidth pattern
2. o 2 o o

^cos Q t
a f /2 * -j27 T§ —- i
f H (f+f ) H (f+f ) e df=l over the §- range of i nterest

-it/2 1 ° 2 °

we obtain

-j2 IT § u A p 18j
/

-Xi TT t, U , „
r ( § , f0 ) e d §

D cos 6
where u = — is the projected baseline measured in wavelengths. The

^ o
crosscorrelation function is thus the Fourier transform of the brightness distribution

D cos 9
F ( § , f ) = [V ( Ç) | 2 wi th the spa t i a l f r equency u = . Compare equa -

° o
tion (3. 10).

The amplitude of th e normalized crosscorrelation function

f * -j2rr § u , _! i ( § ) e J d §
' B (3.19)

p ( u ) = —
J T < § ) d S

is called the fringe visibility or fringe amplitude and the phase is accordingly called

the fringe phase.

The visibility can be understood in the following way:

It is possible to compensate for the geometrical delay only for a precalculated direc-

tion by inserting an instrumental delay. The radiation from all other directions

will be phase-shifted and will interfere with the wave from the direction . The

fringe visibility will go down more or less depending on the total phase delay. The

case with an incoherent source is particularly simple to treat as the different elements

of th e source can be seen as individual point sources.
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For simplicity only the one-dimensional case has been considered above.

The generalization to the two-dimensional case is straight forward. Using polar

coordinates one obtains

2 TT ®

R(w, $)= J J Tß(r,cp ) e j2îrw r c0S((;p - rdrd cp (3.20)
o o

2TT œf r _ _x — i2 7 T wr cos (Cp - <É> ) , , ,Tß (r, cp ) = J J R (w, <£) e w dwd q> (3.21)
o o

u = w cos $

v = w sin <ï>

x = r cos cp

y = r sin çp

which in the circularly symmetric case gives the Hankel transform pairs

CO

R (w) = 2 TT J Tß (r) Jq (2 ir w r) r dr (3. 22)
o

T (r) = 2 TT J R (w) J (2 77W r) w dw (3. 23)B * oo

In principle the true brightness distribution T (r, cp ) of a source may be obtained from

the observed complex visibility function using equation (3. 21) or (3. 23). In practice

the result depends upon the available spacing interval, the maximum baseline length-

and the signal-to-noise ratio. The highest spatial frequency component determines

the resolution and the necessary spacing interval is given by ( the full source extent)

The radio link controlled interferometers with baseline lengths up to several

hundred miles, and the VLB interferometers using independent local oscillators

give very high resolution but little information about the fine structure of t he

observed sources. They are therefore not competing with the full aperature synthesis

antennas but necessary complements,as the maximum baseline lengths of t he later

system must be limited at least for economical reasons. The limited number of



19.

available baselines and the difficulty of having control over the absolute phase of

VLB interferometers mean that a simplified technique of restoring the brightness

distribution has to be used. On the longest baselines the requirement of common

visibility at reasonable elevation (>10° ) requires that the observations are near

the interferometer meridian and only a few points on the visibility versus projec-

ted baseline curve are obtained. This means that one has to assume the simplest

and most feasible source distribution and adapt its parameters to the observed visi-

bility. Such distributions and the corresponding fringe visibilities are shown in table

3 . 1 .
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CHAPTER IV

MEASUREMENT OF THE COMPLEX CROSS SPECTRAL FUNCTION

The signals s.(t) and s _(t) , whose cross power spectrum we wish to measure, are
1 2 _ — ?

stationary and ergodic, which means that statistical averages such as s^^ , s^ ,
9 _s* , s . and s • s exist and are independent of time. The statistical averages

2 2 1 2
are equal to the infinite time averages. The cross power spectrum of the signals

can be defined as the Fourier transform of the complex cross-correlation function

oo
, -}2TT f T= J P (T) ES(f) = J p (T) e ' d T (4.1)

where

1

P(T) = lim ~ J v (t) v* (t-T) dt (4.2)
T -> CO JT -T

and v (t) and v (t) are the complex signals the real parts of which are s (t) and
12

sp-
T

Consequently lim ~ f s (t) s~(t+T ) d t = — R e { P ( T )}
T _JT

In practice the signal s^t) and s2^~rg> » where Tg is the geometrical delay in the

direction of the source t = - D 5 / c , are converted to video before crosscorre-
K o

lation. After mixing with local oscillator signals cos [ (tu^+Au)) t +cp ^ J and

cos ( w t + cp ) the video signals [ see figure 4.1] are
O «

s^t) cos [ ( uoo + Auu) t + Cp 1 ] (4. 3)

and

s2 (t- rg) cos (u>o t + cp 2 ) (4. 4)



22.

Insertion of a time delay T at station number 2 gives the cross-correlation function

1 /> -j[ ( + A ii/) t + tp ] #

P( t ) = W J v l ( t ) e v 2 ( t - ^ - T . - r ) .

-T

j[tt) (t-T - T ) +!p ]
. e dt (4.5)

(f > 0 >

5 Tg
Using the upper sideband and assuming that - à u u ) T 1 p ( T) can be

written

r j(uu T - A out - q p + q p 9 ) j 2 tr f ( T +T + 1)
P(T)= j e 0 g 12 S(Mo)e g df +

O

v

• i -j(<U T - à (Ut - 9 + «p ) 32 fff ( T + T + T )
e g S(f-f ) e ë d f (4.6)

— CO

where S(f) is defined by equation (4.1).

From equation (4. 6) the cross-correlation function becomes

00

P(T ) = 2 cos (ou T — üwt - cp + œj S(f+f ) cos 2 rti (T +T. + T ) df -v \ o g 1 T2 ^ o g i

CO

- 2 sin (tu T - auut - çp + <¥> ) S(f+f ) sin 2 rrf( T + T. + -r) df (4. 7)o g 1 2 v o g l x '

which is a real function as s^ (t) and s2(t) are real functions of time.
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- e

delay unit

mixer 1 mixer 2

correlator

Figure 4.1. The crosscorrelator interferometer.

From equation (4. 7) we see that the fringe rotation rate is

Ô T

' i ' V i f -t w / 2 v (4.8)

if T. is ajusted to be equal to -T . It is consequently possible to offset the local
i ë

oscillator at one of the stations to take out the linear portion of th e fringe rotation.

Assuming a white noise signal and a rectangular bandpass filter of w idth B the

cross-correlation function becomes

p (T ) = 2 cos(wo T - A out - cp1 + çp2)
sin [2 77 B (TG + T. + T )]

2 n B(T + T. + T)g i

c o s [ 2 t r B( T + T + T ) ] - 1

+ 2 sin ft» T - 4 „ T - * + < p 2 ) 2 B 6 ( T H . H )
& g !
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sin it B(T^ + T. + -T)
= 2 C O S [ l B o T g - i l u t - < P 1 + t ( ' 2 + 1 7 B ( T g + T. + -0 ] i B | TL+ T ,

(4.9)

where the factor 2 is due to the definition of the complex cross-correlation function.

See equation (4. 2). It is clear that in the single sideband case the fringe amplitude

cannot be estimated merely by taking the peak value of the cross correlation func-

tion. If p (T ) in equation (4. 6) is multiplied by exp j[A'Q T . (t) + Aw t)] , where

T . (t) = — T (t) is the computed time delay using the best known interferometer para-

meters and source position, and integrated over a time period the complex cross-

correlation function Pc ( t ) becomes

T
A j(w T + A ( u t )

P c ( T ) = T ~ P ( T ) e d t =

o

f 1 2 ir «+£„ ) ts T -jff-fl,) f
= | S ( f + f ) e 6 e e d f ,

o
<x>

= I S c ( f + f o ) e j 2 7 r f T d f ( 4 . 1 0 )
o

where 2 rr (f+fQ) At is the fringe phase offset due to source position offset and

errors in the baseline parameters. If T is independent of frequency and A T =0
S S

the fringe phase is constant over the frequency band. A small error in time delay

A T = T + T . ^ 0 w i l l m a k e t h e f r i n g e p h a s e v a r y l i k e 2 ni A T . This effect hasg g i g
to be taken into account when correlating digitized signals as the time delay T .has

to be truncated to an integer number of sample periods. The residual time delay

offset after integration will, of course, be a small number, but it has to be evaluated

to correct the obtained fringe phase versus frequency. The truncation of the time

delay will also have an unfavourable effect on the measured cross power spectrum.
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There will be a decrease in amplitude according to

sin (rrf At )/rr f At , 0< f < l/2At

as the time error will be uniformly spread over * A t/2.

The maximum change in fringe rate is equal to

D 2— ß cos 6, cos 6 Hz/sec\ b s

and occurs when H "h^ = n n. Assuming a wavelength of 18 cm and the Onsala to

Owens Valley baseline the maximum change is equal to 0. 2 Hz/second for a

source circumpolar at Onsala. The integration time before the phase detection

described above is therefore restricted to a number much less than 1/0. 2 seconds, if

Au) is constant during the observation. This is true if the fringe rate compensation

is perfect. Normally the uncertainty in actual fringe rate and the frequency increment

in the local oscillator chains used can result in a fringe rate offset of several Hz.

If lo w-pass filters with frequency transfer functions H^f) and H2(f) are used the

measured cross-power spectrum is

Hx (f) H * (f) Sc (f+fQ)

and S (f+f ) can easily be obtained if H^(f) * (f) is known. Normally

H (f) " H * (f) is determined by measuring the complex cross-power spectrum of
1 2

a strong unresolved continuum source.



CHAPTER V

THE SENSITIVITY OF AN INTERFEROMETER SYSTEM

The radiating point source is assumed to give input signals \/t^1 s^t) and

V^tTI s 0 (t), where T and T. are the equivalent antenna temperaturesA2 2 Al A2
of th e two interferometer systems. If th e system noise temperatures are Tgl

and Tg^ there will also be input noise voltages VTg^ n^(t) and n2
In spectral line work T^ and T^2 are functions of th e frequency. We assume,

however, that T. and T. ^ are constant over the actual filter bandwidth, n (t)
' Al A2 *

anri n,j(t) are ergodic„-independent>Gaussian noise signals, while s^{t) andset)

are correlated,Gaussian signals, s^t) , s^t) and n^(t) , T^(t) are norma^zec*

with [Sl(t)3 2 , [s2(t)]2 , [n^t)]2 and [n2(t)] 2 equal to 1. Furthermore

we assume that s (t) and n (t) have the power spectrum (f) = |H^ (f) | ,
2 2 2 2

where H^ (f) i s the transfer frequency characteristic of t he hf-fliter.

2

Let us before we study the interferometer system determine the well-known

sensitivity formulae of th e total power receiver and the correlator receiver.

The total power receiver_

The power spectrum after the square law detector in a total power receiver is

CO »

Ki +Tsi}212 • J Bx (fi> Bi (,rn d,i+11 Bi (ti> ' "i12 6 ,f) * (5'11
-00 - 00

which after integration with a low pass filter b(f) becomes

» 00 œ

K i + T s i } 2 H 2 J B i < f i > B i ( f r f ) ^ I + 1 J B i < f i ) Ä f i 1 2 6 ( 0 1"
_ QO «00 —00

(5.2)
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If the bandwidth of the rf-filter is much larger than the bandwidth of the low

pass filter the mean value of the output is

OO

(tai + Tsii 1 W dfi (5'3)

and the root mean square deviation is

00 ^

hi+TsJ • 12 [ 'bA> 12 dsi J bm«11/2 <5-4>
J —CO

Inserting the equivalent noise bandwidth

CO 00

B n =[ / [ B j W d f ] 2 / / [ B j « 2 d f ( 5 . 5 )
O o

and the integration time T

OO

T. = b (0)/2 • / b(f) df (5. 6)
o

we obtain the wellknown sensitivity formula of t he total power receiver

at = Tai + Tsi <5-7>
A1

where the minimum observed change in antenna temperature A T^ is defined

to be equal to the mean square fluctuation of the observed temperature T^+

The correlation receiver

The sensitivity of the correlator receiver can be determined in the same way.

The signals into the correlator are

=!<'>+ v»
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and

^ ' î ^ I / Ï V ' 1 ( 5 - 9 )

Here s (t) and s (t) are correlated and will give a mean value1 &

CO

^TA1 TA2 f(Ô) J H^f) H* (f)df (5.10)

The rms value is

00 00

{<2 TA1 TA2 + TA2 TS1 + TA1 TS2 + TS1 TS2>i B1 « V> d'' J b<f>^
(5.11)

as n (t) and n (t) are uncorrelated and the low-pass filter is much narrower than
1

the hf-filter.

With
CO

[ / B12(f)df]
-00

J B122 <f> df

BN = (5.12)

* 2where Bl0(f) = H,(f) H_ (f) = |H, (f) | if the two receivers are identical, the
1^ 1 * 1

sensitivity formula is

1/2[ 2 T A 1

V2 BN Ti

TA1 • ûTA2 - : A1 A2 A2/^ _A1 82 S1 82 — (5.13)

where T. is defined by equation (5. 6).
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Ii T, T «T-. T„ we see that the sensitivity of th e total power receiver isAl öl Ou
'(2 times better than that of th e correlator receiver assuming the same antenna

aperture. Notice that the signal in this case is spitted into two channels with half

the power in each. However, there is no need of r eceiver zero line subtraction

when the correlator receiver is used.

The crosscorrelator interferometer

In the correlator receiver the input signal is splitted into the two channels, which

means that s (t) = s (t) . However in the interferometer case there is an unknown
1 2 *

phase shift - the fringe phase - between s (t) and s (t). By ph aseshifting one of1 &

the signals either 0 or 90 two ortogonal components Re R and Im R are obtained

(R i s the complex correlation function, i. e. the visibility function). The fringe

amplitude is |R [ — i/t^T^ ( as we assumed the radio source to be unresolved)

and the fringe phase cp is given by

Im Rtg <p =
Re R

The noise fluctuation n^ and n^ of t he ortogonal components have Gaussian distri-

butions 2nx
2

p (n ) = L_ e (5.14)
x

a

where a =

1/2
!(TA1 + TS1)(TA2 + TS2> + TA1TA2]

V^Vi

according to eq. (5.13)

Using a vector representation for the complex visibility function

IR = j R J cos 9 x + (R I sincpy

the total noise vector m = n x + n y (see figure 5.1) is made up of t wo vectors,x yJ

one in the direction of th e signal vector IR with approximately Gaussian distribution

(zero mean value and rms fluctuation /T T / ) and the other Rayleigh

distributed with a completely random phase. The root mean square of th e
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\fèT

Im R kX
rms

Re R o

Fig. 5.1 Cross-correlation vector and noise vectors. IR is the estimated cross
correlation vector.

amplitude of this vector is

1 /2
t T„, T_ + T. T_ + T. T ], ,2 1 SI S2 Al S2 A2 SIjn I = (5.15)

V B T .N i

For the large signal - to - noise case the rms deviation of the fringe phase

is thus

1/2

^ TS1 TS2 + TA1 TS2 + TA2 TS1 ^ r . 2~nl 1/2A CD = • I sm 9 1
rms ,CTT? i fZ ^—1

"Vi * /TA1 A2

TS1 TS2 + TA1 TS2 + TA2 TS1 ^

H ^T .TA1 Ta2

1/2

(5.16)



31.

The rms error in the fringe amplitude A |R j is obtained directly from eq. (5.15)
rms

[<TA1+ T S1 ) ( TA2 + TS2>11 / 2

* 1 * 1 ™ = ( 5 - 1 7 )

V N L i

For the weak signal case ( TA TA2 « Tgl Tg2 ) the rms fluctuation goes

up by a factor V2 due to the unknown fringe phase. If the one-bit correlation method

is used to obtain the fringe amplitude and fringe phase,another factor is added to

expressions (5.16) and (5.17) due to theclipping losses. This factor is a function

of the filter characteristics and the sampling rate. Compare equation (6.17).
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CHAPTER VI

THE ONE-BIT CORRELATION METHOD OF CROSS-SPECTRAL ANALYSIS

The total signals into the correlator is the sum of the antenna signals, VT^. s ^ ( t)
2 2

plus system noise ^tT n (t) . We assume that s , (t) as well as n (t) are
SI 1 -*• f

2 2 2 2
2 2 2 2

normalized with |s ^ (t ) | , js 2 (t) | , |n^(t)| and |n2(t) | equal to 1 and

with zero mean values.

The normalized auto-correlation function of the total signal is

T T
P < T ) = T ^ T S P s < T > + V ^ S P ° ( T > < 6 ' l >

as s (t) and n(t) are uncorrected.

The power spectrum of e ach signal is therefore the sum of the signal spectrum plus

the receiver noise spectrum. In order to determine the desired signal spectrum

T (uu) an on-off source measurement must be done to give
A

<VTS> SON <"> - TS SOFF < (6,.2)
T. (uu) = c , >

A OFF

In interferometry the correlation method of spectral analysis implies measurement

of t he cross-correlation function of t he total signals from the two receivers

(6.3)

PA2s 2 ^ + VTS2 n2 ^



As n n , s n , s n , s n and s 11 are equal to zero the cross-correla^
1 Li X X ù U X U \

tion fraction of the total signals is

R(T) = "'Al TA2

V(TA1+TS1)<TA2+TS2)
P X 2 ( T ) (6. 4) 

where P12 (i) = ^ gT
X "^00

V1 (t) V2 (t"T ) dt '

and the normalized cross-power spectrum is

S(f)

00

/
. - j2 T T f T ,P1 2 (T ) e dr

•pA1 ^TS1)(TA2

'/^l TA2

CO

J R(T) e-]2"fT d (6. 5)

It is evident that the spectral function S(f) cannot be measured exactly. The measured

quantity is dependent on the time interval of the random signal which is used. It i s

a sample function of a random process and its statistical average approximates

S(f). The root mean square fluctuations are dependent of the necessarily limited

integration time [ see equation (5.17)] . Furthermore the integration interval in

equation (6. 5) from minus infinity to plus infinity must be made finite, which

means that we get a spectral function with limited frequency resolution &f.

In practice the correlation function must be sampled, i. e. it can be measured

only for T = ± n A T , where n is an integer between 0 and N-l, and A US? A t is the

sampling period of the signals. From the Nyquist sampling theorem it follows

that At should be equal to 1/2 B, where B is the bandwidth of the video signals.
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Let us therefore define the cross power spectrum and cross-correlation function

S ' (f) = A T 2 R' (n A T ) w(nA T ) e ~j2 V & A T (6. 6)n=-°°

! K
R ' ( n A T )=-rr L s 1 (kAt ) s 9 (kAt + n AT ) (6 .7 )

K k=i 1 2

where the integration time T\ = K - At and At = A T . The function w(nAT) in

equation (6. 6) is samples of a weighting function, w (T) . The weighting function

must be even and have W(T) = 0 for T^N AT . It is included in the definition as

a convenient method of handling the truncation of the cross-correlation function.

W(T ) determines the frequency resolution. The true power spectrum S(f) obtained

from a correlation function defined in an infinite number of points from T = - OO to

T =« will be convoluted by the Fourier transform of w(*F), [ <= W(f)] , the smoothing

function

00

S' (f ) = | S(x) W (x- f ) dx (6 . 8 )

The choice of w(nA T ) is usually a compromise between obtaining individual

equivalent filter bandpass with narrow main lobe and high spurious lobes or broadened

main lobe and low spurious lobes.

The equivalent noise bandwidth is given by the relation

[ J W(f) df] 2 2
B = — = ïi f i i = - (6 .9 )

N °° 00 00 2
J W 2 (f)df J W2(T) DT J w (T) d T

—CO —00 ""OO

The problem of choosing the optimum weighting function is well known in antenna

theory and optics. It is beyond the scope of this report to discuss it. In radio

astronomy the uniform weighting function

w(nA T ) = 1 J n I < N
, i (6 .10)

w(nA ir ) = 0 J n I 2? N
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or the cosine weighting function (Hanning weighting function)

w(nAT ) = 0. 5 + 0. 5 cos jn j < N
(6.11)

w (n A T )= 0 |n I^ N

are commonly used [Weinreb, 1963] .

The uniform weighting function [ equation (6.10)] gives a corresponding filter

transfer function, the smoothing function,

sin 2irf
N

Uniform <f> = a
s

(6. 12)

where f = —- is the sampling rate and N is half the number of points in the cross-
s At fs

correlation function. The 3 dB-bandwidth is 0. 604 — and the equivalent noise

bandwidth is B

lobe.
N

f /2N . The highest spurious sidelobe is 0.22 times the main
S

The cosine weighting function [ equation (5. 28)] has an equivalent filter bandpass

equal to

f fs
Wcosine ^ = 2* Wuniform ^ + 4 ^uniform *f+2N^ +Wuniform*f 2N ^

(6.13)

The half power bandwidth is fg/N and the equivalent noise bandwidth is 4 fg/3N.

The highest spurious sidelobe is 0. 025 times the main lobe. The cosine weighting

will give about the same frequency resolution if Ncogine = 1- 65 Nuniform '

signal noise ratio is then 1. 27 times higher with the cosine weighting. On the

other hand, with a limited and constant number of d elay channels N m-fnT.rn =

= N . = N»the spectrum can be unresolved with the cosine weighting. Then
cosine

the uniform weighting will be preferable. Figure 6.1 shows the equivalent filter

curve for uniform and cosine weighting functions.
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Relative amplitude ,dB

-10-

-20

2nNf/f, 0 5 10 2nNf/fs

andFig. 6.1 The equivalent filter curves for uniform (solid lines) and cosinecosine(solid lines)uniformfor
(dashed lines) weighting of the correlation function drawn with
logarithmic and linear amplitude scale.

The one-bit correlation method of s pectral analysis.

The one-bit correlation method to obtain the spectrum of a Gaussian signal has

become a common technique in astrophysical work. It was first used in 1961 by

Goldstein [1961 ] to study radar echoes from Venus, and in 1963 by Weinreb [1963 ]

in searching for new spectral lines. The technique is built upon the well-known

theorem by Van Vleck [1966 ], which says that the true normalized correlation

function of a Gaussian signal can be obtain from the correlation function of the

corresponding infinitely clipped signal, the amplitude of which is defined by ose

bit. It is accordingly possible to obtain the true frequency spectrum from the

correlation function of the digitized signal. An excellent description of the method

has been given by Weinreb [1963 ].

The data processing of "very long baseline" interferometry between the UnitedStates

and Sweden uses the one-bit correlation method to obtain the cross-spectral function.

The method is consequently not new as the Van Vleck theorem easily can be

generalized to the cross-correlation case. However, in VLBI all data reduction

is performed by a general purpose computer, which implies that a very flexible

system is obtained without any hard-ware constructions. It should be mentioned,

however, that a hard-ware correlator is much faster than normal general

purpose computers (for example the IBM 360/65).

Figure 6.2 illustrates the signal recording at one of the stations and the data

processing. The signal s^ (t) and s^(t) are infinitely amplified, clipped, sampled
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Figure 6.2 The signal recording and data processing in very long baseline
interferometry.

(sampling period At ) and recorded digitally on tapes. These digital signals are

then read and one of t he signals x^ (t) and x2 (t) i s delayed T seconds. A product

is formed followed by a finite time integration of le ngth T. seconds. The output

can be written as follows

N
1

R ( n A r ) = — ) x . , ( k A t ) • x ( k A t + n A T ) ( 6 . 1 4 )
1 'x 2 N k=l

where

+ 1 i f s 1 ( t ) > 0

2
2 - H f S l ( t ) < 0

2

A t = sampling period

A T = correlation interval variable

Equation (6.14) is the cross correlation function of the infinite,clipped signals.

Using the theorem by Van Vleck [1966 ], this function is related to the normalized

cross correlation function of the undipped signals s^(t) and s2(t)

Pe . (n A T) = sin [f P (n A T) ] (6.15)
s l > s 2 1 ' 2

This is true only for certain classes of fu nctions of w hich the Gaussian random



process is the one of interest here.

The real cross-correlation function p (n A T ) is a function of time according
s l ' s2

to equation (4.9). After phase detection and integration we can form a complex

correlation function (n A T) [compare equation (4.10) ]. As the signals are

sampled the complex correlation function p (n A T) c an be seen as a continuous

function p ( T) multiplied by a train of delta functions to characterize the sampling
C

process. The complex power spectrum S (f) is then the Fourier transform
C

00 CO

S ( f ) = j l 5 ( T - n A T ) p ( T ) e " , 2 n f T d T =
C -OC N = - CO U

N

-^ p ( n A T ) cos (2 TT f n A T ) -
n = -N C

N '
*• j Y p (n A T) sin (2 TT f n A T) (6.16)

n= -N C

where 2 N is the number of points in the cross-correlation function. The

power spectrum is accordingly periodic with the period equal to the sampling

rate. It is therefore essential that the filters have as sharp sides as possible in

order to get the total spectrum from 0 to 1/2 A T usable.

Clipping losses assuming a rectangular power spectrum_

It is well-known that in the non-clipped case a higher sampling rate than the

Nyqvist sampling rate of 2 B, where B is the signal bandwidth, cannot improve

the spectral estimate. However, in the clipped (one-bit) case a higher sampling

rate does decrease the spectral variance. This is evident as the power spectrum of

the signal — originally with bandwidth equal to B — will be spread out due to

the clipping.

The spectrum after clipping can be written

FT/1% C 2 . —1 R sin 2 jr B T -i — j2 Tt i » /r 17\S(f) = J T sm [ 2 f f B T ] e d , ( 6 . 1 7 )

if a rectangular input spectrum is assumed. S(f) has been tabulated by Van Vleck

and Middleton (1966).
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Assuming a rectangular spectrum sampled at the Nyquist rate and using equation

(5.17) the rms error in the measured fringe amplitude will be

-, 1 /2
„ [<TAi +TSIHTA2 + TS2)]

aR = £ A1 S1 _ *£ (6.18)
J rms 2fàptl * w 1 (f = 2 B)

s

where the factor rr / 2 is due to the clipping losses. This factor has been calculated

by Goldstein [1962] and others.

Generally the factor due to clipping losses can be written [Rodemich (1966) ]

f (BJ- Sa2 (f) df] 1/2 (619)
1 -B 8

where Sg(f) is the spectrum of the clipped and sampled signal. With fg = 2B

equation (6.19) equals it /2 , which is the factor in equation (6.18). With fg = «

we obtain

1[b/ s 2 <f) d f ] 1/2 = \[b/ S2 (f) df ] 1 / 2 « 1.25
2 -ê 8 -B

(6.20)

as
S (f) = S(f) if f = ooS b

Figure 6.2 shows the decrease in clipping losses [equation (6.19)] as a function

of the sampling rate for a rectangular spectrum. From figure 6. 2 we notice that

very little improvement is obtained by increasing the sampling rate above 4B.

Moreover the spectral resolution will go down by th e same factor if the sampling

rate is increased,as the correlator normally gives a limited number of p oints in

the correlation function.
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Clipping factor

1.2-

1.0 1 1 « 1 1—
2B 4B 6B 8B 10B

Sampling rate

Figure 6.2. Showing the decrease in rms fluctuations with increasing sampling
rate. The input signal has a rectangular power spectrum and is spectrum analysed
by means of the one-bit correlation techniques. The solid curve is computed
from equation (6.19) and the dashed curve is from Burns and Yao [1969].
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CHAPTER Vn

THE ANGULAR RESOLUTIO N OF LONG BASELINE INTERF EROMETERS

The angular resolution of a two element interferometer is normally defined from

the interferometer fringe pattern

F(0) = cos [277 7- (§ - § )] = cos [2 n t- (sin 9- sin 9 )] (7.1)
A O A. O

The fringe pattern is zero along small circles on the celestial sphere where the

path difference of th e signal is an odd number of ha lf-wavelengths,i. e. where

(sin 9 - sin 9 ) D = n • ^ n = 1, 3, 5, .,. (7. 2)O c*

Referring the §-direction to the - direction we can write

§- § = sin 9' - sin 9 « A 6 cos 0 (7- 3)o o o

if % - ? «1.o

The fringe spacing is accordingly X /Dcos 9q radians and the minimum fringe

spacing is X/D radian. This is also the first zero of th e visibility versus angular

size of a source with a onedimensional uniform brightness distribution.

The relations between sin 9q and the hour angle and declination of t he baseline and

the source are given by e quation (2. 2)

sin 9 = sin Ô, sin 6 + cos 6. cos 6 cos (h, - H ) (7. 4)o b s b s o s

A source with position a + Aa ,6 + A h will give a fringe phase (referreds s s s
to the direction § )



„ _ . r D 2ttD , ö(sin 9)
Î ~ "T"1 -"än-

S

ö (sin 9 ) . ,A a + ——-t A 6s ö Ôs
] =

- - 2 î r [ u x + v y ] (7. 5)

where from equation (7.4)

u = — [cos ô, sin (H - h, )] (7. 6)\ L b s D

v = •— [ s in 6, cos Ô - cos ô, sin ô cos (h -H )] (7. 7)\ b s b s b s

x = cos ô A a (7. 8)
s s

y = A ô (7. 9)
J s

u and v are the soatial frequency components of the system or the components

of the projected baseline on the celestial sphere in the direction of t he source.

Compare equation (3. IS).

The projected baseline vector ux + vy describes an ellipse as the earth rotates.

The center of the ellipse is at (C, sin 6^ cos àJ, and the ellipticity is equal

to l/sin ô . Figure 7 .1 shows the projected baseline ellipse for the OH-sources

W49 0 6S - 81950. 0 = 9° 02°> W3 (RA1950. O^23™16' 8"'
6, ri„n . = 61°. 648) anc" the Onsala Space Observatory to Haystack Microwave

lÖöO. 0
Facility baseline.

As the fringe visibility only defines the brightness distribution if it is known over

the whole spatial frequency plane, it is clear that one observation needs an

assumption of the source shape to give the source width . By expanding the one-

dimensional fringe visibility y (u) in a Taylor series about the origin

2
r(u) - *(o) + ( |i) u + ( ^-~-)0 u2 + ....

ÖU

= / — f f d T [ / T B ( § ) d § + U / § T B < 5 ) d ? + u2 / 5 2 T B ( S > d § + - - ' ]

* B

(7.10)
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Fig. 7.1 The projected baseline ellipses for the OH radio sources W 3 and W 49

and the Onsala to Haystack baseline, u and v are in cycles/arc.sec.
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we notice that only the first two series coefficients can be determined from one

measurement of a radio source.

In the case of two fixed antennas the interferometer response y (u , v) can be

determined along the ellipse given by equations (7. 6) and (7. 7) on the assumption

that the source is circumpolar at both stations. Bracewell s "principal solution"

[ Bracewell (195$] of the brightness distribution Tß (x , y) is obtained by putting

Y (U> v) = 0 for all values of u and v except where we know y (u, v), i. e.

rB (x, y) =
Tß(x,y )

j 2 tr (x u + y v) d u d v =

j2 17 (a x sin $t- by-cy cos $
Y($) E ______

2 ITJ Y ( $ ) W ($) d $
o

as y (u, v) = y (-u, -v)

Here we have introduced

and

Da = — cos 5
A.

b = —- sin ô, sin ô
\ O S

c = —- cos Ô, sin ô\ b s

With elliptical coordinates (r.cp), where

ax = r cos cp

c y = r sin cp



r T , < r , * ) = 2 R e j > * b y / v ( » e i2 "r^»» w( ») d » ] (7.
a V. ° 2 tt J

J y ($> w($) d $

With y ($) *w($) = 1 we obtain

T _ (r) = 2 cos (2 jr by) J ( 2 ff r)13 O

r (r) has a width of 1. 52/2 ff in the east-west direction.B

The most common models used to fit a visibility curve with only a few known

points are the one-dimensional uniform source, the uniform disk model or the

two-dimensional Gaussian source. If th e spatial frequency component u^g

or w , has a visibility equal to 0. 5, the widths of th e different sources are3uB

1 . 9 2 . 2 , 2 l n 2 .and respectively.
ffU 3d B ffW3dB *W3dB

These values can easily be obtained from table 3.1.
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Time delay and fringe rate mapping.

It is often convenient in very long baseline interferometry to define the resolution

from the measurement of the time delay offset AT and fringe rate offset Af{ bet-
O

ween two radio sources.

Let us define the delay resolution function as the magnitude of the complex cross-

correlation function

j2 77"f (T + AT )
I. P ( T ) I = | ' J S(f+fo) e dfJo

where AT = — cos 0 A 0g c o

Assuming a rectangular frequency spectrum

S(M0) = 1/B 0 < f <B

0 f > B

the delay resolution function becomes

| p ( T >
sin [ n B ( T + A T£

rrB ( T + AT )
o

(7. 13)

according to equation (4. 9) with AT - T+ T . If the two sources can be
o o

separated in the frequency plane,i. e. if they are spectral line sources emitting at

different not overlapping frequencies, or separated by the single antenna beam

the delay resolution function can be used to define the resolution on the sky.
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Then the resolution in the direction of the projected baseline on the sky (the

maximum resolution) is equal to

A e = C — =r— (7. 14)
t t B • D cos 9

i. e. inversely proportional to the relative bandwidth B/f^ and the projected base-

line measured in wavelengths.

A 0 = C i (7.15)
T ~T t %B i/ 2 2Y f u + v

where u and v are given by equations (7.6) and (7.7). CT is a constant, the value

of which is a function of the S/N ratio.

The projected baseline direction is given by the vector

w = ux +vy=~ I cos 6^ sin (H^-h^) x + [ sin 6^ cos 6 -

- cos 6^ sin 6g cos (h^-Hg)] y j (7.16)

Perpendicular to this direction we get no information about the angular separation.

In most cases it is , however, possible to use the fringe frequency for this measure-

ment. The fringe frequency f^ is given by equation (2. 3). Two sources separated

AH and AÔ in hour angle and declination give rise to a fringe frequency offsetS s
A f equal to

Af t = - Q cos 6 [ sin 6 sin (H - Il ) A 6 -1 K U S S D SO
(7.17)

-cos 6 cos (H - Il ) AH ]S Su S



A fringe frequency offset will cause a time variation in the complex cross-corre^

lation function

jA ojf t
p(t) = pQ e (7.18)

according to equation (4. 6)

If we integrate over T. seconds the fringe visibility will decrease by a factor
Tisin (A u > • j-)

(7.19)
, T>Av T

The resolution in fringe frequency is then given by

A f - C . . i C - 2 0 )
i

The maximum angular resolution is obtained in a direction perpendicular to the

constant fringe frequency lines on the sky, i. e. in the direction of the vector

if = ~ ( cos 6b cos(H^—h^) x + cos sin 6g sin (Hg-h^) y ] (7. 21)

We see from e q . (7.16)that

ll D A\w (H +6 ) = tf (H ) + y sin 6 k cos y
S S À D S

which means that for an east-west baseline the time delay mapping and fringe

rate mapping give the angular separation in two ortogonal directions. If w e

define

f = ~ cos ô cos (H -h.) (7.22)
x X b s b

f = -2 cos 6, sin 6 sin (H - h ) (7.23)
v X b S S D



49.

the angular resolution on the sky becomes

A0 = C 1 (7.24)
f Q T ^ f 2 +f 2

i x y

It is interesting to compare the two methods. They give the same accuracy if

f i T . = B / f o ( 7 . 2 5 )

The Mark I VLBI terminal allows a total integration time of a bout 180 seconds

(the limitation is due both to the tape recorder and the phase stability of t he

rubidium standard) and a recordable bandwidth of maximum 360 kHz, which

means that the fringe rate mapping is a factor of ab out ten better than the time

delay mapping at 6 cm wavelength. In spectral line interferometry of OH-sources

the line width is as small as a few kHz, which in this case means that the time

delay mapping is unusable (Rönnäng, Rydbeck and Moran, 1970).

The technical improvement of t he VLBI systems, which is now under way,

will make the two methods more comparable as long as the two sources radiate

over a frequency band broader than 2 MHz. The fringe rate resolution can be

improved by improving the phase stability of t he LO-systems. By us ing a hydro-

gen maser frequency standard the integration time T can be as long as about 1 hour

at a wavelength of 6 cm. This gives a maximum angular resolution

A 9 =C "~TT ^ Cf 7) "3.8 radians (7.26)
min Q T.—

1 A

However, a larger effective bandwidth can be synthesized by recording short time

sequences with different local oscillator frequencies. The Onsala traveling

wave maser receiver system at 6 cm wavelength is tunable over a frequency range

of ab out 650 MHz (Kollberg, 1970). If a bandwidth of le t us say a few hundred MHz

can be synthesized,the time delay and fringe rate mapping will again be comparable.
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Synthesizing of large bandwidth to get high time delay resolution.

The optimum method to synthesize a large frequency band is equivalent to

the problem of spacing the antennas in an interferometer system to get the

best antenna pattern. The number of f requency windows and the spacing between

them determines the delay resolution function. The acceptable sidelobe level

is due to the signal to noise ratio as it must be possible to separate the sidelobes

from the narrow main lobe.

The cross-correlation function is given by equation (4.10)

p < T) = l s ( f + f ) e 3 2 T T ( f + f o ) A g - j ( C p l " < ! P 2 ) e j 2 T T f T d f ( 4 . 1 0 )
c o °

from which we see that the fringe phase will vary linearly with frequency over

the actual frequency band, if the time delay offset A T differs from zero. If o ne
S

measures the fringe phase versus frequency the time delay offset can be deter-

mined. With a rectangular frequency band of w idth B the rms error of the

measured fringe phase is given by equa -n (5.16)

<7-27)

V2 S/Nrms

where

S = V T ^ ( 7 . 2 8 )
ö Al A2

and

TT T + T T +T TTT I- SI S2 Al S2 A2 SI J /7 9Q%N =— ;
2 4B T .

If the fringe phase is determined at two independent points on the frequency band
g

the equivalent noise bandwidth is B^ = -j- and the time delay offset can be

determined to within

2 ÛCP ™ j. 2 /2at -+ rms = t r (7.30)
A T 1 ~ " ~ Ï Ï B V S / N

where uu = 2 rr B±5
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The delay resolution function is then

|p0 <T>i= I
sin ( UUBAT/2) (7.31)

U)_
B

with the first zeros at At^ - l/B. Let us now add another frequency window covering

the frequency band from uu + to (JUQ + u»2 + and try to determine the

maximum value of U J The maximum value is given by ( say)
« >

UJ„ A T, = 1 <TT2 1
(7.32)

in order to eliminate the 2 rr ambi guity in the measured fringe phase in

frequency window number 2.

The accuracy of the measured time delay offset is then

1 . 2^2
«y S/N wB (S/Ny

with

uu (S/N)
13

2/2

wo W0+W3
y/-

wo4wn Frequency

Fig. 7.2 Frequency windows to synthesize a large frequency band.



52.

In the same way the local oscillator frequency of the next window (compare

figure 7.2) will be at uu + UJ whereo o

= «k (S/N)^/ 2*i~2 < 7 ' 3 3 )

and generally for the n:th window

- -3/2 . Tv n-1 (7.34)U) = UJ 2 (S/N) * 'n u

and

r— TT
2V2 . -r 1 • + 1 T SI S2 1

A T — _ - ^ <w-rj *- m fp TIT (7.35)
n UL (S/N) 2TT B S/N E Al A2 i

3 k
m

where B„ -—2-
E 2rt

The delay resolution function is then

VT+-i <7-36>

It ought to be pointed out that the above derivation of the optimum spacing

of the frequency windows is approximative and not mathematically stringent.

Rogers (1970) proposes that the frequency windows should be spaced in a

sequence that is like a geometric progression and that contains as many

different spacings as possible.

Figure 7.3 shows the delay resolution function for five windows spaced at

0,1, 2^2 , 8 and 16V 2 times the video bandwidth B.



Figure 7.3 The delay resolution function obtained by frequency switching
t h e l o c a l o s c i l l a t o r be t w e e n f , f + B , f + 2 V 2 B , f Q + 8 B , a n d f Q + 1 6 y 2 B
to get an e quivalent total banclwicßh of ° 16^2 B.
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CHAPTER VIII

THE VLBI RECEIVER SYSTEM

The very long baseline interferometry experiments between Onsala Space Observatory

and observatories in the United States have so far been carried out at the

wavelengths 18 cm, 6 cm,and 5 cm. The Onsala Observatory is equipped with

traveling wave masers covering these wavelengths. The masers have a net
o *gain of typically 30 dB and gave a system noise tempera,ture of a bout 40 K at the

longest wavelength arid about 55 °K at the two shorter wavelengths [ Hvdbeck et al (196É

The masers are tunable over about 15 % of t heir center frequencies.

The polarized feed consists of a horn with a quarter wave section, which produces
either right or left circular polarization. The observed polarization can be changed

manually within a few seconds.

The upper or lower sidebands of the amplified signal are converted to 30 MHz I F

and then to the video range in a single sideband video converter (compare fig. 8.1)

FRONT END HOUSINGCONTROL BUILDING
3 dB

T.st signal 1065MHz

Hp5065 À
Rubidium

clock

-30 dB
100 kHz 3 dB 1065.1MHx

MASER
S dB

10 dB
R I S

* XUC
Synth,

Multiplier 8 dB1835 MHz

Oscillo-
scope

Fr«,,
controlVert.

30 MHz IF

5 MHz

andTo total
spcctral lin« rocohrtr

Figure 8.1 The VLBI receiver system at the Onsala Space Observatory.

*) This noise temperature is now (1971) lowered to about 27 K.
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Care must be taken that the same sideband is recorded at both observatories

during a run. If a spectral line is recorded the spectrum is displayed at the same

time by means of a multichannel receiver. The signal is then split at the 30 MHz

level, and the system is frequency switched by means of a second local oscillator

at 24+ B/2 MHz, t depending on the used sideband. The total power is also moni-

tored by means of a n analog recorder. In order to test the phase stability of t he

receiver and to measure the relative phase of th e LO signals at different frequenciès

a reference signal of frequency f ± 30 t B/2 MHz c an be injected in the receiver

horn. The front end also contains a noise tube for calibration purposes.

30 MHz

Total power receiverVLBI receiver

R&S XUA
25MHz

R&S XUA
24 +B/2

Spectrum
display

Multichannel
receiver

Figure 8.2 The Onsala multichannel receiver used to monitor the recorded
spectral line during a VLBI r un.
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Local oscillator chain

As mentioned earlier the success of a VLBI experiment depends on the ability to

maintain phase coherence between the local oscillator at each site. The root mean

square of the relative phase fluctuation must be much less than TT .

The local oscillator system at Onsala is shown in figure 8.3. The phase stable

reference signal is derived from a Hp 5065 A rubi dium standard, the frequency of

which was ajusted to the UTC tim e scale before each experiment.

To mixer

810 Mhz

27.4775 Mhz

Doubler

Rubidium freq
standard
Hp 5065 A

Fig. 8.3 The local oscillator chain. The numbers are to get the frequency 1665 MHz

at the center of the recorded video band.

The 1 MHz si gnal from the standard is used as input reference to a Hp 5100 B

frequency synthesizer. The output signal from this unit, in the frequency range

0 -49.9999999 MHz is then synthesized by a Rodhe & Schwartz XUC, which

gives an output signal

W + <V 5100 B - 20> MH°

where f.T „ must be in the frequency range from 20 MHz to 30 MHz andHp 5100 B
can varied from 470 MHz to 1000 MHz.

The output signal from the XUC i s then multiplied by commersial multipliers up to
/

the actual local oscillator frequency f . This system was tested before the experiment

by comparing it's phase stability with another system of comparable quality.

The local oscillator frequency can be changed Very rapidly to precalculated frequencie

by means of a remote control unit to the Hp 5100 B synthesizer. The LO sig nal phase



will not change if o ne steps in frequency as long as the 10 kHz to 0.01 Hz decades

are not changed. The phase <p at a given local oscillator frequency must be

reproducable for example when a large bandwidth is synthesized by switohing the

LO frequency (compare chapter VU).

The LO frequency can be referred to either of the two time scale: Universal time

C or Atomic time. The UTC time scale, which approximate UT2, gives a slightly

longer time interval — second — than the atomic time. The frequency offset

1 Hz - 1 Hz is fixed each year by the Bureau International de l'Heur. The
UTC Al / i »,

offset is now - 300 x 10~ Hz. Normally all radio observatories have their

frequency standards referred to UTC. However, if the reference frequency at one

of t he stations is adjusted to the atomic time scale this can easily be taken into

account by offsetting one of the LO frequencies. At 1665 MHz th is offset is about

50 Hz.

Timing

Before a VLBI experiment the rubidium clock at Onsala is set to UTC by comparison

with the cesium standards at "Sektionen för mätteknik och normaler, FOA 3"

in Stockholm.After the eight hours' transport back to the observatory the time is

continously compared with the pulses from the Loran-C station at Sylt, which is

one of t he slave stations in the Norwegian chain. To get UTC time from the

received Loran-C pulses four different quantities have to be known: 1) the time

offset between the pulses from the master station in the chain and UTC, 2) the

emission delay of the transmitted pulses from the slave station (compared to the

master), 3) the propagation delay between the slave station and the receiver, which

can be calculated to within a few p. sec over distances less than 1000 miles (the

propagation delay from Sylt to Onsala is 1219.2 |isec), and 4) the instrumental

delay of the receiver.

The timing accuracy of the Loran-C system has been discussed by Pakos [1969 ]

and Shapiro and Fisher [1970 J.



The recording system

The recording system at Onsala consists of on AMPEX TM-10 seven track tape

transport, which records at 800 bpi. With the fixed speed of 150 inches/second the

sampling rate is 720 kbits/second. This tape transport and the interface have been

borrowed from the National Radio Astronomy Observatory, where a similar system

is used. The data on the tape is blocked in data blocks of 0.2 second duration with .

(720 x 0.2 - 3.6) kbits in each. The last 0.005 seconds form the intergap between

each block. As the sampling rate is fixed a series of computer programs have been

written which discard the redundant bits if narrower video filters are used and block

the remaining bits on nine track tapes.

As the sampler and interface to the recorder are controlled by the rubidium

frequency standard the time information is obtained by counting data blocks

and bits from the beginning of the recording. A s tart puis every ten UTC-second

starts the tape transport if the switch "READY TO GO" is on. A preset time for

this switch to be turned on can be dialed in on thumb- wheel switches on the station

sidereal clock. The data recording starts 0.3 seconds after the start time and

lasts about 3 minutes.
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CHAPTER IX

THE OBSERVATIONAL PROGRAMS

The Onsala Space Observatory joined the VLBI group in 1968 without any practical

experience in interferometric observations. Therefore, a large variety of computer

programs had to be written before the observatory could be the head station in a

joint VLBI experiment. General computer programs among others for very accurate

precession, nutation and aberration of a stronomical coordinates and to determine

the sidereal time versus UTC and special programs necessary to organize an

interferometer observation have been written. [Landgren and Rönnäng (1971) ].

One of the programs, called BASE, computes the baseline parameters listed in

table 2.2.from the geodetic coordinates of t he stations and the adopted ellipsoid

model for the shape of the earth. Another program — PREVLB —— draws the

projected baseline ellipses shown in figure 7.1 and lists the important observational

parameters versus GMT for a given baseline and a selected radio source. Table

9.1 gives an example of such a line printer list, which besides processed source

coordinates to point the antenna gives the local sidereal time and local hour angle of

the source at station number 1, the local oscillator settings at both station (based

on given local oscillator chains), the elevation of the source at both stations, the

projected base lines in east-west and south-north direction ( u = SX and v= SY in

cycles/arc.sec.), the geometrical delay and the fringe rate-. The mathematical

formulae used to compute the geometrical delay T , the baseline parameters, the
O

fringe rate and projected baselines are given in chapter H and VÜ.

The local oscillator settings will place the actual velocity component in the center

of the frequency band and make the apparent fringe rate equal to zero. The local

oscillator setting at station no 2, FREQ (2), is obtained from the identity

(FREQ (1) • MULT.FACTOR + MF at station 1) -

- (FREQ (2) • MULT. FACTOR + MF at station 2)=

= FRINGE RATE

An observational session is organized by means of l ists like the one shown in

table 8.1. The same lists are also used during the observations for
local oscillator settings. Notice that the source W 49 with the declination of

9.053 degrees is available only about seven hours per day.
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1970.07.30 THURSOAY

FREQUENCY;
VELOCITY:

1665.401 MHZ
4.000 KM/S

SOURCE: M49 OH
»A: 19.130 HOuRS 19 M 7 K 49.5 S DEC» 9.020 DEGREES EPOCH: 1950.0
RA: 19.147 HOURS 19 H 8 H 50.3 S OEC: 9.053 DEGREES EPOCH: 1970.6

BASELINE: 5599.545 K HONET ERS
AZIMUTH: -68.145 DfG ELEVATION:
H A t 8.126 HOURS 8 H 7 H 34.2 S
IC-PORNULA ONS TO HAY S
MF 30. 30. MHZ
MULT.FACTOR 60. 60.

-26.041 OEC
DEC:-10.837 DEGREES

THE 08SERVE0 FREQUENCY IS THE LINE FREQUENCY
PLUS OR MINUS 3.0 KHZ OÉPÊNING ON TH E LO.
IT IS MINUS IF THE LO IS BELOW THE LINE.

LST(l) LHA(1> VELOCITY FREQm FREQI2) ELEV(l) ELEVt21 DELAY FR PATE

*1 M H M S H M S KM/S MHZ MHZ OEG OEG CYCLES PER SEC ARC M1CR0SEC

c 0 21 16 33 2 7 42 -10.5875 27.25724325 27.25727992 35.88 34.06 -148.12 -28.01 542.0
0 10 21 26 34 2 17 44 -10.5756 27.25724215 27.25727878 34. 98 35.77 -147.98 -29.03 -250.4
c 20 21 36 36 2 27 4<> -10.5639 27.25724107 27.25727760 34.03 37.46 -147.55 -30.05 -1041.2
a io 21 46 37 2 37 47 -10.5526 27.25724002 27.25727637 33. 04 39.11 -146.84 -31.06 -1829.0
û *0 21 56 39 2 47 49 -10.5415 27.25723899 27.25727510 32. 00 40.73 -145.84 -32.07 -2612.2
0 50 22 6 41 2 57 50 -10.5307 27.25723800 27.25727379 30. 93 42.30 -144.57 -33.07 -3389.4
i 0 22 16 42 3 7 52 -10.5203 27.25723703 27.2 5727244 29. 81 43.83 -143.03 -34.06 -4159.1
1 10 22 26 44 3 17 54 -10.5102 27.25723610 27.25727105 28. 67 45.31 -141.20 -35.04 -4919.7
1 20 22 36 46 3 27 55 -10.5005 27.25723520 27.25726964 27.49 46.73 -139.11 -36.01 -566 9.8
i 30 22 46 47 3 J7 57 -10.4912 27.25723433 27.25726819 26. 29 %8.09 -136.75 -36.96 -6408.0
1 40 22 56 49 3 47 59 -10.4822 27.25723350 27.25726671 25.06 49.37 -134.13 -37.89 -7132.9
1 50 23 6 51 3 iô 0 -10.4737 27.25723271 27.25726521 23- 81 50.58 -131.26 -38.80 -7843.1
2 0 23 16 52 4 8 2 -10.4655 27.25723196 27.25726368 22. 54 51.70 -128.13 -39.69 -8537.3
2 10 23 26 54 <• :e 4 -10.4578 27.25723124 27.25726213 21. 25 52.73 -124.75 -40.57 -9214.0
2 20 23 36 56 4 2a 5 - 10.*505 27.25T23057 27.2 5726056 19. 94 53.65 -121.14 -41.41 -9872.0
2 30 23 46 57 4 38 7 -10.4436 27.25722993 27.25725897 18.62 54.47 -117.30 -42.23 -10510.1
2 40 23 56 59 4 *8 9 -10.4372 27.25722934 27.25725737 17.29 55.16 -113.23 -43.03 -11127.0
2 50 0 7 0 4 58 10 -10.4313 27.25722879 27.25725576 15. 95 55.73 -108.95 -43.79 -11721.6
3 0 C 17 2 5 fi 12 -10.*258 27.25722828 27.25725414 14.60 56.16 -104.45 -44.53 -12292.7
i 10 0 27 4 5 16 13 -10.*207 27.25722 781 27.25725251 13. 25 56.45 -99.76 -45.23 -12839.1
3 20 0 37 5 5 28 15 -10.4161 27.25722739 27.25725087 11. 90 56.60 -94.87 -45.90 -13360.0
3 30 0 'c7 7 5 17 -10.4120 27.25 722701 27.25724924 10. 54 56.61 -89.81 -46.54 -13854.2
3 40 0 57 9 5 18 -10.4084 27.25722667 27.25724761 9.18 56.47 -84.57 -47.14 -14320.9
3 50 i 7 10 5 58 20 -10.4052 27.25722638 27.25724598 7. 83 56.18 -79.17 -47«70 -14759.0
4 0 1 17 12 6 ö 22 -10.4026 27.25722613 27.25724435 6. 48 55.76 -73.62 -48.23 -15167.9
<• |0 1 27 14 6 18 23 -10.4004 27.25722592 27.25724274 5.13 55.21 -67.93 -48.71 -15546.7
4 20 1 37 15 6 28 25 -10.3986 27.25722576 27.25724114 3. 79 54.52 -62.10 -49.16 -15894.7
* 30 i 47 17 fc5 6 27 -10.3974 27.25722565 27.25723955 2. 47 53.72 -56.16 -49.57 -16211.1
4 40 1 57 19 6 48 28 -10.3966 27.25722557 27.25723798 1. 15 52.80 -50.11 -49.93 -16495.6

21 0 le 20 0 23 11 9 -10.4136 27.25722715 27.25725349 40.91 1.99 -106.36 -11.78 13161.0

HI

-2200.
-2198,
-2191
-2181,
-2166
-2147.
-2124
-2097.
-2066.
-2031
-1992
-1949
-1903
-1853
-1799
-1742
-1681
- 1 6 1 8
-1551
-1481
-1409
-1333
-1256
-1175
-1093
-1008
-922
-834
-744

-1579

17
, 00
-64
07

.33
45

.45

.39

.32

.29

.37

.64
. 1 8
.07
.42
.32
.89
.24
.49
.78
»22
.97
.17
.96
.50
.95

47
22

.38
88

1970.07.30 THÜR SOAi
SOURCE: !»49 OH

FREQUENCY: 1665.401 MHZ VELOCITY: 4.000 KM/S

GMT LSTIll LHAI1I VELOCITY FREQIll

b M H M S H M S KN/S MHZ

21 IC 18 30 l 23 21 11 -10.4001 27.25722591
21 20 18 40 3 23 31 12 -10.3866 27.25722465
21 30 18 90 4 23 41 14 -10.3729 27.25722339
21 40 19 C 6 23 51 16 -10.3593 27.25722212
21 50 IS 10 8 0 1 17 -10.3456 27.25722085
2 2 0 19 9 0 LI 19 -10.3319 27.25721959
22 iO 19 30 11 0 21 21 -10.3183 27.25721832
22 20 19 40 13 0 31 22 -10.3046 27.25721706
22 3G 19 50 14 0 41 24 -10.2911 27.25721581
22 40 2C 0 16 0 51 26 -10.2776 27.25721456
22 50 2 C 10 18 1 1 27 -10.2643 27.25721333
23 0 2 C 20 19 1 11 29 -10.2510 27.25721210
23 10 20 30 21 1 2 i 31 -10.2380 27.25721089
*3 20 20 40 23 1 31 32 -10.2250 27.25720969
23 30 20 50 24 1 41 34 -10.2123 27.25720851
23 40 21 0 26 1 b 1 35 -10.1998 27.25720735
23 50 21 10 27 2 1 37 -10.1875 27.25720621
2 4 0 21 20 29 2 11 39 -10.1754 27.25720510

FREQI2I

MHZ

27.25725333
27.25725311
27.25725283
27-25725249
27.25725210
27.25725164
27.25725112
27.25725055
2 7.25724992
27.25724923
27.25724843
27.25724768
27.2 5724682
27.25724591
27.25724495
27.25724393
27.25724287
27.25724176

ELEVtD ELE V(2)

OEG

41.25
41-51
41.70
41.80
41.83
41.78
41.66
41.45
41. 17
40.81
40. 38
39.88
39. 31
38.67
37.98
37.22
36.40
35.53

DEG

3.82
5.65
7.49
9.33

11.18
13.03
14.86
16.73
18.58
20.42
22.25
24-08
25.89
27.70
29.49
31.26
33.01
34.74

U V DELAY FR RATE

CYCLES PER SFC ARC MICROSEC HZ

-110.77 -12.53 12579.9 -1645.34
-114.97 -13.30 I 1975.9 -1707.66
-118.94 -14.11 11349.9 -1766.70
-122.69 -14.94 10703.3 -1822.37
-126.20 -15.80 10037.3 -1874.54
-129.47 -16.68 9353.1 -1923.13
-132.49 -17.58 8652.0 -1968.04
-135.26 -18.50 7935.5 -2009.18
-137.78 -19.44 7204.8 -2046.*7
-140.02 -20.40 6461.4 -2079.85
-142.00 -21.37 5706.7 -2109.24
-143.71 -22.35 4942.1 -2134.60
-145.14 -23.35 4169.1 -2155.88
-146.30 -24.35 3389.2 -2173.02
-147.17 -25.36 2603.9 -2186.01
-147.76 -26.38 1814.7 -2194.82
-148.07 -27.40 1023.0 -2199.42
-148.10 -28.41 230.4 -2199.81

Table 8.1 An example of a line printer output used to schedule a VLBI experiment.
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CHAPTER X

VLBI DATA PROCESSING USING THE IBM 360/65 COMPUTER.

The theoretical formulae used to determine the power spectrum of the individual

signals and to obtain the cross power spectrum are given in chapter IV and VI.

In the following chapter X we will briefly describe the computer programs to

get the cross power spectrum (the interferometer fringe amplitude and fringe phase)

and discuss some of the problems due to the fact that one has to work with digitized

data and witji unknown geometrical delay and fringe rate.

The AUTOCORR program

Figure 10.1 shows the principle construction of the AUTOCORR program which

is a spectrum analyser using the one-bit correlation technique. It is used to test

the system and the recorded sigrals. The program is run on the individual tapes

before the time-consuming search for correlation between the two recorded signa;s.

It computes the power spectrum in degrees Kelvin antenna temperature according

to equations (6.2), (6.6) and (6.7) using either cosine weighting [equation (6.11) J
or uniform weighting [equation (6.10) ] of the autocorrelation function. The tota

integration time and the frequency resolution can be chosen via input cards. The

off source spectrum S „ (uu) ca n either be computed from the signals on an input
Ol1 r

tape recorded with the antenna pointing towards a continuum radio source or from h

Read
input
data

Read
tape

Ptot
spectrum

Fourier
transform

Extract
redundant
bits

Compute
weighting
function

Normalize
Do correlation
and accumulate

Figure 10.1 A block diagram showing the construction of the AUTOCORR progrcr-

precalculated zero line spectrum stored on tape or cards. Figure 10.2 gives

an example of the output spectra obtained by means of the AUTOCORR program.
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HUN,.«).)K»/S*PAC»1APE HO(Mil. IMNOMMUM0 SAtCTAUH

Mb Of IhieCAATtO AftCMOSi «00
MAST AiCOKO TO M USfO» t

ONftOAHAllliD SOOAtf SMCTAU*

0.>21«
0.*1T2
0.1)22
••«SM
1.4*7*
1.2*»«
i•12**
i.1*1*
1.MIO
l.*l«T
1.4**0
i.«69*
1.4«**
1.5250
1.5*53
1.5*T*
1.52**
l.*TJ?
l.W»
1.2*1*
1.1*11
1.0155
0.**•7
0.47»*
0.51*2
0.1**1
0.2502
0.i***
0. 10**
0.07*9

3C273.C.C K*VS,f*C.ÎA#€ NÜ 551.2. 2**0 HW S*ÉCTAUH

MO Cf IMEO*AT|t ÂfCOflùS: >00
fIAST »feCCRC ÎO A£ USIOI 1

UKNORNKIHD SOUACC S»tC»Atf«

0.170«
0.47*5
0.7*5«
1.C*«0
l.ilM
l.*0iV
1.*5*5
1.*«17
1.50*0
1.5225
1.52*1
1.5200
1»*«72
I.*65*
l.*229
1.57»*
1.32*3
1.2T13
1.215«
1.1*«2
1 . 0 6 M
0.«*03
O.•iO1
0.6*14
0.526«
0.38̂ 7
0.262*
0.1733
0.1157
0.C**7

NOANALï160 SPtCTAUH. TOTA*. UlOTH 6 M42

EQUIVALANT AWTfNNA TE**f«ATU*É

0.6767
0.6.52
0.*0*0
1.CA53
1.515*
2.0*2*
2.5576
2.«*«5
3.2127
3.5055
*.C*25
5.C**7
6.6*01
«.*02*
»O.66«*
12.*535
li.*262
16.0000
13.5605
12.6*71
10.9105
«.2*37
7.7050
6.*526
5.5326
•».«065
*.5017
*.2500
*.0«*8
3.«932

end c* srecTRu* ner

Figur» 10.2 Showing an »xaapl» of th» power sp*ctrua of an OH »ignal

obtained by mwi of th» AUTOCORR progra«. Total bandwidth 6 kHz.

Spoctrua 1. 2aro lina •M3 OH radiation

Spaatruw 2. Z»ro lin» + 3C273 radiation

SpMtriM 3. N»raliz»d ap»ctru» of th» -43.7 km/t, right oiroular

p»lari**d KS OM radiation.
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The OHVLBI program

The OHVLBI program, which is used to compute the fringe amplitude and fringe

phase, is constructed as a main program to control the processing with subroutines

for the mathematical computation. The main program is listed in appendix 1. It

uses the following subroutines:

Fortran subroutines

BASE, which computes the interferometer baseline parameters from the

latitudes and longitudes of the stations.

FRINGE, \siiich computes the f»t»ge rat» given by equation (2.3).

HOURAN, which computes the hour angle of the source using the 1950.0

coordinates.

DATE, which gives the name of the day at an arbitrary date.

CPXFOU, which performs complex Fourier transform on the complex correlation

function.

PLOT 2 V, which draws the complex cross-power spectrum (the fringe phase and

fringe amplitude) on line printer.

SID, which gives the local sidereal time

NUTABE and
PRECES, which convert the source coordinates given at an arbitrary epoch

to the actual epoch.

HOURS, which is called when converting from hours in decimal form to

hours, minutes and seconds.

CHANGE, which converts between different astronomical coordinate systems.

JULIAN, which computes the Julian day number.
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Assembler subroutines

READT, which reads the input signals. One block at a time.

CONV 3, CONV4 and CONV 60, which extract the redundant bits on the original tape.

Conv 3 keeps every third bit and is used for the 120 kHz total bandwidth.

Conv 4 keeps every fourth bit and conv. 60 every sixtieth bit.

CORREL, which computes

32 x IWORDS
R (J) = T X (I -1 (t) -J) • Y (I)

t L-i. geometrical and instrumental
1 - 1 d e l a y

where X (I) is the bit string from tape number 1and Y (I) i s the bit

string from tape number 2. The bit multiplication is performed by

means of an "exclusivè or" instruction with the arithmetic

1 x 1 = 0 x 0 = 1

0 x 1 = 1 x 0 = 0

i Tup»Raconte »{controlunit

Batslin« d ataSourc« poaltk>nTim*

Tap« EOF and Bit Delay
driv» not 1̂ 3check •xtractlon unit

CrOMUm«tutor Accumu-
*

T»p» EOF and Btt Dwlay
driv* noJ t/OchccH •xtractlon unit

IPTR chanoal*

Phut* dtuclw

43-
sin(FttaM)

R»,

Im,

Aecumu
lïtOf

latar

Figure 10.3 Block diagram of the VLBI data processing.



Figure 10.3 shows a block diagram of the data processing. There are two

important parameters in the data reduction both of which are functions of the position

of the recording stations and the radio source, viz.the geometrical delay and the

fringe rate. The total delay is normally known to within about t ten microseconds

and before the real data reduction a test run has to be made to determine a more

accurate value of the time delay. At the cross correlation of the bit strings the

delay has to be truncated to an integral bit, which will produce an error both in

the measured fringe phase and fringe amplitude versus frequency. The delay error

is roughly uniformly spread between i 1/2 bit, i.e. - t/2 = 1/2 f^. Hence the

spectrum is phase shifted between t 2TT f /2fg according to equation(4.10)and the

fringe amplitude will decrease with a factor

Tfs

f f j2TTfT sin TT f/fs

'« { e dT = -TiT
- 1

2fs f < B =

(10.1)

fs
2

which is a function of the frequency.

The total resulting delay error after integration over several hundreds of block

segments will be much less than 1/2 f^ . However, it has to be taken into account,

as a time error of A T will make the fringe phase vary like 2 rr f • AT over the

frequency spectrum.

The cross correlation function is a function of time. Even if one of the local

oscillators is offset to compensate for the phase change — the fringe rate — there

will be a resulting time variation due to uncertainty in T and in the local oscillator
6

frequencies, and due to the nonlinear terms in T . It is therefore impossiblé to
S

integrate the correlation function over longer time intervals. Normally the

integration time is equal to 0.02 seconds«but it can be chosen longer or chorter

due to the expected fringe rate.

The obtained R (T) fo r each 0.02 second segment is multiplied by sine and cosine
t

of the fringe phase TU T , plus the instrumental phasé A o)t due to the offset of the
o g

local oscillator frequencies, plus the phase of a series of offset fringe frequencies

A to to compensate for errors in the computed time delay and in the local
offset

oscillator frequency offset. An error Aujf in the fringe rate will degrade the

fringe amplitude like
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Ti
sin (Auuj-jj-)

(10. 2)

A u)f g

according to equation (7.18) , which means that the right Auuf can be obtained

by a least square fit of the computed fringe amplitude. Figure 10. 4 shows the

fringe amplitude versus fringe frequency offset. The difference between the

measured curve and the theoretical curve is due mainly to phase noise in fctte »oca •

oscillator signals. This phase noise will degrade the fringe amplitude. The

possibility to compensate for this degradation using the curve shown in figure.

10. 4 has been discussed by Kellerman et al [1968]

Amplitude

Fringe rate offset

Figure 10. 4 The fringe amplitude versus fringe rate offset. The dots are measured
values with an integration time of 150 seconde. The solid line curve is the theoretical
curve without any phase noise.
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W3 -43.7 km/s 1665 MH i
B» 500 Hi

-180-

-360

-0.0011 Hz

I tm «ror

0.0089

20 40 60 80 100 120 140
Tim« (sec)

Figure 10. 5. Showing the fringe phase variation versus time due to a fringe rate
offset. The numbers to the right in the figure are the fringe rate offset obtained
by fit ting a straight line to the measured values. In this case the true fringe rate
is 0. 000 Hz.

The right fringe frequency can also be obtained by p lotting the fringe phase versus

time. The phase will vary like A<uf t . Figure 10. 5 shows an example of th e

measured fringe phase for three different A uu^ . The real fringe rate is obtained

by fitting a straight line to the measured values.

The OHVLB program can be run in two different modes, viz.

1. Computation of the complex cross correlation function over short intervals

(typical length of 0. 02 seconds), which is stored on magnetic tapes for later

processing.
2. crosscorrelation directly followed by synchronous detection and Fourier

transformation. The fringe visibility can be determined and displayed for short

time sequences and then accumulated to give the desired integration time
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Figure 10. 6 shows the output from a OHVLBI run. The input signals are from the

OH s pectral line source W3 recorded with the Onsala to Haystack interferometer

at a wavelength of 18 cm. The recorded signal to noise ratio of the strongest

correlated signal is about - 10 dB. The frequency resolution of the spectra is

400 Hz and the total bandwidth is 6 kHz. The spectrum is shown for two different

A ou ,, . This feature has a visibility of about 0. 5 which gives an angular sizeoffset
of about 0. 005". The result from this measurement and several other interfero-

metric observations of galactic OH sources have been published by Rönnäng et al.

[1970] . The results of VLBI observations of continuum radio sources are summarized

in a paper by Kellerman et al [ 1971] .
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Radio source: W3 OH

Figur. 10.6 Tha aaplitudo and phaao of j eoaplox er.«« pwar spootrtia .f ono eMpWMt in tho

ON «pMtf^l lin. radiation. Two difforon t friaga rat. offaata hava kMi kh4, 0.008 Hz and

0.010 Hz. Th. MxiMM fring. aaplitodo ia obtained at 0.010 Hz. Tha total integration tia.

ia 130 aoeonda and the frequency reaelatiea ia 800 Hz.
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APPENDIX I

The following ten pages give a line printer listing of the main OHVLBI program,

which reads the recorded signals, cross-correlates the data and computes the fringe

amplitude and fringe phase versus frequency and fringe rate. Beside the main

program there are fifteen subroutines which are not listed, viz.

READT, CPXFOU, HOURAN, SID, NUTABE, PRECES, PLOT 2 V, CORREL,

FRINGE, CONV 4, HOURS, DATE, BASE, C HANGE and JULIAN

Some of these subroutines are described in a report by Landgren and Rönnäng [1971 ].

The others are explained in the main program.
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C PROGRAM OHVLB
C RONNANG 6 .6 .69
C THIS PROGRAM TAKfcS DA TA TAPES RECORDED ON TWO TELESCOPES AND
C CRGSSCORRELATES THE DATA BIT STRINGS
C A FOURIER TRANSFORM IS TAKEN ON THfc CORRELATION FUNC TIONS GIVING
C THE FRINGE VISIB IL ITY WHICH IS DISPLAYED AS A FUNCTION OF
C FREQUENCY AND FRINGE RATE

DIMENSION JSWTCH(12) ,TMAX<6) , IBAND(3) ,COSPH<10,21 )» SINPH(10 ,21)
F , IOBSH 1100) , I0BS2{ 1100) , ICORR(181) ,RSIN(180 ,21) ,RCOS<180,21) f
FT REAL(180) ,T IMAG<180) , FAMP(180) ,FASE(180) ,WT< 181) , !SOUR(20) ,
F1SITEU) , I1ARR(4380) , I2ARR(4380) ,C0RR<181)

DOUBLE PRECISION PH,TI ME,PHASE,DELAY,DANG,SLHA,DOPFQ(21) ,
FT IMÊST,FREQ1,FREQ2,FRL01,FRL02,FROT,F0FF2,
FFRATE , IMF1, IMF2,SEC,SECS,PHD,PHI ,PRD,PRH,DEC,
FLATGC(2) ,wL0NG(2) ,ELEV(2 ) ,BL ,BAZ»BEL,BLHA,BDEC,RV(2) ,
FSLHA1,STHR,RAH,RAHP,DECL,DECP,
FSX,SY

C C A R D N O 1 ,
C WHICH IS A PROGRAM CO NTROL CARD

READ (1 ,46) (JSwTCH( I ) , I= l ,9 )
46 FORMAT (911)

C JSWTCH (1 ) SPARE SWITCH
C JSWTCH(2)=1 FRAMP FRINGE AMPLITUDE PLOT SCALF CODE
C JSWTCH(3) CLEARS ARRAYS AND CONTINUES TO INTE GRATE FROM
C PRESENT TAPE POSIT ION
C JSWTCH(4) NUMBER OF INTEG. INTERVALS
C JSWTCH{5) INCLUDE DEBUGGING PRINTOUT FOR JSWITCH(5)
C RECORDS
C JSwTCH(6)= l SPECTRUM WILL BE PLOTTED
C JSWTCH(7) SPARE SWITCH
C JSWTCH{8)=1 IF CORRELATION FUNCTION IS TO BE STORED ON
C TAPE, ELSE EQUAL TO 0
C JSWTCH(9)=1 IF CORRELATION FUNCTION WILL BE STORED AN D NO
C FOURIER TRANSFORMATION

PHI=3 .1415926535897932
PRD=pHI /180 .
PRH=PHI /12 .
DO 12 1=1,181

12 ICORR(I) = 0

C THE COMPLEX CROSS POWER SPECTRUM CAN BE PLOTTED.
C TMAX IS THE FULL SCALE AMPLITUDE TMAX(JSWTCH(2) )

TMAX(1)=1«0
TMAX(2)=0 .5
TMAX(3)=0 .2
TMAX(4)=0 .1
TMAX(5)=0 .05
TMAX(6)=0 .02

C THREE DIFFERENT VIDEO BANDWIDTHS CAN BE HANDLED
C BY CHOOSING DIFFERENT BANDWIDTH CODES IBW.
C BANDWIDTH CODE IBAND( IBW) IBW=1,2 ,3 6 ,90 ,120 KHZ
C OTHER BANOWIdTHS ARE ACCEPTABLE IF IBAND AND
C CAT A ARRAYS I0BS1 AND I0BS2 ARE CHANGED

I8ANÛU) =1
I BAND«2)=15
IBANOt 3 ) =20

10 CONTINUE
C I8PW, NO OF BITS PER WORD=32

IbPW=32
C IRECi , IREC2= ST.1 , ST.2 RECORD COUNT RESPECTIVELY

1REC1=0
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IREC2=0
I ACUM=0

C DSHIFT=FRACT10NAL BIT SHIFT
DSHIFT=0.

C IWRITc=CROSSCORRElATED RECORD SEGMENT COUNT
IWRITE=0

C CLEAR CORRELATION FUNCTION ARRAYS
C I ,J ,DELAY AND DOPPLER INDICES

DO 40 1=1,160
DO 40 J=1,21
RCOS(I ,J )=0.

40 RSINU,J*=0.
C
C INPUT PARAMETcR CARDS
C C A R D N O 2
C ITAPE l , ITAP £2, TAPE NO OF ST. l AND ST.2
C IF iL fc l , IF1LE2, FILE ON INPUT TAPES NO. l AND NO.2
C ICVI» 1CV2, =1, 2 , 3 , . . . FOR SELECTION OF EVERY, EVERY SECOND,
C EVERY THIRD,- . . . BIT ON INPUT TAPES
C IbW, 1-6KHZ , 2=90 KHZ 3=120KHZ
C INTEGt INTEGRATION PERIOD IN RECORDS
C IPTR, NUMBER OF POINTS IN CORRELATION FUNCTION MA X 181
C IPTS, NUMBER OF POINTS IN VISIBILITY SPECTRUM MAX 180
C IWT, WEIGHTING FUNCTION, 1 FOR UNIFORM, 2 FOR COSINE

READ (1,351 ITAPE1»ITAPE2, IFILE1, IFILE2, ICV1, ICV2,
FIBW,INTEG, IPTR, IPTS, IWT

65 FORMAT 111141
C C A R D N 0 3
C OOP, EXPECTED FRINGE FREQUENCY IN HZ
C ÜOPD, FRINGE FREQUENCY SEARCH INTERVAL IN HZ. SHOULD BE SET

PROPORTIONAL TO RECI PROCAL OF INTEGRATION TIME. DOPD SHOULD BE
C LESS THAN (4/ INT EG)
C NÜOP, NUMBER OF FRINGE FREQUENCY SEARCH M AX 21

ÄDELAY, INSTRUMENTAL DELAY ST.2 REL TO ST. l IN MICROSEC
READ (1 ,105} DOP,DOPD,NDOP,ADELAY

105 FORMAT (2(F6.31,12 »F8.2 J
C C A R D N 0 4

HRS, MIN» SECS, TIME AT START OF FIRST RECORD TO BE INTEGRATED
C 11ST, FIRST RECORD TO 8 £ USED FR OM 1 TAPE, CORRESPONDING TO T IME
C I2ST, FIRST RECORD TO BE USED FRO M 2TAPE

Rt AO (1 ,115) IHRS,IMINS,SECS, I1ST,12ST
115 FORMAT<2(12, IX) ,F4.1 , IX,2(13,1X11

C C A R D N O 5
C INPUT DATA TO COMPUTE LO-FREQ UENCI ES
C FRLOl ,FRL02, SYNTHESIZER SETTINGS
C IL0M1» 1L0M2, MULTIPLICATION FACTORS
C IMF1,1MF2, MF-FRtQUENClES
C INTX, EACH RE CORD IS BROKEN IN TO INTX
C RECORD SEGMENTS. MAX 10, IF MORE ONLY ARRAY LENGTH HAS TO
C BE CHANGED

RL AO (1,125) FRLOl,FRL02,IL0M1, IL0M2,1MF1, IMF2. , INTX
125 FORMAT(2F13.8 ,213,2F9.3 ,13)

C C A R D N O 6
C C A R D N O 7
C LATD,LATM,LATS, LATITUDES OF STATION 1 AND 2
C LONGO,LONGM,LONGS, LONGITUDES OF STATION 1 AND 2
C EL, ALTITUDE IN METERS
C INPUT CARDS 8 AND 9 NOT USED
C C A R D N O 8
C C A R D N O 9
C INPUT CARD 10 TO 13 ARE IN SUBROUTINE HOURAN

CALL BASE(LATGC,WLONG,ELEV,ÖL,BAZ,BEL,BLHA,BDEC, ISITE,RV)
C BASE COMPUTES BASELINE COORDINATES BL =BAS EL INE
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LENGTH I N KM, BLHA=HDUR ANGLE STATION 1 TO
STATION 2 , BDEC = DECLINATION

SLHA1, SOURCE LHA (HOURS) AT O HOURS UT AT ST. l ON SA ME DAY
C DEC, SOURCE DEC IN DEGREES
C

C HÛURAN COMPUTES SOURCE LOCAL HOUR ANGLE (HOURS)
AT O HOURS UT AT STATION NO I ON SAME DAY (SLHA1)

CALL HOURANtSLHAi ,STHR,RAH,RAHP,DECL,DECP,NYEAR,MONTH»NDAY, I SOUR,
ENDAY08,VEL,BCO,FREK,WLONG(1) )

CEC=DECP
TIME=IHRS*3600+IMINS*60
TIMEST=TIME+SECS

COMPUTE WEIGHTING FUNCTION
GO TO (160 ,140) , IWT

C. HA NNING WEIGHTING FUNCTION
140 DO 150 I=1» IPTR '

A=PHI* (2 . * ( I -1 ) / IPTR-1 . )
150 WT( I )= .5+ .5*C0S(A)

GO TO 180
C UNIFORM WEIGHTING FUNCTION

loO DO 170 I=1 ,1PTR
170 WT( I )= i .
130 CONTINUE

C FREQUENCY FORMULA FOR ST.NO 1 AND NO.2
FRtQ l=FRL01* IL0Ml +-1MF1
FR£Q2=FRLC2* ILUM2+I MF 2
Fr jF F 2= { FREQ1-FRt Q2 ) *1000000.

" . O P R I N T 3 7 0 , I T A P E 1 , ITAPE2, IF ILE1, IF ILE2
F t iCV l , ICV2 » IBW, INTEG, IPTR, IPTS,
F IWT,COP,DOPD,ND OP

370 FORMAT C 1• , IX ,24HDATA REDUCTION C ONSTANTS, / / / ,2X ,6HITAPE1,16 , / ,2X ,
F6HIT APE 2 »I; > » /,2X, 6HIF ILE1 , 16 , / , 2X,6HIF IL E 2 ,I6, / ,
F / , 2 X ,
- •B IT SÉLECTION ON TAPE1• ,16 , / ,2X , *B I T SELECTION ON TAPE2«I6 , / f
F2X,3HIBW,19 , / , 2X ,5HINTEG,17 , / , 2X ,4HIpTR,18 , / , 2X ,4H!PTS, I 8 , / ,2X ,
F3HIWT,19 , / ,2X ,3HDOP,F12 .4 , / ,2X ,4HDOPD,F12 .4 , / ,2X ,4HNDOP,18)

PRI a 372,ADELAY, IHRS, I M INS,SECS,11ST, I2ST,SLHA1,DEC,FREQ1,FREQ2,
PILÜM1,IL0M2, IMF1,1MF2

J72 FORMAT( / ,2X ,6HADELAY,F9 » 2 , / ,2X, 6HTIMEST, I 6 ,14 ,F7 .2 , / , 2X ,4HIIST, Î 8 ,
F /,2X ,4H12 ST,18, /,«i X ,5HSLHA1, F13 •5 » / ,2X,3HDEC,F15.5 , / ,2X, 5HFREQ 1 ,
FF15 .7 , / ,2X ,5HFR6Q2,F15.7 , / ,2X ,5HILUM1,17, / ,2X ,5HIL0M2,17, /,2X,
F *IMF1 '»F14 .5 /2X, • IMF2 , ,F14 .5 )

EP0CH=1950.0
L» ,

CALL DATE(NYEAR,NCAYOB,MONTH,NDAY,0>
CALL HOURS(RAH, I RAH, IRAM,RAS » IRAS)
CALL HOURS(RAHP, IRAHP, IRAMP,RASP, IRASP)
CALL HOURS(BLHA, I BL HA, IBLHM,BLHS, IBLHS)
CALL HOURS (STHR, ISTHR, ISTHM,STSi

PRINT THE MAIN PART OF THE HEADLINES.
EP0CHi=NYEAR+NDAY0B/365 .
WRI T t (3 ,900) FREK,VEL , ISOUR,RAH, IRAH, IRAM,RAS,DECL,EPOCH,

1 RAHP. IRAHP, IRAMP,RASP,DEC,EP0CH1,
2 BL ,BAZ,BEL,BLHA, IBLHA,1BLHM,BL HS,BDEC

900 FORMAT <•0 ' ,9X , * FREQUENCY,F12 .3 » ' MHZ « /10X,«VELOCITY: «»F10 .3 ,
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1« KM/S*//ÎOX ,2OA4/1OX » 'RA:',F7.3» * HOURS »,13,» H «,12,' M «,F5.1
2,' S DEC:»,F7.3,» DEGREES EPOCH:•,F8.1/lOX,«RA:»,F7.3,» HOU
3RS »,13,« H •,12,' M * » F5.1 »' S DECî * » F7.3,• DEGREES EPOCH
4: ',F7.1///10X,»BASELINE:«,F10.3, » KILOMETERS»/IOX,'AZIMUTH: «,F10
5.3,« DEG ELEVATION:»,FIO.3,• DEG«/lOX,'HAÏ » »F7.3,• HOURS ',13,
6« H •,12» 1 M 'tF5.lt1 S»t5X,»DEC:» ,F7.3,• DEGREES»)
WRITE-« 31901 > I SITE < 1),ISITE« 2),IMFI,IMF2,1L0M1,1 L0M2

901 FORMAK iOX,» LÜ-FORMULA ',A4,' TO ',A4/
1 1OX,» MF »»2F8.3,' MHZ»/
2 IOX,•MULT.FACTOR»,213,/)
WRITE« 3,9011) BCO

9011 FnRMAT(» 0',9X,» THE OBSERVED FREQUENCY IS THE LINE FREQUENCY»/
1 10X,« PLUS OR MINUS »tF6.1,» KHZ DEPENlNG ON THE LO.»/
2 lOXt'IT IS MINUS IF THE LO IS BELOW THE LINE.»//)
WRITE«3,9014) ISITE(1),ISTHR,1STHM,STS

9C14 FORMAT«»0«,9X,«SIDEREAL TIME AT ',A4,' IS:»,14,» H ',14,» M »,F5.1
F,« S»/10X,»AT UT: 00 H 00 M oO.O S»)

C
C INPUT PARAMETERS ENTERED AND SETUP COMPLETED
C
C
C
C
C IT IS POSSIBLE TO CHOOSE THE FIRST RfcCORD
C TO BE PROCESSED BY FORWARDING THE TAPES
C 11ST AND I2ST RECORDS
C REAtDTl ITAPEtI ARR,IN01»IN02) IS AN ASSEMBLER
C SUBROUTINE WHICH READS THE DATA FROM A TAP E.
C ITAPE (1 OR 2) IS NUMBER OF TAPE TO READ TAPE1 OR TAPE2 DD
C IARR IS AN A RRAY TO WHICH DATA IS READ.
C INOI IS NUMBER OF BYTES THAT ARE TO BE READ FROM TAPE
C INÜ2 IS NUMBER OF BYTES THAT ACTUALLY WERE READ.
C IF PERMANENT 1/O-ERROR OCCURS DURING READ IN02 CONTAINS TWO:S
C COMPLEMENT OF READ NUMBER. IN02 = 0 INDICATES END OF FILE.
C THE FOLLOWING ABENDS MAY OCCUR
C U0001 OPEN FAILED FOR TAPE1 (POSSIBLY NO DD-CARD)
C (JÛ002 SAME FOR TAPE2
C U0003 READT WAS CALLED WITH ITAPE NEITHER 1 NOR 2
C U0004 READT WAS CALLED WITH INOI NEGATIVE
C U0005 REÅDT WAS CALLED WITH INOI > 32767
C U0011 READ WAS ATTEMPTED AFTER EOF ON TAPE1
C U0012 READ WAS ATTEMPTED AFTER EOF ON TAPE2
C SRATt, SAMPLING RATE IN BITS PER SECOND

SRATt=I2000.*IBAND(IBW)
C ILENl, ILEN2 RECORD LENGTH ON INPUT TAPES

ILLN1=ICV1*0.19S*SRATE/8-1
ILEN2=ICV2*0.l95*SRAT£/3-l
IST= I1ST-1
IF(IST.EQ.O} GO TO 42Û0
DO 420 1=1,1ST
IkEC1=IRECi+1

420 CALL READT«1 » I1ÄRR,ILENl,I0UT1)
4200 ÏST=I2ST-1

IF«IST.E9.0l GO TO 4300
DO 430 1=1,1 ST
IREC2=IREC2+1

430 CALL READT«2,12ARR,ILEN2,I0UT2)
C
4300 CALL READTt1,I1ARR,ILENl,I0UT1)

IREC1=IRcCl+1
406 CALL READT«2,I2ARR,ILEN2,I0UT2)

IR£C2=IRSC2+1
IF (I0UT1) 4311,4321,4331
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4 7211 PRINT 4310,IREC1
431Ü FORMAT ( XX, • I /O ERROR ON TAPE NO I , ON RECORD NO * ,16)

GO TO 7 90
4321 PRINT 43201I RfcCl
4320 FORMAT {1X » • F iND OF FILE ON TAPE NO.1 ' ,16, ' RECOROS OUT»)

IF C ( IRECI-USTJ.EO.O) GO TO 1232
GO TO 830

C CHECK IF THE RECORD IS SHORTER THAN UENl
4331 IF (ILEN1.EQ.I0UT1) GO TO 4312

PRINT 4011IR6C1» 10UT1
401 FORMAT (1X,23HERR0R ON ST.NO.1,RECORD,16,17H NO OF BYTES 0UT,I6)

GO TO 790
4312 IF (10UT2) 4011,4021,4031
4011 PRINT 4010, IREC2
4010 FORMAT C1X,* I /O ERROR ON TAPE NO 2, ON RECORD NO * ,16)

GO TO 7 90
4C21 PRINT *)-020»IREC2
4020 FORMAT«IX, ' END OF FILE ON TAPE NO.2 », 16, ' RECORDS OUT « J

IF{ ( IREC2-I2ST).EQ.O) GO TO 1232
GO TO 8 30

C CHECK IF THE RECORD IS SHORTER THAN ILEN2
4031 IF (ILEN2.EQ.IOUT2) GO TO 405

PRINT 402, IREC2, I0UT2
402 FORMAT{IX,23HERR0R ON ST.NO.2,RECORD,16,17H NO OF BYTES OUT,16)

GO TO 790
405 GO TO (403,403,403,404) , ICVl
404 CALL C0NV4(I0BS1, I1ARR,ILEN1)

1N1=ILEN1/4
GO TO 407

403 IN1=ILEN1
407 GO TO (408,408,406,409) , ICV2
409 CMLL C0.NV4{ 108 S2, I2ARR,ILEN2 )

IN2- ILEN2/4
GO TO 421

408 IN2=ILEN2
C 1ACUM, ACCUMULATED RECORD COUNT

421 IACUM=I ACUM+ 1
C THE FIRST RECORD TO BE USE D ARE READ AND RED UNDANT BITS EXTRACTED
C
C

440 CONTINUE
C

XNTX=INTX
NWD0U-IN1/4

C IWORDS, WORDS PER RECORD SEGMENT
IWORDS-NWDOU/XNT X
IW0RD1=I WORDS
IW0RD2=IWORDS
IFI IN1- IN2)4401,4402,4401

4401 PRINT 4403
4403 FORMAT(IX, •RECORDLENGTH NO T EQUAL ON BOTH TAPES')

GO TO 830
4402 CONTINUE

C USE SIDERIAL SECONDS IN COMPUTING LOCAL HOUR ANGLE AT ST. l
C 86164.09=UTC SECONDS PER SIDERIAL DAY

TIME=TIMEST+(IREC1-11ST I * .2
SLHA=SLHAl /24.+TI ME/86164.09

C
C DEBUG PRINTO UT IS INCLUDED FOR JSWTCH(5) RECORDS

IF ( IREC1.GT.{ I1ST+JSWTCH(5)-1)) GO TO 480
PRINT 460,TIME

460 FORMAT ( lHl ,16HSTAT ION 1 RECORD,FlO.3,10H SECONOS,/ / / !
PRINT 470, ( IOBSl( I ) ,1=1,NWDOU)
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470 FORMAT (2X,10Z12i
480 CONTINUE

IF ( IREC2.GT.{ I2ST+JSWTCHC5)-1H GO TO 510
490 PRINT 500, IRËC2
500 FORMAT (1Hi ,23HSTAT IÜN 2 RECORD NUMBER, I 8 , / / / )

PRINT 470, ( I0BS2CI> »1=1 *NWOOU)
PRINT 571

571 FORMAT( ' I ' )
510 CONTINUE

C
C COMPUTE GEOMETRICAL DELAY, FRINGE RATE, TOTAL DELAY
C INCLUDING THE INSTRUMENTAL DELAY, ISHIFT= INTEGRAL
C BIT SHIFT CORRESPONDING TO TOTAL DELAY, AND APFRAT=
C THE APPARENT FRINGE RATE (F0FF2 IS THE LO-OFFSET AT
C STING 1 TO SL OW DOWN THE FRINGE RATE»

CALL FRINGE (SLHA*2.*PHI ,DEC*PRD,BL,BLHA+PRH,BDEC*PRD,
FFREQ1,FRATE,DELAY,SX»SY)

C GEOMETRIC PHASE OF SIGNAL AT ST.2 W/R TO S T.1
PHAS E=2.*3 .1415926535*DELAY*FREQ1

C ISHIFT, INTEGRAL BIT SHIFT CORRESPONDING TO TOTAL DELAY
C

ASHIFT=-< DELAY+ADELAY)**SRATE/ lOOOOOO.>
540 ISHIFT=ASHiFT+SIGN(0.5,ASHIFT)

C
APFRAT=FRAT£-F0FF2
IF (ABS(APFRAT)-XNTXJ 570,550,550

550 PRINT 560, APFRAT
160 FORMAT ( IX,29HAPPARENT FRINGE RATE TOO HIGH,F10.2)

GO TO 1241
C EACH R ECORD IS öROKEN INTO INTX SEGMENTS OF .2 / INTX SECONDS
C HENCE APPARENT FRINGE RATES UP TO ABO UT XNTX CAN BE HANDLED.
C
C

570 CONTINUE
IF (JSWTCHl9) .EQ. l ) GO TO 630 )

THE COSINE AND SINE SIGNALS FOP THE PHASE DETECTION OF
C THE CORR.FUNCTION ARE COMPUTED
C THE PHASE FORMULA IS
C 2*PHI*<FREQ1#DELAY -<F0FF2 + OOPFQ(L))*TIMEI>

LR =0
DO 630 L=1,NDOP
LR=LR+l
DOPFO(L)=(L-NDOP/2-1I*DOPD+DOP

C FRC1T, TOTAL CONSTANT OFFSET FREQUENCY
FRQT=-F0FF2+D0PFQ(L i

C PH, TOTAL PHASE, ASSUMING PHASE OF FROT IS ZERO AT TIME-ZERO
PH= PHAS E+2.* 3.1^15926535*FROT*T IME

C DELPH, TOTAL PHASE INCREMENT IN RAD. PER RECORD SEGMENT
DELPH=(FRATE+FR0T)*PHI*2.* IW0RDS*IBPW/SRATE
PH0= PH/ (2 «*PHI )
IHLL=PHD
PHD=PH-IHEL*(2 .*PHI )
PHE=PHD
CX=COS(DELPH)
SX-SIN(DELPH)
C=COS(PHE)
S= SIN{PHE)
DO 580 1=1, INTX
COSPH(I » L)=C
SINPH(1,L)=S
ST=S
S=S*CX+C*SX
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SfeO C=C*CX-ST*SX
C
C

IF ( IREC1.GT. ( I1ST+JSWTCH(5) -1>) GO TO 630
C
C PRINTOUT CF TABLES FOR EACH DOPPLER INCREMENT AND RECORD
C SEGMENT

590 PRINT 586,D0PFQ(L>
586 FORMAT*/ / , • COSPH( I ) I=1 , INTX DOPFQ=«,F7.3»

C
PRINT 600, (COSPH{ I » L )» 1=1, INTXJ

600 FORMAT (1X,10F10.4)
C

PRINT 587,OQPFQ(L>
587 FORMATt »0» SINPHU ) I =1, INTX DOPFQ=' , F7. 3 )

C
PRINT 600, ( (S INPH( I ,L ) t1=1»INTX))

C
PRINT 583

588 FORMAT( ' 0* ,12X,5HDELPH,9X,5HPHASE,14 X,2HPH,17X,4HFR0T,13X,5HD0PFQ,
F10X, 5HFRATi£ , 17X,5HF0FF2 )

C
PRINT 610,DELPH,PHASE,PH,FR0T,D0PFQ(L)»FRATEt F0FF2

610 FORMAT ( IX ,7F l7 .4 , / / / )
620 CONTINUE

IF{LR.EQ.5 I PRINT 635
635 FORMAT(•1»)

IF (LR.E0.5) LR=1

630 CONTINUE
SLH0UR=SLHA*24.
IH0URS=TIME/3600.
IM1N={TIME-1HOURS*3600 . ) /60 .
SEC=<TIME~IH0URS*3Ö00. - IMIN*60. )

C
C
C
C COMPUTE ABSOLUTE DELAY AND DO CR OSSCORRELATI ON
C CORREL IS THE SUBROUTINE WHICH TAKES THE BIT STRINGS FROM EACH
C TAPE AND CROSSCORRELATE THE*. IT MUST BE GIVEN A POSITIVE BIT
C SHIFT HENCE IT IS SOMETIMES NECESSARY TO SHIFT ONE WORD STRING.
C THE CORREL. FUNCTION IS STOREO I N ICORR, ISTART IS THE BIT NUMBER
C IN 1ST! WHICH IS MULTIPLIED WITH THE FIRST BIT OF IST2 . ISTOP-
C ISTART IS THE NUMBER CF DELAYS. LAST ARGUMENT IS THE NUMBER OF
C WORDS COR RELATED.
C CORRL ARITHMETIC IS 1X1=0X0=1, 1X0=0X1=0

C
C MSHIFT, NUMBER OF WORDS THAT ST. l RECORD IS SHIFTED FORWARD

MSHIFT = 0
C ISTART. THE NUMBER OF THE BIT IN A ST. l RECORD WITH RESPECT TO TH E
C L 'TH WURD IN IT WHICH GET S MULTIPLIED WITH THE FIRST BIT OF L•TH
C OR LL 'TH WURD OF THE ST.2 RECORD DEPENDING ON WHETHER OR NOT
C MSHIFT=0

ISTART =1 SHIFT- IPTR/2
IST0P=ISHlFT+IPTR/2

C
C IF ISTART IS NEGATIVE I .E . IF SIGNAL ARRIVES AT ST. l LATER THAN AT

ST.2 THEN ST. ! RECORD IS EFFECTIVELY SHIFTED FORWARD BY MSHIFT
C WORDS

IF USTARTJ 650,660 ,660
650 MSHIFT=- ISTART/ I8PW+1
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ISTAP.T=1START+MSHIFT*1BPW
ISTOP=ISTGP+MSHIFT*IBPW

660 CONTINUE
DO 770 1=1,I NT X

C
C FRACTIONAL BIT SHIFT ACCUMULATED FOR EACH RECORD SEGMENT

DSHIFT=DSHIFT+(ASHIFT-ISHIFT)

C WORD INDEX RELATED TO RECORD SEGMENT INDEX
L=(I-1)*IW0RDS+1
LL=L+MSHIFT
I F({LL-l+ÎW0R0S)*I8PW-(lNl/4)*IBPW) 661»661,7700

7700 IW0RD2=IN2/4-LL
661 IF{(L-l+1 WORDS1*18PW*ISTOP -(INI/4)*1BPW) 680,680,7701
7701 IW0RD1=IN1/4-L-ISTOP/I BPW

IWORDS-MINO(IWORD1,IW0RD2)
IF(I WORDS.LL.0) GO TO 770

C
680 CALL CORREL (ICORR,ISTART,ISTOP,IOBS2(LL),108SI(L),I WORDS)

C NßITS, NUMBER OF BITS IN A RECORD SEGMENT, EQUALS TWICE STATISTICAL
C AVARAGE OF ICORR(J) FOR UNCORRELATED DATA
C

NBITS=IWORDS*1dPW

C iWRlTE, NUMBER OF RECORD SEGMENT PROCESSED
I WR ITE= I WRITE+1

C
C

IXT-NBITS/2
XT=IXT
DO 7101 J=1,IPTR

7101 CORR(J»=(ICORR(J)-IXT)/XT
IF (JSWTCHO).NÊ.1) GO TO 7103
wRITE<6,7104) I WRITE»DSHIFT

7104 FORMAT{I4,F11.7)
WRITE (6,7102) (CORR(J),J=1,IPTR)

7102 FORMAT{8F9.6)
C CORRELATION FUNCTION STORED ON TAPE
7103 CONTINUE

DO 710 J=1 » 1PTR
DO 710 JJ=l,NDOP
RSIN(J,JJ)=RSIN(J,JJ)+CORR(J)*SlNPH(I,JJ)

710 RCÜS(J,JJ)=RCOS(J,JJ)+CGRR<J)*COSPH(I,JJ)

C
IF (IREC1.GT.(I1ST+JSWTCH(5)-i)) GO TO 770

r

PRINT 730,L
730 FORMAT (*1',28HCROSSCORRELAT ION FUNCTION,L=,I6/)

PRINT 740, <IC0RR(KJ),KJ=1,IPTR)
7^0 FORMAT <2X,10112)

C
PRINT 741

741 PORMAT{//,* RSIN(IPTR»NDüri ',/)
WRITE{3,760) {(RSIN(K,M), M=1,NDOP),K=1,IPTR)

760 FORMAT(9Fj.4. 5J
PRINT 742

742 FORMAT!//,' RCOS(IPTR,NDOP) •,/)
WR I TE(3,761) URCOS(K,M), M=1,NDOP),K-l» IPTR)

761 FORMAT(9F14.5)
770 CONTINUE
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IF (IACUM.GT.I) GO TO 771
PRINT 772

772 FORMAT(1H1)
PRINT 725,MSHIFT,IST APT,ISTOP,IPTR,ISHIFT

725 FORMAT«//,' MSHIFT ISTART ISTOP
F » 5110/ i
PRINT 612

612 FORMAT (IX, « IACUM IRECl TIME
F DELAY LHA OBSl(l) 0BS2<1)
F APF'» /)

771 CONTINUE

IMPORTANT PARAMETERS FOR EACH RECORD ARE PRINTED OUT.
PRINT 640,IACUM,IRECl,TIME t PHASE,FRATE»DELAY,SLHOUR ,

FIOBSl(l)» IOBS2(1 Î,NWDOU,ISHI FT,APFRAT
640 FORMAT(3X,214,4X,F8.2,2X,F13.2, F10.2,F14.2,F10.4,2X,Z8,Z10,

F3X,IÖ,3X,18,F13.6)

780 IF (INTEG.EQ.IACUM) GO TO 830
790 CONTINUS

READ MORE DATA AND SELECT BITS
GO TO 4300

830 CONTINUE
IF (JSWTCH(9).EQ.l) GOTO 1232
ENTcR TRANSFORM PART CF PROGRAM
COMPLEX FOURIER TRANSFORM FOR SPECTRAL DATA
SHIFT, AVERAGE FRACTIONAL BIT SHIFT

8310 SH1FT-DSHIFT/IWRITE
IP, CENTER OF CORRELATION FUNCTION
IP =1 PTR /<i+1
COHERENT AVERAGING
SPECTRA ARE NORMALIZED INSTEAD OF CORRELATION FUNCTIONS SO THAT
THE LATTER CAN BE ACCUMULATED
NORMALIZATION FACTOR IS IWRITE , THE NUMBER OF ReCORD SEGMENT
ACCUMULATED. PHÎ/2 IS DUE TO ONE-BIT CORRELATION
AN0RM=PHI/(2.*IWRITE J
DO 1120 1=1,NDOP

tit PRINT 954
954 FORMAT(1HII

SPECTRUM PLOT HEADING
PRINT 956, DOPFQtI),I,I WRITE

956 FORMAT </,Flö.3,2l8)
PRINT 970

970 FORMAT(///,20X,25HSINE CORRELATION FUNCTION,// )
PRINT 980,(RSIN(K,I),K=1,IPTR)

$80 FORMAT(5X»10F10.5)
PRINT 990

990 FORMAT (///,20X,27HCOSInE CORRELATION FUNCTION,//)
PRINT 930,(RCOS(K,I),K=1,IPTR)

DO 991 K=1,1PTR
991 TRtAL(K)=SORT(RSIN(K,I)**2+RC0S(K,I)**2)

PRINT 992
992 F0RMAT(///,20X,«CORRELATION FUNCTION«,//)

PRINT 980,(TREAL(K),K=1,IPTR)
PRINT 1000

1C00 FORMAT {///,20X,18HWEIGHTING FUNCTION»//)
PRINT 980, (WT(K),K=1,IPTR)

IPTR ISHIFT'/lX

PHASE FRINGE RATE
RECORDLENGTH SHIFT

DO COMPLEX FOURIER TRANSFORM ON COMPLEX CORRELATION FUNCTIONS
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001 CALL CPXFOU (RCOS{1, I ) ,RS IN(1, I ) , IPTR,TREAL,T IMAG,IPTS, -1 ,1P ,
F1, WT )

DO 1040 K=L»IPTS
TRE AUK)=TRTAL(K>*ANORM
TIMAG(K)=TIMAG(K)*ANORM
FAMP(K)=SQRTCTREAL(K)**2+T IMAG(K)**2)
IF {TREAL(K).FCO.O.) TREAL(K)=1.
ANG=A TAN2(TIMAG(K), T REAL(K))

KfcL iP FRIN GE PHASE BETWEEN 180 AND -180 DEGREES ANC COMPENSATE F DR
FRACTIONAL BIT SHIFT
FASE(K)=ANG/PRD-180 . * (K- l i *SHIFT/ IPTS

IF {FÂSE(K) -180»1 1020,1020,1010
iG FASE(K)=FASE(KI-360.

GO TO 1040
.020 IF {FASE(K}+180 . i 1030,1040,1040
1U20 FÄSE(K)=FASt (KI+360.
IC4Ü CONTINUE

SPECTRUM P RESENTATION
[F ( J SWT CH(6 ) ) 1141 , 1141, 1142

LI* . PRINT 1050
0 FORMAT!/ / / ,20X, •FRINGE AMPLITUDE», / / )

PRINT 980 , (FAMP(K) ,K=1, IPTS)
PRINT 1060

Q61 FORMAT?/ / / ,2OX, 'FRINGE PHASE' , / / )
PAI IS T 980, (FASE ( K ) , K =1, IPTS)
GO TO 1120

. 1 : 2 C A L L PL0T2V<FAMP,FASE, IPTS,TMAX(JSWTCHL 2 ») )
' 120 CONTINUE

IACUÏ' I -0
JSWTCH(4)=JSWTCH(4) -1
IF (JSWTCH(4) .LE.O) GO T O 1191
PRINT 1180

/ FORMAT ( IH1, IOHACCUMULATE, / / )
GO T O 7 90

1,1 JSWTCHT3)=JSWTCH<3)-1
IF {JSWTCH(3).EQ.O) GO T O 1232
PRINT 1Z50

*50 FORMAKIHI,13HCLEAR ANO C ONTINUE)
DO 1231 1=1,180
DU 1231 J=1,21 •
RSIN{I » J)=0«

3I RCOS (I » J ) =0 »
IACUM=O
IWRITC=0
DSHIFT=0 •
GO TO 7 90

' ;i2 PRINT 1240
2 4 0 F O R M A T i 11' , 1 T H E E N D ' )

« -T1 STOP
END
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ABSTRACT
The small-scale structure of extragalactic radio sources has been studied at 18 and 6 cm wavelengths

by using a tape-recording interferometer. At the longest antenna spacing, 10536 km, the baseline at 6 cm
was 176 million wavelengths and the resolution was about 0''0004 for the stronger sources.

Many sources, including optically identified galaxies and QSOs, are found to have several distinct
components of widely differing size in the range from a few hundredths of a second of arc to the limit
of o ur resolution. In general, the smallest components are strongest at the shortest wavelengths, and
the dimensions are in good agreement with those expected if t he low-frequency cutoffs are due to syn-
chrotron self-absorption. The magnetic field strengths deduced from our observations and the self-
absorption cutoff frequency are typically of the order of 10~ 4 g auss. The maximum brightness tempera-
tures observed are 1011 °-1012 ° K.

Many sources, including 0106+01, 3C 273, 3C 279, 1 555+00, 2145+06, 3C 446, 3C 454.3, and
2345 — 16 all contain components which are unresolved on the longest baseline and are less than 0''0004
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t Supported by ONR contract N 00014-67-A-0094-0008.
t Supported by NSF grant GP 13950.
§ Supported by NSF grant GP 4262.
II Suppor ted by AFOSR grant AFOSR-69-1684.

Swedish National Science Research Council and the Swedish Cou ncil for
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in diameter. Observations at shorter wavelengths are required to resolve these sources. Because the
maximum brightness temperature is limited to 1012 "K by inverse Compton scattering, baselines no
greater than the diameter of the Earth are probably adequate to resolve all of the stronger extragalactic
sources.

One source, 3C 84, has shown an apparent increase in angular size of ab out 35 percent in one year.

I. INTRODUCTION

We have previously reported long-baseline interferometer measurements of compact
extragalactic radio sources made near 50, 18, 13, 6, and 3 cm wavelengths with resolu-
tions up to about 0''001 (Clark et al. 1968a, b; Kellermann et al. 1968, 1970; Jauncey et
al. 1970; Broderick et al. 1970a, b). These experiments have shown that angular struc-
ture exists in many QSOs and radio galaxies on scales of on e thousandth to a few hun-
dredths of a n arc second.

This paper presents data obtained in two series of observations made in 1967 April at
18 cm between Lincoln Laboratory in Massachusetts and Green Bank, West Virginia,
and during 1969 at 18 and 6 cm using stations in Green Bank and California in the Unit-
ed States, and in Sweden, Australia, and the U.S.S.R. The highest resolution obtained
was between Owens Valley, California, and Parkes, Australia, at 6 cm where the base-
line was 10536 km or 176 million wavelengths long. Sources larger than 4 X 10~4 arc
seconds were resolved on this baseline, which is greater than 80 percent of the Earth's
diameter.

The new data have been combined with the previously published material to deter-
mine in more detail the small-scale radio structure over a wide range of wavelength, and
also to estimate, where possible, the spectra of the individual components within the
compact sources. The sources studied include identified QSOs and radio galaxies as well
as some unidentified sources.

The observational details are described in § II of this paper. The observed fringe visi-
bilities are tabulated in § III, and the structure of the individual sources is given in § IV.
The observations of variable sources are described in § V, and all the results are discussed
further in § VI.

II. OBSERVATIONS

All of t he observations weremade by using the digital tape-recordingsystem developed
at the National Radio Astronomy Observatory (Bare et al. 1967). Three of th ese units
are in operation. One of the units was used in Green Bank while a second one has been
used in Sweden, the Soviet Union, and Australia. The third unit was used at the Lin-
coln Laboratory and at the Owens Valley Radio Observatory.

A description of the instrumentation, and of the observing and reduction procedures,
has been given previously (Clark el al. 1968a). Standard computer-tape drives were
used at each station to record digitally with one-bit samples the signal in a 330-kHz
band. Atomic frequency standards were used to synchronize the data recording and to
provide a coherent local oscillator signal at each station. Hydrogen masers were used at
Green Bank and Lincoln Laboratory as time and frequency standards, while portable
rubidium vapor standards were used at all of the other locations (and on a few occasions
at Green Bank).

Initial clock synchronization was achieved by receiving the time signals from one
or more Loran C navigational stations or by direct comparison with a clock which
had previously been compared with the master clock at the U.S. Naval Observatory. In
the latter case, the Loran signals or WWVL were still used whenever possible to monitor
the time.

The local oscillator frequency at each antenna was derived by using the atomic fre-
quency standard to control a frequency synthesizer. The output of t he synthesizer was
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then amplified and multiplied to 18 cm. For operation at 6 cm, the 18-cm signal was
further multiplied in the front end box. Two different arrangements were used. At
Green Bank, a Hewlett Packard Model 5105A synthesizer was operated near 272 MHz,
multiplied by 6, and amplified. This is the standard local oscillator system commonly in
use at NRAO for spectral-line observations, except that the frequency synthesizer was
controlled by an atomic standard. At the other stations a Rhode and Schwartz XUC
synthesizer was operated at 820 MHz, amplified, and multiplied by 2. For operation at
18 cm (1670 MHz) the local oscillator frequency was 1640 MHz, and a 30-MHz inter-
mediate frequency was used. For operation at 6 cm (5010 MHz), a multiplier was used 
to obtain a local oscillator signal at 4860 or 4980 MHz, and the intermediate frequency
was either ISO or 30 MHz. In the former case a second local oscillator at 120 MHz, also
locked to the atomic standard, was then used to convert to 30 MHz. The 30-MHz inter-
mediate-frequency signal in both cases was then converted in two stages to the range
20-350 kHz, clipped, and sampled at a 720-kHz rate.

Observations were made by using various combinations of stations as shown in Table
1. Where possible, the data were obtained over a range of hour angles to vary the length
and direction of th e projected baseline. On the longer baselines, however, the require-
ment of common visibility at reasonable elevations required the observations at the low-
er declinations to be made only near the interferometer meridian. Most of t he observa-
tions were m ade by using only two stations simultaneously, although a three-station
experiment was carried out between Green Bank, Owens Valley, and Onsala at 6 cm
(1969 January-February).

On each of t he baselines we generally observed for from one to three days. Typically
we ran from 75 to 100 tape pairs each day at intervals of about 15 minutes, often record-
ing two tapes in succession on eachsource. Each tape is sufficient to record about 3 min-
utes of d ata. For each series of observat ions, the starting time of each tape was sched-
uled in advance, although from time to time technical difficulties required minor last-
minute modifications to the schedule. Communication between observing sites was usu-
ally done by telephone or by teletype machines. Commercial telegraph facilities were
also used between the U.S.S.R. and Green Bank.

The observations are summarized in Table 1, which l ists all of t he baselines which

TABLE 1
INTERFEROMETER BASELINES

X Separation Separation
Baseline* (cm) (km) (10« X) Dates

(1) (2) (3) (4) (5)

GB-HSK, GB-MS.. 18 845 4.7 1967 July and August,GB-HSK, GB-MS..
1968 April

GB-HC 18 3500 19.4 1967 August
GB-ONS 18 ' 6319 35.1 1968 January I,

1969 April II
GB-ONS 6 6319 105 1968 February I,

1969 January II
1968 February I,

1969 January II
GB-OVRO 6 3324 55.5 1969 January, March,

April, May
OVRO-ONS 6 7914 132 1969 February
OVRO-PKS 6 10536 176 1969 April
GB-CAO 6 8035 134 1969 October

* GB = Green Bank; HSK = Haystack; MS = Millstone; HC = Hat Creek; ONS = Onsala;
OVRO = Owens Valley Radio Observatory; PKS = Parkes; CAO = Crimean Astrophysical Observa-
tory.
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gave results. Not listed are attempted observations made between Green Bank and
Parkes at 6 and 18 cm, and between Parkes and OVRO at 18 cm. Column (1) identifies
the two stations, column (2) gives the wavelength, column (3) the antenna separation
in kilometers, column (4) the baseline length in wavelengths, and column (5) the dates
of the observations. For completeness Table 1 includes the earlier measurements at 6
and 18 cm which have already been published.

a) Instrumentation

The instrumentation used at each station is described below.

i) Green Bank (GB)

The observations at Green Bank were made by using the 140-foot (42 m) antenna.
The 18-cm receiver used a room-temperature nondegenerate parametric amplifier as the
first stage with an overall system noise temperature near 200° K. At 6 cm a two-stage
nondegenerate cooled parametric amplifier was used, giving a system temperature of
about 110° K.

As a local oscillator reference and time standard, we used either a Varian H-10 hydro-
gen maser on loan from the NASA Goddard Space Flight Center or a Hewlett Packard
HP 5065 rubidium vapor standard.

Time at Green Bank was established by receiving the Loran C transmissions from
the station at Cape Fear in North Carolina, which was monitored throughout each ob-
serving period.

ii) Lincoln Laboratory, Haystack (HSK) and M illstone (MS)

The early 18-cm observations from Lincoln Laboratory were made by using the 120-
foot (37 m) Haystack antenna (Clark et al. 1968a). The new observations were made in
1967 April using the 84-foot (25.6 m) Millstone Hill reflector. A room-temperature non-
degenerate parametric amplifier was used, to give an overall system noise temperature of
200° K. As a time and frequency standard, we used the Lincoln Laboratory hydrogen
maser which is kept in continuous operation. In addition, the time was checked by mon-
itoring the Loran transmission from Cape Fear, North Carolina.

iii) Owens Val ley Radio Observatory {OVRO)

The observations at OVRO used the 130-foot (40 m) antenna. Nondegenerate room-
temperature parametric amplifiers were used as the first stage at both 6 and 18 cm with
overall system noise of 150° and 250° K, respectively. Time was established by comparing
a portable rubidium-controlled clock with clocks at the Timing Center at Point Mugu,
California, or at the NASA Deep Space Network Station at Goldstone, California, both
of w hich had been directly compared with the U.S. Naval Observatory clock.

iv) Parkes, Australia (PKS)

The observations from Australia were made by using the 210-foot (65 m) antenna at
the Australian National Radio Astronomy Observatory near Parkes. The 6-cm receiver
was a portable unit constructed at the NRAO especially for used at remote sites and
gave a system temperature of 130° K. This receiver, including parametric amplifier,
mixer, radiofrequency amplifier, power supplies, and multiplier for the local oscillator
chain, was housed in a small temperature-controlled box that was mounted directly at
the focus.

Time in Australia was synchronized with the time in Owens Valley via the NASA
tracking stations at Tidbinbilla, Australia, and Goldstone, California. The tracking
stations themselves were synchronized to an accuracy of a few microseconds by the
transmission of a radar signal from Goldstone to Tidbinbilla via the Moon.
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v) Onsala Space Observatory, Sweden (ONS)

The observations from Sweden were made by using the 84-foot (25.6 m) telescope at
the Onsala Space Observatory near Gothenburg. Both the 6 and 18 cm receivers used a
rutile traveling-wave maser as a low-noise preamplifier, and the total system noise
temperature was less than 50° K at both wavelengths. Maser amplifiers are particularly
suitable for long-baseline interferometry where the bandwidths and integration times
are restricted by available recording facilities so that the lowest-noise receivers are im-
portant.The useof the maser preamplifier at 6 cm during the 1969 observations improved
the sensitivity by a factor of about 2.5 over that obtained in the earlier observations
(Kellermann et al. 1968).

Time in Sweden was obtained from a cesium clock located at the Research Institute
for National Defense in Stockholm. The cesium clock in Stockholm had been previously
compared with the U.S. Naval Observatory master clock via a flying clock experiment
conducted by the USNO. The time at Onsala was further checked by monitoring the
Loran C transmission from the Ejde station of th e Norwegian Sea chain.

vi) Crimean Astrophysical Observatory, U.S.S.R. (CAO)

The observations from the U.S.S.R. were made by using the 22-m precision r adio
telescope of the Crimean Astrophysical Observatory located near Simeis. The 6-cm
portable receiver used at Parkes was also used on the Crimean telescope.

Synchronization of ti me between Green Bank and Crimea was achieved by flying
the Onsala rubidium clock fro m Stockholm, Sweden, to Crimea via Leningrad. The
time in Crimea was monitored by receiving the Loran C transmission from the Medi-
terranean Sea chain station in Turkey, which had been synchronized to the U.S. Naval
Observatory master clock in Washington immediately prior to our experiment. A
preliminary account of this experiment has already been published (Broderick et al.
1970a, b).

b) Data Analysis

The natural interference-fringe rate varied from several hundred hertz to several
kilohertz on the longer baselines. Since the fringe-reduction program averaged the data
for a period of 0.4 ms, only fringe rates lessthan a few hundred hertz could be analyzed.
During the first few series of observati ons, the frequency of the local oscillator at one
station was offset by a small amount to reduce the fringe frequency to a few hertz. This
procedure proved inconvenient for two reasons. First, it was necessary to calculate in
advance the local oscillator settings, so that it was difficult to make last-minute modifi-
cations to the program. Second, it was necessary to change the synthesizer frequency
often, and this provided many opportunities for operator error.

For some of the lat er observations, therefore, we kept the local oscillator frequencies
fixed at both ends of the baseline, so that the interference fringes were at their natural
rate, and the fringe-reduction program was modified to multiply the data by a square
wave of the expected fringe frequency, before multiplying the two data sets together.

The analysis of th e tape pairs was done with the NRAO IBM 360/50, the Caltech
360/75, or the 360/91 at the Goddard Space Flight Center. Typically, a range of fringe
frequency of + 0.3Hz and a delay range of + 5/^s were searched. T he reduction took
about 70, 10, and 5 minutes, respectively, in the three machines for a single 3-minute
tape pair.

In general, somewhat less than one-half of t he tape pairs showed fringes. In some
cases the absence of fringes is no dou bt due to the resolution of the s ource. Sometimes,
however, when several pairs of tapes were run on the same source at similar hour angles,
one or more pairs did not show fringes. Usually, butnot always, when fringes wereseen,
the amplitudes of sep arate pairs agreed within the limits of er ror expected from the
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interferometer sensitivity. The reasons for the absence of frin ges on some tape pairs, or
discrepancies between pairs, are not fully understood, although some cases may be ex-
plained by possible operator error in setting the synthesizer frequency, in pointing the
antenna, errors in the data sampling, or by instabilities in the atomic frequency standard.

We have therefore rejected all tape pairs which did not show fringes. This procedure,
however, results in a systematic overestimate of fringe amplitude for those sources near
the limit of de tection.

c) Calibration of Fringe Amplitudes
One of t he major uncertainties in interpreting the data is the difficulty in calibrating

the interferometer sensitivity, particularly at the longer baselines where there are no
sources which a priori are known to be unresolved. Furthermore, the different baselines
give little or no overlap in the (u, v)-plane, and the flux density of t he sources may vary
between the observing periods, so that even the calibration of th e relative fringe ampli-
tudes among the different baselines is often difficult.

The calibration of the Millstone-Green Bank baseline at 18 cm is straightforward
and is based on the sources CTA 102 and CTD 93, which previous measurements (Kel-
lermann et al. 1968) indicated should be unresolved on this baseline. The Green Bank-
Owens Valley baseline at18 cm was calibrated by using 3C279, which had been previous-
ly observed over a similar baseline (Clark et al. 19686).

At 6 cm the calibration is less direct. The sensitivity of the different baselines was
roughly estimated from knowledge of th e gain and system temperature of the individual
antenna systems which, unfortunately, were not always accurately measured. In this
way four sources, 0106+01, 4C 39.25, 1555+00, and 2145+06 were found to have com-
ponents which were essentially unresolved out to the longest spacing at which they were
observed. The strongest of thes e, 4C 39.25, is not visible from Parkes and thus could be
observed only out to 135 million wavelengths. At least two of these four sources were
observed on each baseline at 6 cm and were used to tie together the data from different
baselines. Moreover, there were a number of ot her sources common to the three sets of
Green Bank-OVRO observations that could be used to normalize these observations.
Fortunately, these sources showed little variation in total flux density during the time
of th e observations.

The scale of fringe amplitude was determined by estimating the unresolved flux
density of th e above four sources from consideration of th eir spectra and from previous
observations at 13 cm made with comparable resolution.

Since the fringe visibility cannot exceed unity, we estimate that the results in Tables
2 and 3 are not systematically low by more than 15 percent, and we believe that they
are not too high by more than 20 percent.

In addition to the calibration uncertainty described above, other errors in the quoted
fringe visibilities are due to receiver noise; and to uncertainties in the determination of
the total system temperature and in the antenna temperature of eac h source. Errors in
the latter were introduced by uncertainties in the pointing of the individual antennas
and to uncertainties in the gain changes caused by structural deformations at the ex-
treme hour angles where many of t he observations were made. Since unswitched total
power receivers were used for most of these observations, it was difficult to measure
accurately the antenna temperature of eac h source or to check the pointing.

III. FRINGE AMPLITUDES

The results of a ll the observations are shown in Table 2 for the 18-cm data and in
Table 3 for the 6-cm data.

In both tables, column (1) gives the source name; column (2) the total flux density at
the time of observation, column (3) the observed fringe amplitude, and columns (4) and



TABLE 2

18-CENTIMETER VISIBILITIES

Source
(1)

S,
(2)

Sc
(3)

i
(4)

e
(5)

7
(6)

Baseline
(7)

0019-00 2.6 2.2 +1.0 3.1 62 0.85 +0.39 GB-MS
2.1 +1.0 4.2 51 0.81+0.39 GB-MS

NRAO 91 3.3 2.4+1.0 3.5 74 0.73 +0.30 GB-MS
2.1+0.8 4.0 48 0.64+ 0.23 GB-HSK
1.8+1.0 4.7 63 0.55 +0.30 GB-MS

CTA 21 7.0 6.2 +1.1 3.4 29 0.89 +0.16 GB-HSK
5.7 +1.1 3.5 33 0.82 +0.16 GB-MS
5.7 +0.9 4.0 71 0.82 +0.12 GB-HSK
5.9 +0.9 4.6 61 0.84 +0.12 GB-HSK
4.9 +0.9 4.7 62 0.70 +0.12 GB-HSK
2.6+1.0 15.2 81 0.37 +0.14 GB-HC
1.6 +0.4 34.0 77 0.23 +0.06 GB-ONS I

3C 84 11.0 5.9 +1.1 1.5 146 0.54+ 0.10 GB-MS
5.8+1.1 2.0 124 0.53 +0.10 GB-MS
6.2 +1.1 2.4 66 0.56 +0.10 GB-MS
5.4+1.1 4.0 84 0.49 +0.10 GB-MS
3.1+1.0 4.3 171 0.28+ 0.09 GB-HSK
4.8+1.1 4.7 55 0.44 +0.09 GB-MS
4.1 +1.0 4.7 58 0.37 +0.09 GB-HSK
1.8+ 0.4 33.2 128 0.16 +0.04 GB-ONS II
2.0 +0.4 34.3 142 0.18 +0.04 GB-ONS II

NRAO 140 3.2 3.5+ 0.9 4.3 75 1.10 +0.28 GB-HSK
2.9 +0.9 4.1 160 0.91+0.28 GB-HSK

NRAO 150 4.0 3.7 +0.9 4.5 176 0.93 +0.22 GB-HSK
3C 119 7.5 2.1 +1.0 1.4 139 0.28+ 0.13 GB-MS

2.9 +1.0 2.0 125 0.39 +0.13 GB-MS
2.9 +1.0 2.5 110 0.39 +0.13 GB-MS
4.1 +1.0 4.1 81 0.55 +0.13 GB-MS
3.4+ 0.9 4.3 3 0.45+0.12 GB-HSK
1.4 +0.9 17.4 79 0.19 +0.12 GB-OVRO

0420-01 2.1 1.0 +0.9 9.1 89 0.76 +0.45 GB-OVRO
0428+20 3.0 2.8 +1.1 4.6 58 0.93 +0.37 GB-MS
3C 120 4.0 2.6 +0.8 2.4 165 0.65 +0.20 GB-HSK

4.0 3.7+1.0 3.9 55 0.92 +0.25 GB-HSK
7.0 3.0 + 0.9 7.6 76 0.42 +0.13 GB-OVRO
7.0 2.8 +0.9 10.8 78 0.40 +0.13 GB-OVRO
6.0 1.9 +0.4 34.0 74 0.31+0.06 GB-ONS I

3C 138 8.5 1.6+1.0 2.0 68 0.19 +0.12 GB-MS
NRAO 190 4.0 4.2 +1.0 4.2 62 1.05 +0.24 GB-MS

4.2 +1.0 4.2 62 1.05 +0.24 GB-MS
3.4+1.0 4.6 65 0.81+0.24 GB-MS
2.3 +0.9 9.2 88 0.55 +0.22 GB-OVRO
2.2 +0.9 14.7 88 0.53 +0.22 GB-OVRO

3C 147 20 5.1+1.1 2.1 152 0.25 +0.05 GB-MS
4.0 +0.8 2.6 128 0.20 +0.04 GB-HSK
3.2 + 0.8- 3.2 106 0.16 +0.04 GB-HSK
3.7 + 1.0 4.0 88 0.18+ 0.05 GB-MS
1.8 +1.0 4.1 85 0.09 +0.05 GB-MS
2.4+1.0 4.2 83 0.12 +0.05 GB-MS
2.5 +1.0 ' 4.2 82 0.13 +0.05 GB-MS
4.2 +0.9 4.5 178 0.21 +0.04 GB-HSK

0607-15 2.2 1.3+ 1.0 4.7 26 0.60 +0.45 GB-MS
0742+ 10 3.7 4.3 +1.0 4.0 50 1.16 +0.27 GB-MS

2.5 +0.9 7.2 60 0.67 +0.24 GB-OVRO
2.2 +0.9 14.3 78 0.59 +0.24 GB-OVRO

0834-20 3.3 3.9+1.0 1.5 73 1.18 +0.30 GB-MS
3.0 +1.0 1.5 73 0.91+0.30 GB-MS
2.9 +1.0 3.0 75 0.88+ 0.30 GB-MS
1.4+ 0.9 13.2 70 0.42 +0.27 GB-OVRO



TABLE 2—Continued

Source 5, Sc d e y Baseline
to (2) (3) (4) (5) (6) (7)

4C 39.25 3.0 1.8 + 0.9 15.3 52 0.60 +0.30 GB-OVRO
1.2+0.9 17.2 69 0.40 +0.30 GB-OVRO
1.1+0.9 16.1 60 0.37 + 0.30 GB-OVRO

1055+01 3.2 2.4 +0.8 3.1 47 0.75 + 0.25 GB-HSK
1.7 +1.0 3.7 59 0.53+0.31 GB-MS
1.1 +1.0 4.5 65 0.34+0.31 GB-MS
1.5+ 0.9 8.3 83 0.47+0.28 GB-OVRO

1127-14 6.4 7.3 +1.2 4.2 69 1.14 +0.19 GB-HSK
4.2 +1.0 12.1 104 0.66 +0.16 GB-OVRO
4.0+1.0 13.5 73 0.63+0.16 GB-OVRO
3.7 +0.8 19.5 94 0.58+ 0.13 GB-HC
2.4 +0.5 35.0 73 0.38+ 0.08 GB-ONS

1148-00 3.2 3.3 +0.8 3.4 •55 1.03 +0.25 GB-HSK
3.4+0.8 4.6 65 1.06 +0.25 GB-HSK
1.5 +0.9 8.3 83 0.47 +0.27 G3-0VR0
1.7 +0.9 13.5 86 0.53 +0.27 GB-OVRO

(3C 273) 29 29.0 +3.0 2.2 19 1.00 +0.10 GB-MS(3C 273)
24.5 + 2.6 2.6 36 0.85 + 0.09 GB-HSK
22.7 + 2.5 3.9 58 0.78+0.09 GB-HSK
20.0+ 2.2 4.2 61 0.69 + 0.08 GB-HSK
18.8+ 2.1 4.2 63 0.65 +0.07 GB-HSK
18.5 +2.1 4.3 62 0.64 +0.07 GB-HSK
20.5 + 2.2 4.5 64 0.71+0.08 GB-HSK
21.4 + 2.3 4.5 65 0.74 + 0.08 GB-MS
16.8+1.9 4.6 65 0.58 +0.07 GB-HSK
18.8 +2.1 4.7 65 0.65 +0.07 GB-HSK
15.6+1.8 8.3 103 0.54 +0.06 GB-HC
8.6+1.4 10.3 83 0.30 +0.05 GB-OVRO

13.0+1.6 13.4 92 0.45+0.06 GB-HC
13.9+1.7 19.3 94 0.48+ 0.06 GB-HC
14.5 +1.8 19.3 94 0.50 +0.06 GB-HC
10.0+ 2.0 27.0 74 0.35 +0.07 GB-ONS I
8.4+1.7 34.0 77 0.29 +0.06 GB-ONS I

3C 279 11 9.0+1.1 3.8 64 0.82 +0.10 GB-HSK
7.6+1.1 4.3 65 0.69+ 0.10 GB-HSK
8.9+1.1 4.5 66 0.81+0.10 GB-HSK
6.6 +1.1 4.7 65 0.60 + 0.10 GB-HSK
5.0+1.0 9.7 87 0.45 + 0.09 GB-HC
5.5 +1.0 14.3 100 0.50+ 0.09 GB-HC
5.5 +1.1 17.5 90 0.50 +0.10 GB-OVRO
3.6+1.0 19.4 93 0.33 +0.09 GB-HC
5.7 +1.0 19.5 93 0.52 +0.09 GB-HC
5.7 +1.2 28.2 74 0.52 +0.11 GB-ONS I
6.3+ 1.3 34.4 77 0.57+ 0.12 GB-ONS I

1245-19 4.4 4.3 +1.0 1.4 71 0.98+ 0.23 GB-MS II
3C 287 6.2 3.6+1.0 1.7 86 0.58 + 0.16 GB-MS II

1.9 +1.0 3.0 81 0.31+0.16 GB-MS II
2.4 +0.8 4.5 50 0.39 + 0.13 GB-HSK
2.7 +0.8 4.6 53 0.44 +0.13 GB-HSK
2.7 +0.8 4.7 65 0.44 +0.13 GB-HSK

3C 286 13.5 10.2 +1.3 1.8 170 0.75 + 0.10 GB-HSK
4.3 +0.8 3.7 9 0.32 +0.06 GB-HSK
5.4 +0.9 4.2 141 0.40 + 0.07 GB-HSK
3.4+ 0.8 4.6 53 0.25 + 0.06 GB-HSK
3.8 +0.8 4.7 64 0.28+0.06 GB-HSK

3C 309.1 7.5 7.0+1.3 4.3 60 0.93+0.17 GB-HSK
1.2 +0.9 18.5 79 0.19+ 0.12 GB-OVRO

DA 406 3.2 1.6+0.9 16.6 66 0.50 + 0.28 GB-OVRO
1510-08 3.3 3.1+ 0.8 4.5 63 0.94 + 0.24 GB-HSK

3.0+1.0 16.0 93 0.91+0.30 GB-OVRO
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Source S i d e T Baseline
(1) (2) (3) (4) (5) (6) (7)

4C 05.64 2.5 1.3+0.9 15.8 85 0.52+0.36 GB-OVRO
1.8 +0.9 16.8 86 0.72 +0.36 GB-OVRO

1555+00 1.6 1.2 +0.9 15.0 86 0.75 + 0.56 GB-OVRO
1.7 +0.9 16.6 66 1.06 + 0.56 GB-OVRO

CTD 93 4.2 3.4+1.1 2.1 74 0.81+0.26 GB-MS
3.9+1.1 4.0 30 0.93+0.26 GB-MS
3.5 +1.1 4.7 51 0.83 +0.26 GB-MS
1.6 +0.4 35.0 69 0.38+ 0.09 GB-ONS I

3C 345 6.1 4.9+1.1 2.5 107 0.80 +0.18 GB-MS
6.1 3.9+1.1 4.5 70 0.64 +0.18 GB-MS
6.5 5.3 +0.9 4.7 63 0.81+0.14 GB-HSK
6.5 1.6 +0.4 34.3 80 0.25 +0.06 GB-ONS I

NRAO 530 5.2 4.7 +0.9 4.7 64 0.91+0.17 GB-HSK
1.9 +0.9 18.0 87 0.37+ 0.17 GB-OVRO

3C 380 13.0 4.7 +1.1 2.1 147 0.36+ 0.09 GB-MS
3.0+0.8 4.0 86 0.23+ 0.06 GB-HSK
3.9+ 0.9 14.7 21 0.22 + 0.07 GB-OVRO

3C 418 5.2 3.7 +0.8 3.1 115 0.71+0.15 GB-HSK
3.7 +0.8 4.6 20 0.71+0.15 GB-HSK

2127+04 3.7 4.8 +0.9 4.7 65 1.29 +0.24 GB-HSK
1.3 +0.9 15.0 82 0.35 + 0.24 GB-OVRO

2145+06 3.0 1.7 +0.9 14.4 82 0.57 +0.30 GB-OVRO
VRO 42.22.01... 6.4 4.7 +1.0 3.6 78 0.75 + 0.16 GB-MS
2203-18 6.1 3.5 +1.0 1.2 64 0.57 + 0.16 GB-MS

2.5 +0.8 2.1 72 0.41+0.13 GB-HSK
2.2 +1.0 2.7 74 0.36 +0.16 GB-MS

CTA 102 6.4 6.1 +1.0 2.9 18 0.96+ 0.16 GB-HSK
6.1 +1.0 3.2 33 0.96 +0.16 GB-HSK
6.6 +1.2 4.7 66 1.03+ 0.19 GB-MS
5.5 +1.0 10.7 78 0.86 +0.16 GB-HSK
3.9+0.9 17.7 88 0.61+0.14 GB-HSK
3.5 +0.8 18.6 90 0.55+ 0.13 GB-HSK
4.5 +0.9 18.0 89 0.71+0.14 GB-OVRO
3.5 +0.7 34.8 74 0.55+ 0.13 GB-ONS I

3C 446 5.6 4.1 +1.1 1.7 19 0.73+ 0.20 GB-MS
1.9+1.0 2.0 64 0.34+ 0.18 GB-MS
2.1 +1.0 4.6 35 0.37 + 0.18 GB-MS

3C 454.3 12.8 9.4+1.4 2.6 69 0.73+ 0.11 GB-MS
11.0+1.4 3.2 20 0.86 +0.11 GB-HSK
10.2 +1.4 3.4 28 0.80 +0.11 GB-HSK
10.0+1.4 4.0 84 0.78 +0.11 GB-HSK
8.4+1.1 10.5 70 0.66+ 0.09 GB-HC
2.6 +0.8 17.8 86 0.20 +0.06 GB-HC
2.2 +0.8 19.5 94 0.17 +0.06 GB-HC
4.0 +0.8 34.6 73 0.31+0.06 GB-ONS I

(5) the spacing in millions of wavelengths and orientation of the projected baseline.
Column (6) gives the fringe visibility y, and column (7) the location of th e ends of the
baseline using the abbreviations shown in Table 1.

The errors in fringe amplitudes quoted in Tables 2 and 3 do not include the possible
uncertainty in overall calibration. They do include the uncertainty due to noise fluctua-
tions and an estimate of the errors introduced by changes in antenna gain, system tem-
perature, and pointing. Because of the one-bit sampling, the fringe amplitudes are in-
sensitive to changes in receiver gain.

Some of th e fringe amplitudes do not greatly exceed the quoted errors, and it might



TABLE 3

6-CENTIMETER VISIBILITIES

Source St Sc d e 7 Baseline
(O (2) (3) (4) (5) (6) (7)

0106+01 2.4 2.7 +1.0 23 83 1.12 +0.42 GB-OVRO
2.5 2.6+1.3 26 83 1.04 +0.52 GB-OVRO
2.5 2.3 +1.3 55 89 0.92 +0.52 GB-OVRO
2.7 3.0 + 0.6 83 72 1.11+0.22 GB-ONS II
2.7 3.2 +0.6 105 77 1.18 +0.22 GB-ONS II
2.4 2.5 +0.9 134 87 1.08 +0.37 GB-CAO
2.6 2.3 +0.7 169 43 0.88 +0.27 OVRO-PKS
2.6 3.1+0.7 170 43 1.19 +0.27 OVRO-PKS

CTA 21 3.1 1.4+1.0 58 31 0.45 +0.32 GB-OVRO I
3C 84 22.0 14.2 +1.6 37 157 0.65 +0.07 GB-OVRO I

22.0 12.2 +1.7 38 6 0.56 +0.08 GB-OVRO
22.0 10.8+1.7 46 44 0.49 +0.08 GB-OVRO
22.0 8.6+1.6 51 65 0.39 +0.07 GB-OVRO
22.0 2.1+0.5 82 110 0.09 +0.02 GB-ONS II
19.7 6.4 +2.2 84 0 0.32+0.11 GB-ONS I
22.0 1.7 +0.5 92 32 0.08 +0.02 GB-ONS II
22.0 2.0+ 0.5 97 93 0.09 +0.02 OVRO-ONS
22.0 4.0 +0.7 127 90 0.18 +0.03 OVRO-ONS
22.0 5.9+ 0.7 135 85 0.27 +0.03 GB-CAO

NRAO 140 2.5 2.1 +1.2 41 50 0.84 +0.48 GB-OVRO
CTA 26 2.3 2.1+0.5 83 75 0.91+0.21 GB-ONS II

2.3 2.3 +0.7 173 45 1.00 +0.30 OVRO-PKS
NRAO 150 7.3 4.8+1.2 45 14 0.66 +0.16 GB-OVRO

7.3 2.0 +0.5 99 35 0.27 +0.07 GB-ONS II
7.3 2.3 +0.5 104 33 0.31+0.07 GB-ONS II

3C 120 8.5 4.4+1 2 28 78 0.52 +0.14 GB-OVRO
8.5 2.5 +1.2 40 82 0.29 +0.14 GB-OVRO
9.0 6.2 +2.1 67 74 0.68 +0.23 GB-ONS I
9.0 4.7 + 2.0 99 75 0.52 +0.22 GB-ONS I

10.0 1.7 +0.5 104 76 0.17 +0.05 GB-ONS II
0420- 01 3.5 1.5 +0.7 173 45 0.43+ 0.20 OVRO-PKS
NRAO 190 3.7 3.0+1.0 38 87 0.81 +0.27 GB-OVRO

3.2 1.7 +0.7 168 44 0.53 +0.21 OVRO-PKS
3.2 1.9+ 0.7 170 44 0.59 +0.21 OVRO-PKS

0605-08 2.7 2.5 +0.5 96 79 0.92+0.18 GB-ONS II
2.7 2.0 +0.5 100 79 0.74 +0.18 GB-ONS II

0607-15 3.0 1.6+ 1.0 36 106 0.53 +0.33 GB-OVRO
0742+ 10 3.5 3.7 +1.0 20 57 1.05 +0.28 GB-OVRO

3.5 2.4 +0.7 68 55 0.68+ 0.20 GB-ONS
4C 39.25 8.2 8.8+ 1.4 42 43 1.07 +0.17 GB-OVRO

8.2 7.6+1.1 44 36 0.93 +0.13 GB-OVRO
8.2 5.1 +1.4 45 66 0.62 +0.17 GB-OVRO
8.2 5.4+1.4 55 87 0.65+0.17 GB-OVRO
8.1 7.2 +0.9 83 175 0.88 +0.12 GB-ONS II
8.1 6.2+0.9 87 80 0.76 +0.12 GB-ONS II
7.6 6.5+ 1.5 95 72 0.80 +0.18 GB-ONS I
8.1 5.2 +0.7 99 51 0.64 +0.09 GB-ONS II
8.1 7.0 +0.7 102 79 0.86 +0.09 GB-ONS II
8.1 6.6+ 0.7 105 74 0.81+0.09 GB-ONS II
8.2 6.0 +0.8 119 95 0.73 +0.10 OVRO-ONS
8.2 6.8+ 0.8 119 97 0.83 +0.10 OVRO-ONS
8.6 7.0 +0.8 134 89 0.81+0.09 GB-CAO

1055+01 2.5 1.6+ 0.5 89 74 0.64 +0.20 GB-ONS II
4.0 3.3 + 0.8 133 86 0.82+0.20 GB-CAO
2.8 2.3 +0.7 173 45 0.82 +0.25 OVRO-PKS
2.8 1.5+ 0.7 173 45 0.54 +0.25 OVRO-PKS

1127-14 8.2 1.3+ 0.7 172 48 0.16 +0.0 OVRO-PKS
8.2 1.2 +0.7 173 48 0.14 +0.08 OVRO-PKS
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TABLE 3—Continued

Source 5, Sc d B y Baseline
(1) (2) (3) (4) (5) (6) (7)

3C 273* 32.0 25.5 +2.5 24 81 0.80 +0.08 GB-OVRO
32.0 25.8 +2.4 24 82 0.81+0.08 GB-OVRO
32.0 24.6 +2.5 30 83 0.77 +0.08 GB-OVRO
32.0 5.3 +1.1 33 84 0.17 +0.03 GB-OVRO
32.0 15.3 +2.0 43 86 0.48 +0.06 GB-OVRO
32.0 15.1 +1.7 48 86 0.49 +0.05 GB-OVRO
32.0 14.8 +2.0 49 86 0.46 +0.06 GB-OVRO
32.0 16.0+1.7 49 86 0.50 +0.05 GB-OVRO
32.0 17.0+1.7 51 87 0.53 +0.05 GB-OVRO
32.0 12.4+1.6 55 88 0.38+ 0.05 GB-OVRO
30.0 9.8 + 2.2 74 68 0.33 +0.07 GB-ONS I
31.0 10.7 +1.1 81 71 0.35 +0.04 GB-ONS II
31.0 8.3+ 1.1 85 71 0.27 +0.04 GB-ONS II
30.0 7.0+1.7 104 75 0.23 +0.06 GB-ONS I
34.0 7.0 +1.0 124 87 0.21+0.03 GB-CAO
34.0 9.2 + 1.1 128 86 0.27 +0.03 GB-CAO
31.0 6.0+1.0 132 79 0.19 +0.03 OVRO-ONS
34.0 10.9± 1.2 133 86 0.32 +0.03 GB-CAO
34.0 8.7 +1.1 133 86 0.29 +0.03 GB-CAO
32.0 7.4 +0.9 172 43 0.23 +0.03 OVRO-PKS
32.0 6.9+ 0.9 172 43 0.22 +0.03 OVRO-PKS
32.0 6.2 +0.9 172 45 0.19+ 0.03 OVRO-PKS
32.0 3.3+ 0.8 175 45 0.10 +0.03 OVRO-PKS

3C 279 16.5 15.1+ 1.7 27 84 0.92 +0.10 GB-OVRO
16.5 4.8+ 1.1 40 83 0.29 +0.07 GB-OVRO
16.5 16.8+ 1.8 45 92 1.02 +0.11 GB-OVRO
16.5 14.0+1.7 50 89 0.84+ 0.10 GB-OVRO
16.5 13.4+1.8 51 90 0.81+0.11 GB-OVRO
16.5 8.3+ 1.3 55 89 0.50 + 0.08 GB-OVRO
15.4 5.9 +1.6 102 75 0.38 +0.10 GB-ONS I
16.5 7.7 +0.9 102 78 0.47 +0.05 GB-ONS II
16.5 4.6+ 1.0 129 80 0.28 +0.06 OVRO-ONS
16.5 4.2 +1.0 130 80 0.25 +0.06 OVRO-ONS
16.5 6.3+ 1.0 133 86 0.38 +0.06 GB-CAO
16.5 7.1 +1.0 134 87 0.43+0.06 GB-CAO
16.5 5.4+1.0 134 86 0.32 +0.06 GB-CAO
16.5 4.2 + 0.8 164 45 0.25 +0.05 OVRO-PKS
16.5 4.8+ 0.8 164 45 0.29 +0.05 OVRO-PKS
16.5 4.9+ 0.8 168 46 0.30 +0.05 OVRO-PKS
16.5 4.7+ 0.8 170 46 0.28 +0.05 OVRO-PKS

1510-08 2.4 2.0+1.2 55 89 0.83 +0.50 GB-OVRO
2.3 2.3±0.5 92 80 1.00 +0.21 GB-ONS II
2.7 3.2 +0.8 134 86 1.18 +0.30 GB-CAO
2.7 3.4+ 0.8 134 86 1.25 +0.29 GB-CAO
2.3 1.5±0.7 173 57 0.65 +0.30 OVRO-PKS

4C 05.64 2.6 1.6+ 0.5 104 76 0.62 +0.19 GB-ONS II
1555+00 2.2 1.9 +1.0 47 88 0.86 +0.45 GB-OVRO

2.2 2.8+ 1.0 51 88 1.27 +0.45 GB-OVRO
2.2 2.1 +0..5 81 73 0.95 +0.23 GB-ONS II
2.2 2.5 +0.5 104 77 1.13 +0.23 GB-ONS II
2.8 3.5+ 0.8 134 87 1.25 +0.29 GB-CAO
2.2 2.4 +0.7 172 45 1.09+ 0.32 OVRO-PKS
2.2 2.1+0.7 173 45 0.95+ 0.32 OVRO-PKS
2.2 2.3 +0.7 174 45 1.05 +0.32 OVRO-PKS

DA 406 2.8 3.2 + 0.5 101 85 1.14±0.15 GB-ONS II
3C 345 7.9 8.3 +1.4 37 13 1.1 +0.2 GB-OVRO

7.9 8.5+ 1.4 39 26 1.1 +0.2 GB-OVRO
7.9 5.5+ 1.3 47 55 0.70 +0.16 GB-OVRO
6.5 3.8+ 1.5 90 135 0.58 +0.23 GB-ONS I
7.9 6.1+0.7 95 45 0.77 +0.08 GB-ONS II

* Exclusive of Component A.
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TABLE 3—Continued

Source St Sc d e i Baseline
(1) (2) (3) (4) (5) (6) (7)

3C 345 ( con t . ) . . . 7.9 6.6+ 0.7 101 86 0.84 +0.09 GB-ONS II3C 345 ( con t . ) . . .
7.9 5.2 +0.6 105 68 0.66+ 0.09 GB-ONS II
8.5 6.4+1.0 116 56 0.75 +0.12 GB-CAO
7.9 5.5+ 0.8 117 99 0.70 +0.10 OVRO-ONS
8.5 3.2 + 0.9 131 85 0.38 +0.11 GB-CAO
8.5 4.3 +0.9 132 76 0.51+0.11 GB-CAO

NRAO 530 4.2 2.0+1.2 53 92 0.48 +0.29 GB-OVRO
3C 380 7.2 2.9 +1.2 46 36 0.39 +0.17 GB-OVRO

7.2 2.5 +1.2 48 77 0.35 +0.17 GB-OVRO
7.2 2.7 + 1.2 53 69 0.38 +0.17 GB-OVRO

2134+00 12.1 3.1 +1.0 43 87 0.26 +0.08 GB-OVRO
12.1 3.3+ 1.0 52 88 0.27 +0.08 GB-OVRO
12.1 8.5+ 1.2 54 88 0.70 +0.10 GB-OVRO
12.1 4.5+ 2.2 95 86 0.37 +0.18 GB-ONS I
12.1 10.2 +1.0 105 77 0.84 +0.08 GB-ONS II
12.1 6.6 + 0.9 131 79 0.55 +0.07 OVRO-ONS
12.1 8.7 + 1.3 134 87 0.72+0.11 GB-CAO
12.1 3.4+1.1 134 87 0.28 +0.10 GB-CAO
12.1 2.9 +0.7 174 45 0.24+ 0.06 OVRO-PKS
12.1 2.8 + 0.7 175 46 0.23 +0.06 OVRO-PKS
12.1 2.7 +0.7 175 46 0.22 +0.06 OVRO-PKS

2145+06 4.6 3.5+1.1 37 85 0.76+ 0.24 GB-OVRO
4.6 4.0+1.3 47 82 0.86+ 0.28 GB-OVRO
4.6 6.7 +1.4 53 90 1.46+ 0.30 GB-OVRO
4.6 4.0+1.3 54 85 0.86+ 0.28 GB-OVRO
4.6 3.1+0.5 97 73 0.67 +0.11 GB-ONS II
4.6 3.5+ 0.5 100 74 0.76+ 0.11 GB-ONS II
4.6 3.5+ 0.7 169 41 0.76+ 0.15 OVRO-PKS
4.6 3.6+ 0.7 171 43 0.78+ 0.15 OVRO-PKS

VRO 42.22.01... 6.5 4.1+ 1.3 49 58 0.63 +0.20 GB-OVRO
6.5 4.7 +1.0 127 89 0.72 +0.15 OVRO-ONS
6.5 6.7 +1.1 132 77 1.03+ 0.17 GB-CAO

3C 446 4.5 2.1+ 1.3 49 58 0.47 +0.29 GB-OVRO
4.5 1.4+ 0.7 171 46 0.31+0.16 OVRO-PKS
4.5 1.6+0.7 173 46 0.36 +0.16 OVRO-PKS

3C 454.3 18.0 17.0+1.8 20 37 0.94 + 0.10 GB-OVRO
18.0 14.1+ 1.7 27 55 0.78 +0.09 GB-OVRO
18.0 12.9+1.5 35 109 0.72 +0.08 GB-OVRO
18.0 10.4+ 1.5 51 81 0.58+ 0.08 GB-OVRO
18.0 13.9+ 1.8 54 86 0.76+ 0.10 GB-OVRO
18.0 15.5+ 1.1 55 85 0.86+ 0.06 GB-OVRO
18.0 14.2 +1.8 55 85 0.79 +0.12 GB-OVRO
22.0 18.8+ 2.7 70 88 0.85+ 0.12 GB-ONS I
22.0 17.8+ 2.3 100 76 0.81+0.10 GB-ONS I
22.0 17.7 +1.7 105 78 0.80 +0.08 GB-ONS II
15.0 5.5 +1.0 121 24 0.37 +0.07 GB-CAO
15.0 6.8+1.0 131 90 0.45 +0.07 GB-CAO
15.0 5.3+ 1.0 132 89 0.35 +0.07 GB-CAO
18.0 6.5+ 0.9 168 33 0.36 +0.05 OVRO-PKS
18.0 6.6+0.9 169 34 0.37 +0.05 OVRO-PKS
18.0 5.4+ 0.9 171 35 0.30 +0.05 OVRO-PKS
18.0 5.7 + 0.9 175 40 0.32+0.05 OVRO-PKS

2345-16 3.1 2.5 +0.7 169 48 0.81+0.22 OVRO-PKS
3.1 2.5 +0.7 170 48 0.81+0.22 OVRO-PKS

12
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be thought that the detection of fringe s in these cases is not significant. This is not the
case since the quoted fringe amplitudes are based on the integration of the power spec-
trum over the maximum frequency spread expected from local oscillator instability
(Clark et al. 1968a). Sometimes, during periods of unusually good oscillator stability, the
peak of th e power spectrum clearly stands out above the noise, even though the inte-
grated value appears to be barely significant. All of the sources listed in Tables 2 and 3
were selected with the requirement that the peak amplitude exceed the noise at the 95
percent confidence level.

It is important to note that an uncertainty in fringe visibility is equivalent to a re-
duction in resolving power. For example, on the Owens Valley-Parkes baseline, a mea-
sured fringe visibility of unity with a 5 percent error implies a Gaussian half-power
width less than 0''00015. If the error is 20 percent, the size limit becomes 0''0003; and
for 50 percent error, 0''0005. Thus, an increase in precision from 20 percent to 5 percent
gives an improved resolution equivalent to doubling the length of th e baseline.

IV. SOURCE STRUCTURE

A brief d escription of t he small-scale structure of each source is given below. I t is
based not only on the data given in Tables 2 and 3 but also on previously published
interferometer observations (shown in Table 4), as well as observations of inte rplane-
tary scintillations at 70 cm (Harris and Hardebeck 1969).

PKS 0019—00. The sourceis unresolved at 18 cm (<0''025). The 50-cm6 observations1

give d = 0''015 + 0''005. At 13 cm, y < 0.14 so that there is no fine structure less than
~0"002 in diameter containing more than 15 percent of the total flux.

PKS 0106-\-01. QSS. Most (>85 percent) of th e flux density at 6 cm comes from a
component which has a spectral maximum near 8 GHz and is unresolved at all spacings
at 6 cm, so 6 < 0''0004. About 80 percent of t he flux density comes from this small
component at 13 cm.

NRAO 91. The data at 18 and 50 cm are in good agreement and indicate a relatively
simple source with 6 ~ 0''019 + 0''002. One observation at 75 cm" does not differ sig-
nificantly from the data at shorter wavelengths.

CT A 21. The 18-cm observations suggest a core-halo structure with ~75 percent in
a halo 0''01 in diameter, and 25 percent in a core <0''002. The 6-cm observations show
the core to be ~0''002. A single measurement at 5 X 106 X at 50 cm6 is somewhat lower
than expected from our model and may reflect the presence of an other, more extended
component at longer wavelengths, which is also suggested by a minimum in the spec-
trum near 75 cm. Neither our data at 6 and 18 cm nor the Jodrell Bank data at 11 and 21
cm show evidence of th e double structure reported at 75 cm".

3C 84. Seyfert galaxy. The 18-cm data show about 40 percent of the total flux density

TABLE 4

PREVIOUSLY PUBLISHED INTERFEROMETER OBSERVATIONS

Authors Wavelength (cm)

a) Broten et al. 1969; Clarke et al. 1969 75
b) Jauncey et al. 1969 50
c) Jauncey et al. (unpublished) 50
d) Donaldson et al. 1969 21, 11, 6
e) Donaldson and Miley 1971 21, 11, 6
/) Kellermann et al. 1970 13

1 For an explanation of the superior Latin indices, see Table 4.
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to be completely resolved at the shortest spacings. This is presumably the 5' halo (e.g.,
Ryle and Wyndram 1968). Another 45 percent of th e source has an angular size of 0'' 02
at 18 cm, and 15 percent is in a core which is not significantly resolved at 35 X 106 X.
At 6 cm the Jodrell Bank data gave an unresolved flux of 16.6 flux units (f.u.) at
2 X 106 X in 1967. The total flux density has increased by 4 f.u. during the period
1967.0-1969.0 (Kellermann and Pauliny-Toth, unpublished) so that the small core con-
tains about 20.5 f.u. in 1969.0. Our 6-cm data indicate a minimum in the visibility
function near 80 X 106 X. The data between 37 and 51 X 106 X which range over 77°
of positio n angle suggest that the core is nearly circularly symmetric. The simplest in-
terpretation of our data is that the core is a circular disk or ring with a diameter 0"0025,
corresponding to 2 lt-yr with z = 0.018 and H = 100 km s-1 Mpc-1. The Jodrell Bank
observations'' do not show any evidence of th e double structure reported at 75 cm". The
simplest interpretation of the 75-cm data suggests a component <0''02 which is 15
percent of the total flux density, although the scatter in the data is large. We tentative-
ly associate this component with the one we find at 18 cm with d ~ 0''02. Scintillation
data at 178 MHz require that not more than 10 percent of t he total flux be in the
smaller two components at this frequency.

Figure 1 shows the spectrum of 3C 84 at the epoch 1969.0 divided into the three com-
ponents based on the data described above.

NRAO 140. QSS. The source is not significantly resolved at any spacing at 6, 18, or 50
cm6 (the 50-cm total flux density given in Jauncey et al. 1970 is too high by 30 percent).
At 13 cm', y = 0.47 at 80 X 106 X. The complex spectrum, with a minimum near 5 cm,
suggests that there is a component <0''002 in diameter which contributes about one-
half of th e flux density at 13 cm, and is relatively stronger at shorter wavelengths. The
other component is <0''03.

CTA 26. QSS. A significant fraction of the flux density at 6 and 13 cm' comes from a
component <0''001.

NRAO 150. Most of the flux density (> 70percent) at 18 cm comes from <0''015. At
6 cm most of th e flux comes from a region ^0^0013.

3C 119. QSS. There appears to be structure on a scale of about 0''15 with one or more
components of the order of 0' '01 or less.

3C 120. Seyfert galaxy. This source is highly variable, so it is difficult to compare the
observations made over a period of t ime at different baselines. There is certainly fine
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FIG. 1.—Radio spectrum of NGC 1275 (3C 84) showing the separation into separate spectral com-
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structure at all wavelengths between 6 and 75 cm. At the time of the 1969 January 6-cm
observations between Green Bank and Sweden, the flux density was near a maximum at
6 cm. The total amplitude of th is particular outburst appears to have been at least 5
flux units, whereas the fringe amplitude was only 1.7 flux units, so that it is significantly
resolved at 104 X 106 X, and the size of t he variable component may be estimated to
have been >0''001.

PKS 0420—01. QSS. The observations indicate that most of th e radiation at 6 cm
originates in a component which is <0''0007.

3C 138. QSS. Donaldson and Miley (1971) find 3C 138 to be double at 11 cm w ith a
component separation near 0"Ae. Our single detection requires that at least one compo-
nent have structure on a scale Of07 or less; similar conclusions are reached froma single
measurement at 75 cm".

NRAO 190. The data suggest an overall size of about 0''01, but with one-half or more
of the flux d ensity at 6 and 13' cm coming from a component <0''001.

3C 147. This source does not appear to possess symmetry about either the position
angle of 55° suggested by Anderson and Donaldson (1967) or the angle of 85° suggested
by the 75-cm data". It is clear that in both position angles there is structure at least as
large as 0''07 as well as appreciable structure smaller than 0''02.

PKS 0605 —08. The source is unresolved at 6 cm at 100 X 106 X. At 13 cm', y •—- 0.6
at 80 X 106 X. This suggests that most of the flux density at 6 cm comes from <0'f0007,
and that at 13 cm this component contributes only about 60 percent to the total flux
density.

PKS 0607—15. At least 30 percent of t he flux density at 6 and 13 cm' comes from a
region <0''002.

DW 0742+10. The source may be partially resolved at 18 and 6 cm. The complex
spectrum suggests two components, with the smaller one being <0''001 and at least 2.4
f.u. at 6 cm and only 0.8 f.u. at 13 cm'. The overall size appears to be about 0''01.

PKS 0834— 20.'The limited data suggest that most of the emission at 18 cm comes
from a region ~0''01.

4C 39.25. QSS. There is an unresolved component at 6 cm which is <0'?0004. Its
flux density is about 6.5, 2.5, and 1.5 f.u. at 6, 13', and 18 cm, respectively. In addition,
there is a more extended component at 18 cm which is >0''02. The spectrum has a
rather deep minimum near 30 cm.

PKS 1055-{-01. QSS. There appear to be at least two small components, one which
contributes 60-70 percent of the total flux density at 50c and 75 cm" and is in the range
0''001-0''01, and a second which is unresolved at 6 and 13 cm' and is <0''0005 and con-
tributes about 50 percent of t he total flux density at these wavelengths.

PKS 1121—14. QSS. The data indicate at least two or three distinct components.
One, which is stronger at long wavelengths, is ~0''003. The second is <0'f001 and is 15
percent of the total at 13 cm'. It appears to be well r esolved at 6 cm at 170 X 106 X,
where it contributes most of t he observed flux density.

PKS 1148—00. QSS. The data at 18 and 13 cm' are in only fair agreement. The sim-
plest model is a source ^0*002, but the 18-cm points are somewhat low on this model;
alternatively, there may be an unresolved core <0''002.

3C 273. QSS. Both the 6- and 18-cm visibility curves suggest classical core-halo struc-
ture (Figs. 2a and 2b). The 18-cm data show that there is a halo (component B) of 0''022
which co ntributes ~50 percent (15 f.u.) of t he total flux density at this wavelength,
exclusive of compo nent A. The second component (C), also 15 f.u., is barely resolved at
18 cm. At 6 cm this component contributes about 60 percent of the total flux (20
f.u.); it is completely resolved and is '~0''002. A third component (D) has about 20 per-
cent of the total flux (6 f.u.) and appears to be unresolved at 175 X 106 X, so it is
<0''0004.

The absence of a significant minimum in the visibility function at 6 cm suggests that
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FIG. 2a.—Visibility function ol the compact source in 3C 273 at 18 cm.
FIG. 2b. —Visibility function of t he compact source in 3C 273 at 6 cm.

components C and D are not separated by more than the size of component C (~0'f002).
The absence of a clear minimum near 5 X 106 X at 18 cm similarly suggests that com-
ponents B and C are not separated by more than 0".02. There is one very low point at
10 X 106 X at 18 cm. This may be due to component separation of abo ut 0"01, but it
may also be due to observational error. Clearly, more extensive measurements are nec-
essary to determine the extent to which components B, C, and D are coincident.2

The single measurement at 2.8 cm at 280 X 106 wavelengths suggests that compo-
nent D is partially resolved and is about 0T0004 in diameter (Broderick et al . 1970a, b);

2 Note added 1971 July 29.—More recent measurements at 3.8 cm indicate that component C is
double with a separation of 0''00155 ( Cohen et al. 1971, Ap. J. [in press]).
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but this result is very uncertain, and further high-resolution measurements are needed.
At 13 cm' at80 X 106 X, components B and C are nearly fully resolved and the single

measurement gives the flux density of component D as 1.9 f.u. At 50 cmc at 4.6 X 106 X,
component A is completely resolved, and the main contribution to the fringe amplitude
comes from component B which is partially resolved at this spacing. The estimated
total flux density of component B at 50 cm based on the angular size measured at 18 cm
is about 25 f.u., which is consistent with the spectrum shown in Figure 3. It is not clear
how the complex model proposed by the Canadian observers from their 75-cm observa-
tions" relates to our model.

3C 279. QSS. I t is well kn own that 3C 279 contains two major components, one of
which is small and predominates at short wavelengths. Our data suggest that this com-
pact component contains three subcomponents. The 18-cm a nd 6-cm visibility curves
suggest core-halo structure at both wavelengths. At 18 cm ~20 percent (2 f.u.) of the
total flux is in an extended component (A), 30 percent (3.5 f.u.) in a component B
~0"022, and 50 percent (5.5 f.u.) in an unresolved component (C). At 6 cm component
C is about 60 percent of t he total (10 f.u.), is resolved, and is ~0''001. Component D,
which contributes about 15 percent of the total (4.5 f.u.), is unresolved andis <0'f0004.
At 13 cm' component B must be completely resolved at 80 X 106 X. If component C
is ~0''001, then its visibility at 13 cm is about 0.6. The measured fringe amplitude is 3.2
f.u., and so component Dmust be about 2 f.u. at 13 cm. At 75 cm, component A is com-
pletely resolved and C and D contribute negligible flux density, so the observations at
75 cm" must refer to component B which contributes 35 percent (4.5 f.u.) at this fre-
quency. Interplanetary scintillation (IPS) observations made close to the Sun at 11 cm
(Cohen and Gundermann 1969) have shown a component <0'!002; this must be com-
ponents C and D. The size quoted by the Canadian observers (0"010 + 0!003) at P.A.
90° does not agree too well with our size of 0''022 at P.A. 65°, so component B may be
elongated.

PKS 1245—19. The source is unresolved at 18 cm at 1.4 X 106 X and completely re-
solved at 13 cm' at 80 X 10®, so 0''002 < 6 < 0''04.

3C 287. QSS. At 18 cm one-half of the source is unresolved at 4.7 X 106 X. The source
is completely resolved at 13 cm at 80 X 106 X, so the re must be a component 0''002 <
6 < O'fOl. At 50 cm1 this component appears to contribute only about 15 percent of th e

LÜ
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3C 273

F R E Q U E N C Y - M H z

Fig. 3.—Radio spectrum of the c ompact source in 3C 273 showing the separation into separate com-
ponents. X, Component B; A, Component C; •, Component D.
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total flux density. At 70 cm the IPS index m = 0.8, so that the larger component is also
rather compact, probably with a diameter near 0''03. The 75-cm interferometer data",
however, indicate double structure on a scale of 0''l- 0''2.

3C 286. QSS. Our data at 18 cm are consistent with a circularly symmetric source of
diameter ~0''03. A single measurement at 50 cm1 is also consistent with this. The more
extensive data at 75 cm" imply considerably more complex structure on a scale greater
than ~0''l, although this may refer to another component which contributes at longer
wavelengths. The presence o f th is low-frequency component is suggested also from the
spectrum which does not show the low-frequency cutoff expected of the 0".03 component.
At 70 cm, the IPS index m = 0.6, which suggests th at the low-frequency component
contains about 40 percent of the flux at this wavelength. No fringes were seen at 13 cm/,
so there is no fine structure less than ~0''002.

3C 309.1. QSS. There is no evidence of self-absorptio n in a small component in the
overall spectrum, which is close to a power law. The 18-cm data show that the source is
unresolved at 4.3 X 106 X and is <0''015. At 75 cm" there are at least two components.

DA 406. QSS. The sourceis unresolved at 6 cm at 100 X 106 X and is less than 0T0008.
About 50 percent of the flux density is in this small component at 13 cm' (1.6 f.u.) and
at 18 cm (1.6 f.u.).

PKS 1510—08. QSS. Most of the source at 6 cm is <0'!'0004. At 13 cm' only 40 per-
cent of the source is in this unresolved component. A comparable fraction is in a compo-
nent <0''01 at 75 cm".

4C 05.64. At 6, 13, and 18 cm at least 40 percent of the flux comes from a component
less than <M)''001. The source isunresolved at 50 cmc at 5 X 106 X , so all of the source is
less than ~0''015 at this wavelength.

DW 1555+00. The source is not resolved by any of our measu rements. Most of the
source is < 0''01 at 50 cm", <0''0006 at 13 cm', and <0''0004 at 6 cm.

CTD 93. Galaxy. The major component is approximately 0!0025, but the high visi-
bility observed at 13 cm' at 80 X 106 compared with that observed at 35 X 106 X at 18
cm suggests possible structure <0''002.

3C 345. QSS. About 60 percent (4 f.u.) of the total flux density is in an unresolved
component <0?0007 at 6 cm. At 13 cm' the flux density of this com ponent is 2.5 f.u.,
and at 18 cm it is 1.6 f.u. In addition, there is a larger component ^0"005 which is
nearly completely resolved at 35 X 106 X at 18 cm and contributes half of the tota l flux
density at 75 cm". The remainder of the source at 75 cm" is in a more extended compo-
nent >0''05, which does not contribute more than 20 percent of th e total at 18 cm.

NRAO 530. There is a component which contains about 50 percent (2.0 f.u.) of the
flux density at 6 cm and is less than '~0''002. At 13 cm' this component is much weaker
and is only ~0.4 f.u. At 18 cm this component has a negligible contribution and most of
the flux density comes from a region ~0' '005. A considerably larger size of abou t 0'f03
is found at 75 cm*.

3C 380. QSS. There is a component which is < 0!002 and contributes about 30 per-
cent of th e total flux density at 6 or 18 cm (2.5 and 3.5 f.u., respectively). The 75-cm"
data apparently refer to a more extended component.

3C 418. At least 70 percent of the flux density at 18 cm is in an unresolved component
less than <~0''015.

PKS 2127+04. The source is unresolved at 50 cm6 and is less than ~0''015. The 13-
cm' data give6 ~ 0T002, but the fringe amplitude observed at18 cm at 15 X 106 is too
low for a source this small, and may indicate more complex structure. Most of the flux
comes from a component which has a sharp cutoff below 1 GHz.

PKS 2134+004. QSS. The 6-cm data indicate a diameter of 0T 0008, but the large
scatter suggests possible complex struct ure. The 13-cm' point fits better to a source
about twice this size, but at this wavelength there may be more extended structure as
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suggested by a slight positive curvature of the spectrum. Most of the flux at centimeter
wavelengths comes from a component which has a sharp cutoff near 6 cm.

PKS 2145Jr06. QSS. The source is essentially unresolved at 6 cm, so most of the flux
is from a component of about 4 f.u. and less than ~0''0004. This component contributes
about 2 f.u. at 13 cm' and at 18 cm. At 50 cm6 the source is pr obably unresolved at
5 X 106 X, so the entire source is less than -—-0''015.

VRO 42.22.01 (BL Lac). QSS? T he source is unresolved at 6 cm and is less t han
~0''0004. At 13 cm' this small component is only 22 percent (1.3 f.u.) of the total flux.

PKS 2203-18. QSS. 0 ~ 0?05.
CT A 102. QSS. The interferometer data indicate more complex structure than sug-

gested by the relatively simple spectrum. At 18 cm about 50 percent of th e flux comes
from a halo ~0''007, and 50 percent is unresolved and is less than ~0''003. The 13-cm'
measurement requires that at least 20 percent of th e flux at 13 cm be in a component
<0''001. The 75-cm° data suggest the presence of a larger component containing 15
percent of the flux, and having a size greater than ~0!2. There is no evidence of th is
larger component in our 50-cm data4 nor in the IPS data at 70 cm, which give an index
m = 1. However, the uncertainties in the 50-cm interferometer data and the IPS data
are sufficiently large that there is no real inconsistency.

3C 446. QSS. There is a component of ab out 2 f.u. which is unresolved at 6 cm be-
tween 50 and 170 X 106 X. It is lessthan ~0''0004, and is1 f.u. at 13 cm'. At 18 cm there
is a second small component which has structure at 18 cm on a scale ~0"02.

3C 454.3. QSS. The interpretation of th e 6-cm data is difficult due to the large de-
crease in total flux density which occurred in 1969. There is a component of abou t 5 f.u.
at 6 cm which is unresolved at175 X 106 X and is less than <~0"0004. Most of the rest of
the flux at 6 cm comesfrom a component which isresolved by 100 X 106 X and is ~0''002.
This component is also resolved at 18 cm where it contributes most of t he flux, and the
13-cm' data suggest possible complex structure. The entire source is unresolvedby us at
50 cm6 and is less-than ~0''15. The 75-cm interferometer dataa suggest structure on a
scale of 1" or greater, but the observed scintillation index of unit y suggests that nearly
the entire source be contained within 0''2 at 70 cm.

PKS 2345—16. Complex spectrum; QSS. The source is essentially unresolved at 13'
and 6 cm, so 0 < 0''0004.

The models used to describe the sources are only a first approximation to the true
structure in the sense that we have always taken the simplest model which is consistent
with our data. In particular, we have not forced our models to include every data point,
but believing that our estimated errors are true standard deviations, we have allowed up
to 30 percent of our points to differ from the model by more than the quoted error. For
example, when the fringe visibility at only one out of four or five measured spacings is
low, we have not interpreted this as evidence of d ouble structure. Rather, we consider
it more likely to be due to a statistical fluctuation, or to loss of coherence for some other
reason. This means, however, that our analysis is biased against finding any double or
other multiple structure which may exist.

Often when there is only a small range of spacings covered by the data, it is difficult
to choose between a model consisting of a partially resolved simple Gaussian source and
one consisting of a completely resolved component plus a completely unresolved com-
ponent. To choose between these two cases we have considered the spectrum of the
source. If the spectrum is simple and contains only a single maximum, we consider it
likely that the structure is also simple; but if t he spectrum is complex and shows one or
more maxima or minima in the frequency range discussed, then we have assumed that
this is due to several components which become opaque at different wavelengths. In a
number of cases, however, such as 3C84, 3C 273, and 3C 279, where there are reasonably
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extensive interferometer data at several wavelengths, it is clear from the fringe visibili-
ties alone that there must be up to three or more distinct components.

V. VARIABLE SOURCES

The unambiguous resolution of variable source components would permit a direct
test of t he expanding source model (Shklovskii 1965) and allow the rate of expa nsion to
be determined. It would also be possible to calculate the rate of cha nge of th e magnetic
field strength and, in the case of ide ntified sources whose distance is known, the total
energy content. Also, for the identified variable sources it would be possible to test the
hypothesis that the apparent expansion velocity is greater than that given by the usual
light-travel-time arguments (e.g., Rees 1968). Most of the variable sources are, however,
too small to be resolved with the baselines used in the measurements reported here.

One exception is the relatively nearby radio galaxy NGC 1275 (3C 84). 3C 84 was
resolved on the Green Bank-Onsala baseline in both the 1968 and 1969 measurements.
The fringe visibility appears to have significantly decreased during the one year between
the two sets of observations, indicating an increase in angular size during this time. It
is, however, difficult to be quantitative since the uncertainty in the visibility in 1968 is
large and because the low values of y cause the calculations to be strongly model depen-
dent. If we interpret our 1969 observations as indicating a circular disk structure (see
§ V), then the diameter was 0''0025 + 0'f0002 in 1969.0 and 0T0017 ± 0!0002 in 1968.0.
The later value is greater than the value of 0 ''001 given by Kellermann et a l. (1969),
because the results in that paper were based on a circular Gaussian model rather than
the circular disk required by the new data. If we assume that z = 0.018 and H = 100
km s-1 Mpc-1, then the distance to NGC 1275 is 78 Mpc and the corresponding diame-
ters are 2.1 + 0.2 and 1.4 + 0.2 lt-yr in 1969.0 and 1968.0, respectively, so the diameter
has increased by 0.7 + 0.3 lt-yr in one year, giving an expansion velocity v/c = 0.35 +
0.15. This is greater than estimated previously (Kellermann et a l. 1968), implying that
the variable component is much younger than the ten years which was previously as-
sumed from an analysis of the radio intensity variations. Further measurements are
clearly required to confirm the observed size variation and to determine more accurately
the expansion rate.

The direct resolution of a variable component has also been reported for 3C 273
(Gubbay et al. 1969) and for 3C 279 (Moffet et al. 1971). In the case of 3C 279, their 13-
cm observations, which are spaced over a two-year period, suggest that the expansion
is relativistic with y = (1 — z>2/e2)~1/2 > 2. Similar data for 3C 273 show the existence
of an unresolved component which does not vary in intensity, while the flux of a l arger
resolved component was decreasing. This is an interesting and surprising result, since
it means that the observed variations in flux density do not necessarily occur in the
smallest component, as might have been expected.

This suggests to us a small, well contained, but highly energetic core, which occasional-
ly releases a cloud of re lativistic particles which then expands and rapidly becomes big-
ger than the core.

The only other variable source for which there is a relevant observation is 3C 454.3,
which showed a decrease in total flux density from 22 to 15 f.u. between the time of th e
Green Bank-Onsala observations in 1969 January and the Green Bank-Crimea observa-
tions in 1969 October. This is reflected by a comparable drop in fringe amplitude ex-
pected if th e variable component is unresolved at 100 X 106 X.

VI. DISCUSSION

Since our observations cover only very limited regions of t he ( U , V ) -plane, it has been
difficult to determine in detail the structure of in dividual sources, particularly for the
weaker sources where the uncertainties in fringe visibilities are large. Moreover, many of
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the sources are variable, a condition which further limits the interpretation of the data.
We believe, however, that our data determine (1) the overall size of th e compact radio
sources, (2) the approximate scale of individual components, and (3) the general de-
pendence of the structure on wavelength.

It is apparent from the present data, and from previously published work at lower
resolution, that there is a continuous range of s cale in extragalactic sources down to
angular dimensions of 0?000 4 or less. If the quasi-stellar sources are assumed to be at
cosmological distances, then the typical linear dimensions of the smallest components
are of th e order of a few parsecs or less. The unresolved component in 3C 273 is smaller
than 1 pc.

The observed peak brightness temperatures range up to a value of about 1012 ° K,
which is the limiting brightness temperature that can occur in an opaque incoherent
synchrotron source (Kellermann and Pauliny-Toth 1969). We note in passing that
such high measured brightness temperatures preclude any possibility that the observed
radio emission in sources with peaked or complex spectra is due to any thermal process.
Using the synchrotron model to interpret the measured angular size and cutoff frequency
we estimate the magnetic field strengths, in the usual way, to be in the vicinity of 10~ 4

gauss in most of th e resolved opaque components.
In general, when a source has been observed at several wavelengths at comparable

spacings, the fringe visibility is g reater at the shorter wavelengths. Figure 4 shows a
plot of the fringe visibility at 6 cm measured near 80 million X, or interpolated from data

6 cm

© ©

0.6

0.4

0.0
0.0 1.0 y

13 cm
0.6 0.80.2 0.4

FIG. 4.—Fringe visibility at 6 cm vs fringe visibility at 13 cm for a spacing of 80 X 106 X. N umbers
refer to the following sources: (1) 0 106+01; (2) CTA 26; (3) 3C 120; (4) 0605-08; (5) 0742 + 10;(6)
4C 39.25; (7) 1055+01; (8) 3C 273; (9) 1510-08; (10) 1555+00; (11) 3C 345; (12) 2134+00; (13)
2145+06; (14) VRO 42.22.01; (15) 3C 454.3.
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near 50 and 100 million X, versus the fringe visibility at 80 million X measured at 13 cm
(Kellermann et al. 1970). The visibility measured at 6 cm is in every case greater than
that measured at 13 cm. This shows directly that the apparent angular dimensions are
smaller at the shorter wavelengths, so the compact sources in general do not contain a
single opaque component whose size is independent of wavel ength.

The apparent variation of size with wavelength could be due to the presence of sev-
eral components which become optically thick at different wavelengths, as suggested
by the shapeof the radiospectra (e.g., Kellermann and Pauliny-Toth 1969; Jauncey et al.
1970) or to the effect of inter stellar scattering (e.g., Harris, Zeissig, and Lovelace 1970).
For the following reasons, we believe that our data are not significantly affected by in-
terstellar scattering and that the results are most simply interpreted as due to the higher
self-absorption cutoff fre quency in the smaller components.

1. The expected scattering size at 13 cm (~10-4 arc sec) is an order of ma gnitude less
than the smallest source capable of being resolved on a baseline of 80 X 106 X (^lO-3

arc seconds).
2. The measured angular dimensions are generally close to what is expected from self-

absorption with magnetic fields of the order of 10~ 4 ga uss.
3. The measured peak brightness temperatures are of the order of 1012 ° K at all wave-

lengths, as expected from self-absorption and inverse Compton cooling.
4. Sources with complex radio spectra tend to show frequency-dependent angular

structure, while the size of sources with relatively simple spectra (a single maximum and
sharp low-frequency cutoff) generally are independent of wave length.

5. In several sources (e.g., 3C 273) where there is sufficient interferometer data, the
fringe-visibility diagrams show directly the presence of se veral components, with the
larger components being stronger at the longer wavelengths.

In the range of ang ular dimensions from 0T0005 to 0!05 where our results are most
sensitive, there is no clear evidence in our data that the components are spatially sep-
arated. However, because we have considered only those observations which gave fringes
and because we place little weight on the few cases where there are isolated low fringe
visibilities, we have systematically discriminated against detecting multiple structure.
There is, however, evidence from the observations made at 75 cm (Clarke et al. 1969) of
component separations in the range 0''01-0'fl. Clearly measurements with more cover-
age of the (u, i))-plane are required before more detailed models of source structure can
be pursued.

A total of twelve sources gave fringes on the longest baseline, 176 X 106 X, between
California and Australia. These sources all contain significant structure on a scale of
0'f0005. Several sourcesincluding 0106+01, 3C 273, 3C 279,1555+00, 2145+06, 3C 345,
3C 454.3, and 2345—16 have unresolved components which are 0"0004 or less in extent,
and observations at higher resolution are necessary to study them.

Longer baselines are impractical due to restricted common sky coverage from loca-
tions near diametrical positions on the Earth, so that the observations must be extended
to shorter wavelengths.

We have reported observations at 2.8 cm made between Green Bank and the Crimea,
a baseline separation of 280 X 106 X (Broderick et al. 1970a, b). However, the lower sensi-
tivity of the receivers, together with decreased local oscillator stability, allowed o nly
weak fringes to be seen on two sources, 4C 39.25 and 3C 273. Little or no increase in the
effective resolution was achieved because of the large uncertainty in fringe visibility.

It is interesting to note that all of the stronger sources should be resolved by using
baselines restricted to the surface of th e Earth, because a source with 1 f.u. or more of
unresolved flux at this baseline (irrespective of the frequency of observation) would
have a brightness temperature in excess of the limit set by inverse Compton cooling of
1012 ° K (Kellermann and Pauliny-Toth 1969). This follows from the fact that for a
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constant peak brightness temperature, Tv = \VS/W, and peak flux density S, the
angular size 8 of a n opaque synchrotron source is directly proportional to the wave-
length of maxi mum flux density. Thus, if on a given physical baseline D th e effective
resolution is given by 8 ~ A/3Z), and i f T v < 1012 ° K, then for al l sources with Sp >
3 f.u. the maximum required baseline D is 10000 km if th e observations are made at the
wavelength of ma ximum flux density. At shorter wavelengths, sources well under 1 f.u.
may be resolved with terrestrial baselines, so that there seems to be little need to use
baselines in space or between the Earth and the Moon.

This conclusion does not apply to sources such as molecular masers or pulsars, which
do not radiate by an incoherent synchrotron mechanism, and are not therefore limited
to 1012 ° K. In the case of the known pulsars, however, they radiate most strongly at
wavelengths where interstellar "seeing" is likely to limit the maximum usable baselines
to less than one Earth diameter (e.g., Harris et a l. 1970).

We are grateful to the many people who have contributed in various ways to the suc-
cess of these observations. These include S. Weinreb, W. Vrable, M. Balister, and J.
Payne at NRAO; A. Moffet and G. Seielstad at OVRO; L. Kogan and V. Kostenko, of
the Institute for Space Research; V. Efanov and others at the Crimean Astrophysical
Observatory; and B. Höglund, B. Hansson, E. Kollberg, and others at Onsala.
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for National Defense whose aid and cooperation allowed us to synchronize our clock in
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and the NASA DSN Tidbinbilla Tracking Station. We also wish t o thank Y. Pariskii
and others at the Pulkova Observatory for their generous assistance in transferring the
time between Stockholm and Crimea.
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and we are grateful to him and his staff for their generous help. We are also grateful to
the Goddard Space Flight Center for the loan of the ir hydrogen maser and to Dr. H.
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ABSTRACT

Transient wave responses of two di fferent inhomogeneous ionized media —the

exponential medium and the symmetrical Epstein layer — are studied. By means

of the linearized wave equations exact expressions for the unit step wave respons-

es are derived. In both cases they can be written in closed mathematical forms,

namely as a Bessel function and a Legendre function respectively. The unit step

modulated carrier responses, written as convolution integrals, are computed at

different heights in the media and at different carrier frequencies, i.e. the varia-

tions of the electric field, the magnetic field and the energy flow are determined.

This makes it possible to compare the exact signal envelopes with the earlier ob-

tained approximate results. Futhermore the strong signal distortion at tunnel

transmission through a thin symmetrical Epstein layer is studied in detail.



I. INTRODUCTION

There are essentially two different methods for solvingsteady-state wave propaga-

tion problems in stratified, ionized media. One can express the waves by mea ns ot

a multiple phase integral principle [Rydbeck , 1948 ] or by wave coupli ng techniques

[Rydbeck and Il jalmarson , 196(> J without simplifying the variation of the refractive

index. On the o ther hand, one can replace the t rue electron density variation with

some known fun ction, such as a linear, an exponential or a parabolic one, in order

to obtain an exact solution of the wave equation, known as the full wave so lution. This

method is advantageous as it can be used at all signal frequencies. However, the solu-

tion is often a complicated mathematical function which in many cases makes the physi-

cal insight difficult.

There exist a g reat deal of t heory on steady-state electromagnetic wave propagation

in inhomogeneous ionized media using these methods. However, l'or all dispersive

transmission channels a deeper insight into the propagation properties requires a

transient wave solution. One should determine the variation of the electromagnetic

fields when a transient wave is incident upon the medium. This theory is also of

practical importance when one remembers that the majority of ex perimental efforts

in iono spherical physics is restricted to "sounding'' techniques. Besides, it will be

shown in th is work that the transient wave responses are often remarkably simple

expressions. Little work has been done in this field until now, although Sommerfeld

and Brillouin as early as 1914 treated the problem of signal distortion and signal ve-

locity in in finite, homogenous, dispersive media.

In m ost cases, the approximate transient wave response can be obtained by a stationary

phase method from the shape of the phase versus frequency characteristics of the

medium [Rydbeck , 1942 ] . Since a transient signal contains all frequencies, it is

more realistic to assume a simple electron density profile which m akes it possible

to obtain a full wave solution of the Laplace-transformed wave equation. This method

has been use d earlier to determine the unit step wave response and the unit step modu-

lated carrier response of a homogeneous, ionized medium (See Chapter II). The pur-

pose of the present work is to consider the transient wave responses of two diffe rent

stratified, ionized media, namely the exponential medium and the symmetrical Epstein

layer.
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The time variations of the electric field and the magnetic field at different heights,

caused by an incident unit step wave, are especially interesting to study. These

wave responses can be found by w riting down the linearized wave equation, setting

up the boundary conditions far below and high up in the media and then introducing

suitable Laplace-transforms. Throughout this work we use bilateral Laplace trans-

formation, defined by th e transform pair [van der Pol and Bremmer , 1955]

+°°

f(p) = p e~pt f(t) dt a < Re p < 0

f(t)

J
_00

C+j 00

1 1 pt— p
2 K j

w

V-p

C-j CO

f(p) dp a < c < ß

It should already be pointed out here that the unit step wave responses obtained in

both cases are remarkably simple mathematical expressions. Consequently, we can

easily study the propagation properties of th e two media and determine the unit step

modulated carrier responses by means of a digital computer. This makes it possible

to study, for instance, the interesting problems of si gnal distortion and signal time

delay at tunnel transmission through an ionized barrier. This has been demonstrated

in a series of fi gures, depicting the electric field, the magnetic field and the energy

flow at different levels at tunnel transmission through a thin symmetrical Epstein

layer.

The present investigation deals with transient electromagnetic wave propagation in

inhomogeneous, ionized media. As a matter of fact, the results are more general,

and they can be used to study all transient wave propagation prescribed by the same

wave equations.
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tndex of symbols

B =11 H
o

Cq velocity of ele ctromagnetic waves in free space

D electric displacement vector

e charge on the electron

E electric field

f frequency

f^ carrier frequency

f plasma frequency

f m maximum plasma frequency

F hypergeometric function

virtual height of r eflection

H magnetic field

H height scale factor

H^' ^Wnkel functions

j \rr
J Bessel function of the first kind

k propagation constant in free space

m mass of el ectron

n refractive index

N electron density

p complex variable in Laplace transforms

Py Legendre function
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= E x H; energy flow

t time
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v velocity
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o
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II. SIGNAL DISTORTION IN HOMOGENEO US IONIZED MEDIA

As an introduction to the study of the more complicated case of transient wave

propagation in inhomogeneous, ionized media we will here give a short summary

of signal distortion after propagation a certain distance in an infinite homogeneous

plasma or after reflection from and transmission through the boundary of a semi-

infinite plasma.

Approximative methods for calculating the distortion of a signal, after it has pro-

pagated through a dispersive medium, were developed many years ago by Sommerfeld

[1914 j and Brillouin [1914]. They used stationary phase and saddle point principles

in order to determine the signal distortion and discuss the difference between group

and signal velocities. They also gave an expression for the "forerunner", i.e. an

expression for the initial oscillations of the wave front. A sim ilar method may also

be used to obtain the transient response of an inhomogenous medium if we know the

phase versus frequency of the actual wave. By m eans of Fourier transform technique

and Taylor expansion of the phase about the signal frequency Ri'dbeck [1942 ] deter-

mined the shape of a square pulse and a sinusoidal modulated wave-train after re-

flection in the ionosphere. Unfortunately this method can not be used at a carrier

frequency near or at the penetration frequency of an ionospherical layer.

The wide availibility of d igital computers has caused an increasing interest in tran-

sient wave propagation during the last few years. A lo t of papers (Chen [1963 ],

Knop [1964 ], Case [1965 ]) have been published presenting numerical solutions of the

initial arrival and build up of w aves in homogeneous plasmas or wave guides. These

transient waves have been experimentally observed by Schmitt [1964 ] (even for

anisotropic plasmas).

In order to get the theoretical insight into the problem of transient wave propagation

in inhomogeneous plasmas it is instructive to start with the basic homogeneous case.

We suppose that the ionized medium is semi-infinite, isotropic and loss less. The

electron density profile is given by

2i
P

to o
2 (z > 0)

(2 .1 )

CO
2
P

0 (z < 0) ,
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where u)^ is the plasma angular frequency and z i s the height coordinate. Com-

pare figure 2.1. An upgoing , horizontally polarized unit step wave (electric field
Et>

Ej = U(t - — ) ,
o

(2.2)

strikes the medium at a time t = 0 and gives rise to a transmitted and a reflected

wave, E,^ an d respectively. If we <

given by the linearized wave equation

wave, E^ and E^ respectively. If we o mit the nonlinear effects, these waves are

Ô 2 E 1 ô 2 2
- 5 - - 2t — ä • « p > E " 0 .
Ô Z c ô to

(2.3)

and the boundary conditions

E I + e R - e T

à E. ÖER
Ö z

3ET
3 Z

(2.4)

at z = 0.

2=0

FIGURE 2.1. The s erai-infinite ionized medium.
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As mentioned in Chapter I we use two-sided Laplace transforms. By (2.3) and

(2r. 4) the Laplace-transformed reflected and transmitted waves can be written

'A

ER
1 , >/~2 ÎT 2 o—• ( VP + 0) - p) e

0)

2pE„ - ( ^p^ + - p) e

>/""2 F :L/p + oo -
o c

(2.5)

T 2
CO

o

2 2
"J

o

Using simple transform rules we obtain the time dependent electric fields as

E (t,z) - U(t - T )

E (t, z) = { -1 + J [ W (t + T ) ] + J I" w ( t + T ) J } U(t +-r ) (2. 6)K u O O A O u

ET (t , Z ) t J o t U o ^ t 2 " t 2 1 + "TT7 j2 I W o ^2- t 2 1} U ( t" T ) '

where ^ ~— .co

By m eans of relations (2.6) and Maxwell's equations the corresponding magnetic

fields can be written as

H (t.z) - Yo El (t.z) =- Yq ü(t - X )

HR (t'Z) - -Yo ER (t'Z)

Ht (t.z) = -Yo E,r (t,z) +

(2.7)

+ 2Y [l - co T
o L o J

T

r [ oj \J1 L o t 2 - T 2

0) t—r
dt J U(t- X ) .

where Y is the characteristic admittance of f ree space.
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From eq. s (2. 6) and (2. 7) we notice that the reflected wave propagates without

dispersion while the transmitted wave is distorted when it propagates in the

ionized medium. The wavefront moves with vacuum velocity. Figure 2. 2 shows

the transmitted wave.

The momentary angular frequency wmof the transmitted electric field for large

values of t can be obtained from

Ü) t
(0 m

ô r ,/l a o
-ÏTK<<• hrr (2. 8)

From ( 2. 8 ) we can determine the veloctity of the frequency component oo as
m

0)
v ( œ ) = — = c

m t oï O)
~r= c n (co )
^ o m
m ( Ü) > cü )

m o

(2. 9)

This is the well-known group velocity.

1.0 -

0.8 -

0.6 -

0.') -

0.2 -

MAGNETIC FIELD

ELECTRIC FIELD

(cy z/c )o o

FIGURE 2 . 2 . The uni i step wave response at OJ Z/C » 1 in a semi-infinite, homogeneous plasma.
o o
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The step modulated carrier response, i.e. the reflected and transmitted waves

assuming an incident wave

EI.sin=Sin tV* * f >] **- £ >. (2-10)
O o

is more difficult to obtain. Of c ourse we can use the unit step wave response and

write them as convolution integrals. Here we present another method.

The Laplace-transformed expressions for the reflected and the transmitted waves

involve branch points at p = ± j and poles at p = - j œ . Accordingly,we have

four single singularities, a fact which gives a complicated inversion. Fortunately,

the poles can be eliminated by the following expansion in Bessel functions [ Ladell,
1S65 ]

0)
sin [ 0)1 (t - T) ] - 2 IM-l) k-1 (~ ) [ o)q (t- T ) ] , (2. 11)

0>i
where T {-^—) is a Tschebyscheff polynomial of d egree k , defined as

K o

cos( k arccos x ) (!x!< 1 )
T k ( x ) ^ . ( 2 . 1 2 )

cosh( k arccosh x ) (ixl > 1 )

We obtain

T1(x) = x; T2(x) = 2x2-1; T3(x) = 4x3 - 3x ;

T2k<0) = ("1)k : T2k+l(0) = 0; Tk(1> = 1:

For large values of x

k-i k
T k ( x ) ~ 2 X ( x ) K .

Using the expansion (2. 11) we easily obtain the unit s tep modulated carrier response,

i. e. the reflected and transmitted electric fields, as
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o° I -

- -2k5o{(-1,i'WVV W"o"«)]}«('^> (2-13)

ET,sin<t,Z) " 2IJ<-I)k T2k+l"»/Wo' t (TÎ7)(2k+1)/2 Wo -

- ( )(2U+3)/2 J2k+3 <u,0Vt2 - T2 ) 1} 'U (t r ) (2. 14)

These relations can be written in simple forms by means of Lommel functions

[ Case and Haskell, 1966 ; Ladeil, 1966 ].

The Lommel function of the first kind is defined by [ Dekanosidze, 1956 ]

00 k 9k + \J
VW'U) "Å'"1' (Ï'/U) J2k+v(U) ' (2'15>

By me ans of the T schebyscheff polynomials, eq. (2. 10), we easily obtain the

following beautiful relations

EI,sin(t'Z) =[ Ul(aT + ' T+) + Ul(ï » T+ ) ]"U (t -T) (2.16)

o-«(t»z ) = ~ [ a~2 (aT ~ » T ~ ) + & 2 Uo T ~) ]*U (t +T) (2.17)K, sm «s <3 a

+

E T , s i n ( t ' 2 ) = [ U 1 ( a T + ' u > + U 1 < 7 - u ) +

+ a ~ 2 U ( a T + , u ) + a 2 U , u ) ] - U ( t - T ) , ( 2 . 1 8 )
O ô ^

where

u =o)Q\/t2 - t2' ; T =o> o (t - t j ; T = toQ(t ) ;

wl /~^~1 2
a = + W ( — ) - 1 .

% V co0
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Thc first two functions in relation (2.18) represent the distortion of

sin[s*ï^ (t - z/c^) ] U (t - z/e ) after propagation a certain distance z in an un-

bounded plasma. The same expression has been obtained by Case and Haskell

[1966 ].

Let us study the interesting ease <0 ^- GO . Using the relation

wU ( w , u ) + U v + 2 ( w , u ) = ( - - ) J v ( u ) , ( 2 . 1 9 )

we obtain the electric field just inside the semi-infinite ionized medium as

I E , ( t , z ) L = [ 2 s i n c o t - 2 J ( w t ) ] U ( t )1 I Z"--i- 0 O l oX T, sinv ' j z=+0 ~ o
CO =0)

1 O

( 2 . 2 0 )

Mere the first term represents the steady-state field and the second term the

transient distortion. The Lommel functions of two v ariables have been tabulated

by Dekanosidze [ 1956 ]for real values of th e two variables. Accordingly,

. ( t , z ) a n d E . ( t , z ) c an b e r e a d i l y e v a l u a t e d w h e n CD > W . Figure
IVj oHi 1 j Sill 1 (J

2.3 shows the transmitted electric field at different distances from the bound-

ary. We have only consider the case CD„ = GO .1 o

T,sin

1 -

-1 -

CD (t-T)

FIGURE 2.3. The initial oscillations of the transmitted electric field at four different distances

in a s omi-infinite ionized medium. Signal freque.ncv f ° plasma frequency f •o
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III. THE WAVE EQUATI ON OF AN INHOM OGENEOUS IONIZED MEDIUM.

Assume that a plane, horizontally polarized electromagnetic wave is incident

perpendicularly upon a medium, which is inhomogeneously ionized in one direction,

isotropic and loss less. We try to find th e resulting time variation of the electric

field at any arbitrary height z in the medium. This will be given by M axwell's

equations

div D ~ 0 (3.1)

div B -- 0 (3.2)
q B d ii
o t ^o dt

curl E -rr = -a ~" (3-3)

curl H = 4t" (3.4)
ö t

and the equation of m otion

I L L = — 2 _ Ë - ( V ' V ) V + — M - ( H x v ) , ( 3 . 5 )
ât m mo
Ü l c r >

p

where P is a nonlinear vector when H has no static component.

With a coordinate system where the incident E-vector is in the x-direction, we

obtain the following coupled wave equations

a2E a

TT - eo —r aTTiir - "o 'TT (No V ' (3'6)
0 z à t

3 2E 52E Ô2E

F " 'o so ~ \* '.ir(Ne V • (3-7)
5 x o t

Here N is the electron density which to first order is independent of time.
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Because we have assumed vertical incidence

4 - = ° .
ÖX

which by e q. s (3. 5), (3. 6) and (3. 7) gives the linearized wave equation

a2E
_L ( iL + u2 ) E - 0 ,
e Öt P X
o

(3.8)

where

a) (z) =
p

N (z) eo
m e

1/2

is the plasma angular frequency. Here we use the notation N = Nq(z) + N ^ .

If we assume that the second order terms are much smaller than the first order

terms, we get the following second order wave equation, given by Rydbeck [1961 ] ,

Ö 2 (2)£ (-1— + a) ) E
o , , 2 p z

N eo

ôt

H(2) = 0 ,

| r < ' v x ( 1 V 2 ) , (3.9)

(3.10)

where superscripts (1) and (2) denote first and second order terms.

Furthermore from the equation of motion and

eN = - s div E ,M (3.11)
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we obtain

- , 2 0 Ô N ö v ( 2 ) N , 2
<H+VN~ ="inr ' rf---f-2 <ivx i >• <3-12»

0 t o z

From eq. (3.12) we notice that the nonlinear effects are dependent on the frequency

and amplitude of t he actual wave as well as on the electron density profile. This

is expecially serious, as we are going to determine the transient unit step wave re-

sponse. In order to obtain the unit step modulated carrier responses and to ana-

lyse the propagation properties of th e media we can of c ourse use the linearized

wave equations. However, we must keep in mind throughout this work that the simple

expressions for the unit step wave responses are obtained by m eans of t he linearized

theory.Afurther analysis of t he nonlinear effects, as well as the influence of t he colli-

sion-losses, would lead to far and be out of the scope of this report.
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IV. TRANSIENT WAVE PROPAGATION IN IONIZED MEDIA WITH EXPONENTIAL

ELECTRON DENSITY PROFILES.

1. Laplace-transformed wave solutions in_e^_(me_rUial_media_

Suppose that the electron density increases exponentially with height. In order

to get an incident unit step wave to propagate upwards without dispersion we

assume that the electron density is equal to zero in the region z <c 0. The actual

electron density profile is then given by

2 2 Z / H
a) = 0) e z > 0

P o

2a) = 0 z < 0
P

(4.1)

where H is a height scale factor , and oj is the plasma angular frequency at z = 0 .

Later we assume that w is a very small quantity. The linearized wave equations
o

for the electric field E can be written

z < 0 ( 4 . 2 ,

9 Z C ' Ô t

and

- " V + % > E = ° • z > ° < 4 - 3 >
5 z c ö to

Following the notations of van der Pol and Bremmer [1955] we now Laplacetrans-

form these equations. Then we obtain

0 ^ 1 p2 E = 0 z < 0 (4.4)
a 2 2
à z co

and
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NORMALIZED HEI GHT, z/2H

2

1

EXPONENTIALLY IONIZED MEDIUM

O

10 20 40
P o

FIGURE 4.1. The exponential electron density profile .

2~
0 E 1 , 2 2 ~

2 ~ 2 ( p + a ) D ) E ~ 0 , z > 0 ( 4 . 5 )o z c F
o

where E denotes the Laplace-transform of E . Equation (4.5) can be transformed

into a Bessel differential equation.

Let

71
rS

2H /2H
a) e

o (4 .6)

and

2H

o
(4 .7)
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Then equation (4. 5) becomes

2'v r>J 2
ô E 1 ÔE , v+ + (!- —— ) E = 0 , z > 0 (4. 8)
Ô Ç 2 ç Ô C ç 2

which is Bessels equation of order v. A so lution must now be found which

represents an upgoing wave only, at great height. Two independent solutions

of ( 4.-^8 ) are HV^{Ç) and Hv^2\q, where Watson's [ 1944 ] notation is used

for Bessel functions of th e third kind, sometimes called Hankel functions.

nNow ( 4. 6 ) shows that arg £ = — and then the asymptotic approximations
u

given by Watson [ 1944, p. 201 ] are as follows:

H v(1)(0~ (2/tt01/2 exp j (Ç.—J- V7T--J TC)

(4. 9)

H v<2\0~ (2/tcÇ exp VTC--~ K )

At great heights the upgoing WKB-solution contains the factor

z
exp - jk fndz = exp (j£).

o

Hence the required solution is H ^(£).

2. The unit step wave response.

In this paragraph we determine the reflected and transmitted waves when a unit step

wave strikes the medium from below. An incident unit step wave,

z
-p <rEj = e o (z < 0) , (4 .10)
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gives rise to a reflected wave,

z
P ~

Er =R(p) e ° ( z < 0) . (4 .11)

and a transmitted wave ,

•*sj ( 1\

Et =T(p) • HVW (£) ( z> 0) , (4.12)

according to eq. (4 .9).

The boundary conditions

Ê (-0) = Ê (+0)

and (4 .13)

d E ( - O ) _ d E(+0)
a z à z

now require that

1 + R(p) = T(p) H^1) ( C0) (4 .14)

JL + _L R(p) = T(p) I ~~ H\, (1) (Ç) } . (4.15)
c c i 5 z J

where

. TC
OTT J O '

r = r (z = 0) = —— we (4.16)
so V c oo

From eq.s (4.14) and (4 .15) we obtain



-19-

and

R(p) = 2v
T7

Hv1} <gp>
- 1 , (4 .18)

where we have used the linear relations

2 ^ H v ( 1 ) ( C ) = H v < 1 1 ) ( Ç )

2^ (!) (1) (1)
r v< c > = H v - i < o + H v + i < c )

(4 .19)

The transmitted field at a height z > 0 (in th e exponential medium ) can now

be written as

( 4 . 2 0 )

In the same way the reflected field becomes

2 v Hv G0>
(z < 0) (4 .21)

In order to transform these step function responses into the time region we

assume that |Ç i = 2H^ - —— w o is a very small quantity and omit the boundary

reflection and transmission at z = 0. Using the relations

K (1) £ )
J ( ; ) - e j V T t J ( Ç )
-v v

jsin \)TC
( 4 .22)
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< - I ç 2 , k
1 r y 9S 4

JV (C ) = ( ~ C ) k=2 XI n v + k + 1) ' (4 .23)

we obtain

f T = ( r (- v + 1 ) [ J ( Ç > - e " J " " J v ( C ) ]-jVTC

( r « i )

(4 .24)

in the interval -1 < Re v <0 .

This expression has a simple form, and it can easily be transformed into time

region by means of the followi ng Laplace transforms ( Van der Pol & Bremmer

[ 1955] ):

-t( 1 -e " ) (a \/ l - e " S U(t) =( |- )P T(p + 1) + p (a) . (4 .25)

where Re p >0 and Re > -1

and

\[J -tJ^( y a + 2a e )
r(p+1) J (a)

2 -t ^/2 H- "P
( 1 + a 6 »

(4 .26)

1 3if 0 <Re p < — Re (1 + — .

From relations ( 4 .24) , ( 4 .25) and ( 4 . 26) we obtain

_ . x _ r 2 H y A I 2 H ° , ir i / . z ve t M = j [ — w < z ) V e - l ] U ( t - - ) ,
o o

( — c o « 1 )
COO

(4.27)
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which is the unit step wave (electric field) response at any arbitrary heighten

the exponential medium.

By m eans of ( 4 . 27) and Maxwell's equations we futhermore obtain the corresponding

magnetic field as

rp
HT(t,z) = Yq [et (t,z) + 2 [(e" -1) ET(t.z) +

T ( 4 . 2 8 )

+ J e~X ET(X)dX ] - ,
o

where Et (X) = ET (T =X)

and E^ (t,z) is given by r elation (4 .27). This relation between the magnetic

and the electric fields may be compared with the same expression for the sym-

metrical Epstein layer which is derived in Chapter V ( eq. (5.31)>.

It is interesting to notice that the transmitted electric field (4.27) has a very

closed mathematical form compared to the corresponding stationary solution.

Assuming an incident stationary wave

j u ) ( t - z / c h
EI,stationary = ^m{e " I ' (4 '

the stationary standing wave in the medium is given by

J - 2 Ü . Ü ) , K
J0jl , 2H , °o _ . . 2H . Co 1

E = Im e ( w ) r ( - j oo + 1 )T, stationary 1 c o c 1
o o

^ J . 2H c
- J u.c 1

2H 0) )p 2H (" j
00 .

2H
c 00

p4 (4. 30)



where -— ü)J usually is a large quantity. This simplification by me ans of

transient wave propagation is perhaps still more obvious in th e case of a symmetric

Epstein layer (Chapter V).

From relation (4 .27) we notice, as expected, that the wave front propagates

with vacuum velocity c through the medium. The front amplitude is equal to 1. Ato
large values of

211
(t z

c

we can write
c
_ii (t + ~ )

r 211 -111 V C i
F. (t.z) « J s r-^ e o f .{ o t c oo

( 4 . 3 1 )

O , J z
2ÎÏ ( — )1Ur"e

o

which represents a fast oscillating wave, propagating in negative z-direction without

dispersion. This is the reflected wave which is built up by the high fr equency com-

ponents of the incident wave, returning after reflection at different heights high up

in the inhomogeneous layer. Figure 4. 2 shows the transmitted electric field versus
co x 211

the nor malized time —— (t - —— ) at a height where u> (z) •- 0. 25. At this211 c c p
weak ionization the upgoing unit step wave has been v ery kittle dispersed. After

a long time, however, the reflected high frequency components cause faster and

faster oscillations while the amplitude is decreasing.

As a comparision we show (figure 4.3) the same transmitted electric field higher

up in th e laver where — cu (z) - 2.5 it . It is interesting to compare these
co P

field v ariations with the corresponding results at corresponding heights in a sym-

metrical Epstein layer. See figures 5,2 and 5,3 . The electron density variation

is here approximately exponential. Consequently the transient fields are very

alike. For this reason we have not computed the corresponding magnetic field

for the exponential medium.
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T

O

0.5
1/2 -T/4

cd 2H/c

0
1 0 ' Normalized tine T

•C.5

rIGURE 4.2. The unit step wave response (electric field) at a height in the exponentially

ionized medium where U) (z) - 0.25 c /2H.
p o

T

0

0.5

1/2 -T/4

oj 2H/C )

0
Normalized time T

FIGURE 4.3. The unit step wave response ( electric field) at a height in the exponentially

ionized medium where {j> (z) » 2.5 T c/2H.
P o
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The static electric field is equal to zero contrary to the magnetic field which

I,sta tie.has a finite static value, IIgiven by

II (z) 2 Y - co (z) K [— y (z) ] , (4.32)T,static oc p 1 Lc p 1
o o

a relation which can be obtained from eq:s (3.3) and (4.24). When the ionization

is weak we obtain

"t,static ^ ~ 2Yo • <4-33»

( |iLu -o,
o

while at strong ionization

2Y \fl P "

2H 0J (z)
c„ P

"'I'.static ~2Yo V t T VW " ( 4 ' 3 4 )
O

( 2IL U) (z) » 1)
co P

i.e. the static magnetic field decreases very rapidly with height. Figure 4.4

shows the variation of the final, static magnetic field with the ionization.
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Siatic magnetic field. H
T,static

FIGURE 4.4. The final, static magnetic field versus the ionization in the exponentially ionized

medium. Incident magnetic field Y U(t-z/c ).
o o
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3. Wave propagation properties obtained from the unit step wave response.

The frequency characteristics of th e reflected wave can easily be found by m eans

of t he impulse wave response E^ ^ which i s obtained by de rivation of t he unit

step wave response, eq. (4. 27),

E^ t (t,z> = - L u> — J, f — w (z) \jeT -l] U(t - — ) + 6(t- — ) ,T , 0 2 p r — 1 1 L c p * J C C\/ T o o oVe - 1

(4.35)

where as before

o

Omitting the impulse function Bowhill [1955 ] has obtained the same expression by

means of a complicated scatter technique

For large values of T we obtain

— T ~ T 1
eT & (t-2) ~ - y wo ß2 1 Ji ( wo e 2 1 ) ' (4*36)

o

( T» 1)

where

T 1 = w ( t + f - > •

This is the reflected electric field.
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The Fourier spectrum of t he reflected wave, which we denote S (f),can be obtained

by in tegration of eq. (4.3(5) or directly from the second term in e q, (4,24), assuming

Ç to be small. At z - 0 we obtain

2H
c o H J — « r < - j ~ u M

SH(0 - "o (4.37)
o r ( j — CO )

o

The incident impulse wave has a constant frequency spectrum equal to 1. Conse-

quently, the amplitude of the reflected stationary unit wave (propagation constant

k - — ) is equal to 1, and the phase shift is
o

c
- 4 kli In -4r - 2 arg ( r (j 2k H)} (4.38)(i) H » *O

The unit step wave response (4.27) has a momentary angular frequency, , equal

to

2H fe1' -1 1- to ye -1 V , (4.39)m 0 t } c p J

i.e.

CO 2 i w2 . (4.40)m 4 p re - 1

This is the momentary angular frequency versus time at a height z in the exponential

medium. Relation (4.40) can also be written in an alternative form

2r t ! 2uin, + 2 U m 1 w m 2 ,e i = _ ^ _- \ --z -1 (4.41)
o P Ï P
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At once we notice, as expected, that relation (4.41) has two different solutions

(subscripted 1 and 2) when co > u) . Higher up in the medium, where w = (tf ,m p m p
these two solutions coincide which means that this is the reflection level at

a wave frequency equal to a)

Directly from the solutions (4.41) we obtain the virtual height, h ^ at

a height z as

h ( 0 ) ) — - ( t - tJ 2 1 1 I n <
v m 2 v 1 2 L

CO ÜJ 1/2 ^m m+ ( _ 1) y
to (jO J

(4.42)

The virtual height can also be found from

reflection height 211 In

h (« )v m
dz
n

CO
fjo _

i 1-
z/H . -1/2

ou
dz ,

where n i s the refractive index,

which gives

(4.43)

h ( ü) ) = 2H In
v m (.0

+ ( 1 ) 3/2
U)

(4.44)

i.e. the same result as eq. (4.42).

This is ;.i good e xample of th e deeper understanding of wave propagation phenomena

which one obtains from the transient wave solutions.
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4. The unit step modulated carrier response.

The unit step wave response is very interesting in itself since it yields the entire

propagation properties of the medium and besides a method of analysing or

probing the medium, using impulse or step formed test waves. At the same time

it leads through convolution integrals to the medium responses for other types of

incident waves. In this paragraph we examine the response of an incident step mo-

dulated carrier from which for instance the distortion of a square pulse easily can

be found.

Assume an incident wave

Et . (t,z) = sin [ A) (t -I,sin L 1 V- > ] U (t - f-)
O O

(4.45)

or

E1,00B (t'z> = 008 K«- f"> 1 V<t -•§->
o o

(4.46)

Using the unit step wave response, eq. (4. 27), and the convolution theorem, we

immediately obtain the resulting waves in the medium as
T

E . (t,z) = 0)
T,sm 1 c

2H 2Hcos j —— ( T -x ) ] ET(X) dx
o

(4.47)

and

ET,cos (T'Z) = ET(T'Z) - c
2H 2Hsin [ ù)1 — (T - x)]ET(x) dx,

(4.48)

where

T = -2- (t - -L.)
2H v c ;

o



and

*;r (x) J ( — u VeX - 1) U(x)
L ü C PO

(4.49)

( eq. 4.27)

The corresponding magnetic field is obtained if we instead use the unit step

magnetic field response (rel. 4.28). In the following we concentrate our investi-

gation on the transient response of a sinusoidial wave. i.e. on eq. (4,47),

Unfortunately, the convolution integral can not be solved analytically. As a

consequence, we have used a digital computer (SAAB - 1) 21 ) in order to determine

the time variation at different heights. The stationary wave in the medium consists

of a standing wave which is monotonically decreasing in th e evanescent region.

Figure 4.5 shows the build-up of that standing wave at the classical

reflection level and at two different heights in t he evanescent region. The strong-

remarkable and interesting deformation of the wave in figure (4.5) is due to inte-

ference between up-going, t ime-delayed waves and reflected higher frequency com-

ponents. A m ore detailed discussion will appear in Chapter V where we have de-

termined the same carrier response and besides the magnetic field and energy

flow at corresponding points in a symmetric Epstein layer.
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FIGURE 4.5, The unit step modulated carrier response (electric field) of the exponentially
ionized medium at three different heights given by the corresponding plasma
frequencies f .Carrier frequency f = 1.25 c /2H.

p 1 o

T,sir

f - 1.25 c /2H
P o

(at the classical

reflection level)

Normalized time T

(b) f » 1.59 c /2H
P o

(in the evanescent region)

(c) f - 2.39 c /2H
p o

(in the evanescent region)

"5 Normalized time T

Normalized time T
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V TRANSIENT WAVE PROPAGATION IN AN IONIZED, SYMMETRICAL

EPSTEIN LAYER.

1. Laplace-transformed solutions of t he linearized wave equation.

In this paragraph we are going to study wave propagation in an inhomogeneous

ionized medium of a type often called a symmetrical Epstein layer [ Epstein,

1930 ]. Sometimes it is also called a sech"- profile. The electron density varia-

tion is then given by

N ( z ) - N 1 , (5.1)m , 2 z
COSl1 "SN

where H is a height scale factor.

This medium is more complicated but also more interesting than the exponential

layer, dealt with in C hapter IV. It i s more interesting since it is an ionized

barrier (see figure 5.1) which makes it possible to analyse transient wave pro-

pagation and signal distortion at or near the penetration frequency of the layer.

Besides we can now study the interesting case of tunnel transmission through

the barrier, a field where little has been done.

2 2
f /f
p p,"i

NORMALIZED HEIG HT , z/2H

SYMMETRICAL EPSTE IN LAYER

FIGURE 5.1. The symmetrical Epstein layer.
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We suppose that the plasma angular frequency varies according to

CO CO p,m , 2 zcosh
Z > I.

(5.2)

0) = 0 z < z.

The linearized wave equations for the electric field E at propagation in z-direction

are

32E a2E

at2
= 0 z < z^ (5.3)

ôJE

Ô Z 2 at
+ co ) E

P
z > z. (5.4)

The corresponding Laplace-trânsformed equations then become

,2~ô E 1 2 -
2 " 2 P '

d z co

2 ^ô E 12 2
. 2 — (P + V E - »
0 z Co

z < z_ (5.5)

z> z. (5.6)

Equation (5. 6) can be transformed into a hypergeometric differential equation if

we introduce a new variable
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z/2H- Ç = e (5. 7)

Then equation (5. 6) can be written

2
£ < ! - £ ) + [ C - ( a + b + 1) ç ] | ^ - + a b n = 0 , ( 5 . 8 )

d ç

where

g = ne-(l-o)z/2H (1+eV2H) -(c-l-a-b)/2 (5.9)

and

OTT
a - b = c - 1 = - — p , (5.10)

co

(a f b - c) _ i. _ ÜL a) 2 = y2 . (5.11)
i 4 2 p,m

o

From equation (5.8) we obtain among others the following linearly dependent

solutions

n^ - F(a,b; c; Ç ) , (5.12 a)

n2 = (- O1'0 F(a - c + 1 , b - c + 1; 2 - c; Ç ) , (5.12 b)

Il = (- £) 3 F(a,a - c + 1; a - b + 1; Ç *) , (5.12 c)O

H = ( - £ )"b F(b,b - c + 1; b - a + 1;Ç -1) . (5.12 d)



-35-

When Ç -» 0, i.e. ~ -* - 00 , equations ( 5. 9) , (5.12 a) and (5.12 b) give

z
~p T~

E ^ e ° , ( ± ( 5 . 1 3 a )

z
P —

E 2 - e ° , ( | - - * - ° ° ) ( 5 . 1 3 b )

which represent up- and downgoing unit s tep waves.

—•1 zWhen £ -* 0, i.e. — ~* + 30, equations (5.9), (5.12 c) and (5.12 d) gi ve

z
P T"

E3 -e ° , (-| - + ~) (5.13 c)

z
-p7

E 4 - e ° , ( - - * + 0 0 ) ( 5 . 1 3 d )

which in the same way represent down- and upgoing unit step waves above the

layer. By phy sical reasons we now see that a wave, incident from below, creates

a Laplace-transformed wave in the ionized medium, with a z-dependence accord, it

to

z 1
- p r~ Y + 1

o „ -z/H 1 2 1 v 2H 1 v , , 2H -z/He (1 + e ) F ( • — + Y + p , — + y ; 1 + p ; - e ) .
6 c ^ co o

(5.14)

Futhermore we have the following circuit relation between this solution and the

solutions (5.12 a) and (5,12 b)
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2 H . 1 v T, / 2 H 1 , Zr < — p - r + T ) r < — P + Y + T > - P — I
2 2 e 0 (1 + e "z/H ) 2

r < - 2 £ p ) r < i + | ä P )
C Co o

1 2H 1 2H -z/H,
F ( T + Y + — P ' T + Y i l + — P ! " e ) =

O O

+ 1_ -p —
/i u. z/H Y+ 2 Co 1 2H 1 2H z/H= <l + e ) e F( y+ y - p, — +Y ; 1 - pj-e ) +

o o

„ . 2H v „ . 2H L 1 v „ , 2H 1, „ y 4 p - î - r < - — p ) r ( — p - Y + 2 - ) r ( — P + Y + — >
^ .. z/Hv 2 C O O O+ (1 + e ) e o — -

T ( — P ) r ( - Y + - ) r ( Y + g " )
o

1 2H 1 2H z/H
F ( y + Y + — — P » j + Y ; 1 + —— P ; - e ) , (5.15)

o o

which we are going to use in next paragraph.

2. The unit step wave response

Assume that an up-going unit step wave strikes the ionized medium at the height

z = Zj at a time t =—- . We try to find the time variation of the resulting wave
o

in the layer (z > z^) .

Below the medium we accordingly have the following Laplace-transformed electric

field
z z

-P — P —C c
E I + R = e ° + R ( p ) e , ( z < z j ( 5 . 1 6 )
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and in the medium (z > z^) f rom eq (5,14)

fsj

ET =T(p) • E , (5.17)

where E i s given by th e solution (5.14).

R(p) and T(p) a re determined by th e boundary conditions

z z1 1
-P— P ~

e ° + R(p) e ° =t(P){e } z = z , ( 5 . 1 8 )

- t " c° 'f»®1 °° - T<»> {-b sl—• <5-19»
o o 1

Let us, as we did for the exponential medium, suppose that the discontinuity at z
Z1is so small that no boundary reflection occurs. This means that ——- -» - «>.11

Using the circuit relation (5.15) we then obtain

« / 2H 1 , / 2H 1 sr ( ~P-Y + T » r( — P +Y + T )

T ( p > = r 2 H 2 H £ • < 5 - 2 0 >
r ( — - p ) r ( 1 + — p )

o o

and the Laplace-transformed unit step wave response (the electric field) in the

ionized medium becomes

/ 211 1 2H 1 z
r < —P-Y + T > r<— P + T+ j ) -p —

£ _ ° 0 °
T , 2H 2 H 6

r(— p) r(i +—- p)
o o

JL_
-z/H Y+2 „ 1 2H 1 , 2H -z/H• ( 1 + e ) F ( — + Y + — p , y + y ; 1 + ~ p ; - e )

o o

(5.21)



In o rder to t ransform this expression to a time varying function we use a new

circuit relation and obtain

z
c

et e
° *7

-, 211; 1 - — p:
-z/H

)+

-p
211 „ 211 1 ,211 3

! • ( - — p ) P - f + T H ( — P + Y + T )
O O o+ e

p (Jill p > I'( -Y + y ) r ( Y 1 T >. 211
co

211

-z/H(1 + e )
I 211 i

F ( _fY+ ___p, _
o

211 , 211p: 1 + p; -
c c ,o o i +e-z/H

(5.22)

We start looking at the first term

-P-
F ( - Y ; 1

211 p;
+ e z7h

(5.23)

The hypergeometri c function h as singular points only in the interval Re p >0.

and obviously the corresponding time function is s 0, when t —— >0, From
o

Appendix I (e q. A 1,4) we obtain the time function

•F i- o ; 1: _z/fI (1 - e )J I?|-(t
z
c

[ 1 - ^ (eT -1) J U [ - (t - ] (5. 24)
1 + e o
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where

(5.25,
O

From Appendix I (eq. AI. 7) we also obtain the corresponding time function of the

complicated second term in eq. (5.22) as

r 1 1 , 1 T-,
[ T + Y ' T " Y i l ! t t e-Z/H (1"e >]-

= P , [ 1+ hi7ïï~ <eT-1>] - (5-2 6>
Y - j l + e

1 r 2H 1The solutions (5. 25) and (5. 26) are both valid in the region — < Re j —— p j < 0

(see Appendix 1) and consequently we obtain the resulting electric field °

(the unit step wave response) as

ET(t,z)=F[ 1+ Y, {• -Yil i <l-eT)] U(t - f-> =
1 + e o

-P ! t , '-z/H •
Y - Y 1 + e °

(5.27)

where

2 1
Y =r 4H

CO p.m (5.28)
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and

T = o
~2H ( t - (5.29)

The transformation to the time region has been done in the interval

<Re 2H <0. As a matter of fact this means that eq. (5. 27) is the response

of an inciden? wave

E = - 1 + U(t ) fI co

-P
which is the transform of e in the actual p-interval. However, -1 has a

wave response equal to 0 and therefore eq. (5. 27) is the unit step wave response

of the layer. The same argument holds for the exponential profile, treated in

Chapter IV.

Using Maxwell's equation

ÔH

d t

ÔE

Ö 2 <VHr Ex = V (5.30)

and relation (5.27) we obtain the corresponding magnetic field as

T

HT(t,z) = Yo [ ET(t,z) + [ (e "T-l) Ex(t,z) + e-XE. (X)dX]J,

(5.31)



where E (t,z) is given by r elation (5.27) and

ET(X) p 1 i; 1 + 1— (eX-l)J . (5.32)
y - — 1 +e

Far below the layer where the ionization increases exponentially, relation (5.31)

agrees with the corresponding expression for the exponential medium (eq. 4.28).

The static electric field is equal to zero in contrast to the magnetic field which

has a finite static value. II, , . equal to1 .static

i. ( 2 " Y) ~ < 2 ' Y * , 1 1 1
HT.static : 2 Yo ~ z7ÏÏ M Y • — - y ; 2; - ^

1 4 e 1 + e

(5.33)

a result which can be obtained from eq:s (3. 3) and (5. 21)

In figure 5. 2 we show the unit step wave response (the time variations of the

electric field and the magnetic field) at z/2H -2.36, i.e. far below the apex

of t he layer. At t his height the electron density is so low that we still have a

high static magnetic field. (In th is case Z II_ , . 0.525). It is also worth
o T, static

noting that the electric field and the magnetic field are 180° out of phase for

T > 3. (). This means that there is a net energy flow in the negative z-direction.

Near the apex of the ionized layer both the electric field and the magnetic

field oscillate much faster (see figure 5.3), but still the instantaneous frequen-

cy at large value of T is equal to the apex plasma frequency f 1. 75 c ,/2H.p, m o
Due to the high electron density the magnetic field H^, i s much weaker, and

the static magnetic field can be neglected.
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7. H

f » 0.33 c /2H
P o

6 Normalized tina T

FIGURE 5,2. The unit step wave response, electric field ( ) and magnetic field at

z/2H * -2.36 in a symmetrical Epstein lave-. Penetration frequency f » 1.75 c /2H,
p.m o

f =• 1.69 c /2M
P o

Normalized time T

FIGURE 5.3. The unit step wave response, electric field ( ) and magnetic field (- - --), at

z/2'w * -0.285 in a symmetrical Epstein layer. Penetration freouency f « 1.75 c /2H.
Pjm o



3. Properties of the unit step wave response

Bv m eans of e q. (5. 27) we obtain the following properties of t he unit step

wave response

1. z/H >?•1, i. e. far above the layer.

Then

E,r(t.z) ~ P j (2e1)U(t- , (z/H> >1) (5.34)
Y- T

which is the wave response on the other side of t he layer. This is a wave pro-

pagating upwords without dispersion.

2 . z / H < < - 1 , i . e . f a r b e l o w t h e l a y e r .

Then

ET(t.z) - P 1 I H2e 7j/H (e1 -1) ] U(t - ~ ~ «- 1)
Y - -•

(5.35)

which for large values of T becomes

C o z
2ÏÏ (l + T")

ET(t,z) ~ P j (2e o ). (_«_1,T»1) (5.30)
Y - y

This represents the reflected wave far belowthe layer.



3, ;o ^ •- 0. i.e. there is no ionized media,
p.m

2 1 ,Then y -- — and. as expected,

eT<1'z) 'O i * + ^7n <» T -» >J u , t - T- »
1 +e o

z 2U(t - — ) ( ou 0)c p.mo

4. Small value of T

ET(t,z) F ( \ + Y . \ - Y J 1 - )

7 " Y
1 -I" — ( - X) +

1 2 9
("T" v X T- Y

2! 2 !
( - x)

b
ml

m-1
( - 1) x a

n~0

n(n + 1) 4 p,m

(n •!- 1)

where

* - T - «
1 r e

At once we notice that

ET (T + 0) 1 ,

i.e. the wavefront moves with vacuum velocity and the Iront amplitude

equal to 1.
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5. Large values of [yiand T > 0,

Normally

2H XslW »1c P,m

(for the F-layer in the ionosphere this quantity is of the o rder 1000),

i.e. y is imaginary and !y i > 1 (eq. 5.28). We try to find an asymptotic

expression for E^,(t,z) for large value of ( y !.

Let us look at the following relation

P (cosh ? ) =
r ( - " - t >

r (-v ) (e -1)172
T., 1 1 ^ 3

^ 2 ' 2 'V 2 ' 1-e2Ç
)+

r < v +

r t v + i )
e ( v + l ) S

(e^-l)1/2

, 11 1
* Y 'T: " v+ 2 )J- (5.41)

1 - e

If we put y - — = jr) — -i- the two te rms in eq. (5.41) are complex conju-
Ci u

gate. By series expansion of the hypergeometric function we obtain

j n S

n
(coshÇ ) = p Re I F ° ^ i — Ï/2 [1 + o < ~ > l}*

V* T (jr] +5 ) (2 sinh't, ) ^ J

(5.42)
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Putting

coshÇ = 1 + --(e -1) ,
1 + e

(5.43)

we obtain

ET(t,z) ~ A(t,z) cos ( t] Ç + < p ) , ( IYI » 1) (5.44)

where

2 T
Ç = arccosh[ 1 + TÏ7H(e -1,] •

1 + e
(5.45)

1/2

A(t,z) = [
nr) sinh £] (5.46)

and

cp- arg{ r o n)
r (jr] +-5-)

JL
4

(5.47)

The momentary angular frequency, 00 , af the electric field, eq. (5.44), becomes

O)
m ô12 Trj arccosh[i + —^ (e -1)]+ cp

1 + e Z

= 0)
P'm ~~T ~T/2~~T -z/H)1/2

(e - 1) (e + e '

(5.48)
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Equation (5.48) can also be written

2T Te ' + 2 a e + b = 0 , ( 5 . 4 9 )

where

-z/H1 e -1a - - ~ 5 — . (5.50)
2 ou 2

P'm _ :
20) m

-z/H
b = ^ * (5-51)

0)
P.m ,
2

wm

This equation has no solutions when z > 0 and to < w , one solution when z >0M m p,m ^
and to > to , no solutions when z < 0 and oo < to and twom p.m m p,m z

C0Sh 2H
1

solutions when z < 0 and to > tom p.m , z
°0Sh 2ÏÏ

From eq. (5.45) we easily obtain the virtual height h^ (f ) as

r - a + Va2 - b 1hv(f)=Hln{ -rT—} =
t - a - Va - b

0)
= 2H In J ( p,m

to
m

-1/2
1) • sinh ( ) + [(2H ;

top,m -1 . 2—- -1) • sinh ( -
to 2H)-

m

-1 ] 1/2 (5.52)

All these results agree with the geometrical optics.
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6. Small values of ( y j.

1When y - ~z~ *s rea^ E (t,z) does not oscillate. Since
cL 1

2 I iïïl 2
Y 4 2 W p mc 1 'o

this happens when

JL < JL
\ 8 nx p , m

i.e. for extremely thin layers.
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4.1 The unit ®ieP modulated carrier response.

Assume that a unit step modulated carrier

Ei,sin( t , z ) = s i n ^ i ( t - r ^ U ( t - r _ ) < 5 - 5 3 >
o o

is incident upon the layer from below. By m eans of the unit step wave response,

eq. (5. 27), and the convolution theorem, we immediately obtain the resulting elec-

tric field in the ionized layer as

T

ET,sI„(t'Z) = Wl c
2H

COS

o J
0

2H
® t ^ 1 — (T - x) ] ET (x) ^ •

O
( 5.54 )

where

211
(t

and

Et(X) = P

Y -
1 ï-1 +

1 + e • z / H (eX - 1) ] U(x) . ( 5.55 )

The corresponding magnetic field can be obtained if we instead use the unit step

magnetic field response, i.e.

T

HT,Sm(t'Z) = Wl c
2H

O

2H[Äll i
W1 T~ (T " X) J HT (X ) ^ ' ( 5 . 5 6 )
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where

HT (X) Y < E,f (x,z) 4 'L-j- f(e~X -1) E,r (x,z) +
L l - i - ( ? J

f X !! e • E,r (X) dX I h . ( 5.57 )

eq. (5.31)

E (x,z) , H (x,z) and th e convolution integrals, giving E . (l.z) and I I . (t,z),J I 1 *S ln 1 «sin
have been so lved by means of a digital computer. SAAB-1) 21. We have used the

series expansion [eq. (5.38) | and the asym ptotic expansion jeq. (5.44) j for the

hvpergeometrie function. It i s especially difficult to compute the convolution inte-

grals giving E „ . and II „ , for l arge values of T as the unit st ep wave responsesT.sm l.sin
vary rapidly. Fortunately the integrands contain a periodic function which m akes it

possible to use the relation

T

COS I 0)kT.sin ( ! ) LT.sin { *V ' 40 1
211

co

211 (T - x) IE t(x) dx ,

T

where

( 5 . 5 8 )

T 2 T - 2 ' 1 —

Three different problems are analysed:

4 a. The time variations of the electric field, the magnetic field and the energy

flow (the Poynting vector) at total reflection in the layer (signal frequency

f. « penetration frequency 1* ).1 p.m
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4 b. Signal distortion when the carrier frequency is equal to or nearly equal

to the penetration frequency of th e layer.

4 c. The transient response at tunnel transmission through a thin barrier

(f, f but f_ < f ).1 p,m 1 p,m

4 a. The time variations of the electric field, the magnetic field and th e energy

flow at total reflection in the layer (f, « f ) .; i— p,m —

When the carrier frequency is much lower than the penetration frequency, the

stationary tunnel transmission through the barrier can be neglected. Consequently,

there is no net energy flow, and the steady-state wave consists of a standing wave

which i s monotonically decreasing in the evanescent region. The transient build-

up of suc h a standing wave will be shown here.

For this purpose, we have chosen an Epstein layer with an apex plasma frequency

f --5 c /2H (the penetration frequency) and a unit step modulated carrier ofp,m o

Normal ized height z /2H

FI6. 5 .10-1.6

FIG. 5 .9

-1.8 FIG. 5 .8

FIG. 5 .7

-2.0
FIG. 5 .6 (THE C LASSICAL R EFLECTION LE VEL)

-2.2

-2 .4 T
0 1 f 2H/c 2 3 f 2H/c

1 o po

FIGURE 5.4 , The obser vat ion points in the ionized Epste in layer .
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frequency f, =1.25 c /2H as the incident wave. By m eans of the digital computer,1 o
v/e have determined the transient electric field, magnetic field and the energy flow

at six different levels in the layer (see figures 5.5 - 5.10). The "observation points"

are shown in f igure 5.4. They are situated just around the classical reflection

level. This is the most interesting region.

From the energy flow, Z . , we notice that the electromagnetic wave consists^ o T,sm
of an up-going and a returning forerunner, a transition region, which often has a

very deformed waveform, and then the build-up region of th e steady-state standing

wave.

Although the incident electric field has an amplitude normalized to 1, the steady-

state electric field amplitude is larger than 2 just outside the evanescent region

(see figure 5.5). This effect is still more pronounced in figure 5.14 which shows

the envelopes of the electric field and the magnetic field around the apex point of

the layer when t he carrier frequency is equal to the penetration frequency.



-53-

T,sir o T,sin

2.0

1.0

5 Normalized time T

- 1 . 0

-2 .0

Z
o T,sin

0.5

Normalized time T

-0.5

FIGURE 5.5. Electric field ( ), magnetic field (----) and energy flow at z/2H » -2.30 (f »

» c /2H). Carrier frequency f » 1.25 c /2H. Penetration frequency f » 5 c/2H. ^
o 1 o p,m o
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E
,31.1

Noi-malized time T

-1.0

1

^ciralized time

i-"IGURt 5.6. Electric field ( ), magnetic field (----) and ene-gy flow at z/2H.-2.05

= 1.25 c /2H). Ca*"ie'* frequency f » 1.25 c /2H, Penetration frequency( •
5 ? /2H. ° 1o p,m

O



o T.sin

Normalized time

o T,sin

-0.3

Normalized time

FIGURE 5.7. Elect"ic field ( ), magnetic field ( ) and energy flow at z/2H —1.96 (f »

»1.38 o /2H). Carrier frequency f » 1.25 c /2H. Penetration frequency f » 5 c/2R.
o 1 o P,m o
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T,sin

FIGURE 5.8. Electric field ( ), magnetic field (----) and energy flow at z/2H - -1.86 (f

= 1.52 c /2H). Carrier frequency f » 1.25 c /2H. Penetration frequency f « 5 c /2R
o 10 p,m o

Normalized time T

o T , s i n

0.1

0

-0.1

-0.2

Normalized time T
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FIGURE 5.9. Electric field { ), magnetic field ( ) and energy flow at z/2H = -1.70 (f °

« 1.77 c /2H). Carrier frequency f = 1.25 c /2H. Penetration frequency f = 5 c /2R.
0 1 0 p,m 0

time T

T,sin

0.4

0.2

0

-0 .2

-0.4

Normalized time T

2 S
o T,sin

0.04

0.02

0

-0.02

-0.04

Normalized time T

2 S
o Tjsirv

FIGURE 5.10. Electric field ( ); magnetic field (----) and energy flow at z/2H = -1.60 (f »

= 1.94 c /2H). Carrier frequency f « 1.25 c /2H. Penetration frequency f » 5 c /i?H.
0 1 o p,m o

0.04

0.02

0

-0.02

4 Normalized
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4b. Signal distortion when the carrier frequency is equal to or nearly equal

to the penetration frequency of the layer.

When the carrier frequency of a radio signal approaches the penetration frequen-

cy of a n ionized barrier, a strong distortion of the reflected or transmitted wave

arises. The frequency components just around the apex plasma frequency are

compai-atively more time delayed. Consequently, the wave experiences a strong

frequency dispersion and becomes distorted.

In mo st cases, the transient wave response, which gives the actual signal dis-

tortion, may be obtained by approximate method from the phase versus frequen-

cy characteristics of the system. The method to evaluate the actual Fourier in-

tegral utilizes a stationary phase principle.

If we as sume the incident wave to be a unit step modulated carrier, electric field

j u > ( t - z/c )
Ej(t, z ) = Im je ju(t-z/cQ) , (5.58)

the response of the dispersive medium can be obtained from

j[( W. -a) ) t +o)t -c p(CO)]j ~ ? J L V w i ' — ^ K n ~ 1
E T ( t , z ) = I m | A i U ( t - ~ ) e A ( c o ) dc i > d t J , ( 5 .

J J o
59)

- OO - 00

where

A(io) e-W"»

is the complex transfer function of the medium.

In or der to solve equation (5. 59) we assume that A(GO) is slowly varying compared

to exp[-j cp(co)] m the vincinity of the carrier frequency. We now expand cp (o>) in a

series about u)^ and neglect the third and higher order derivatives,

2( oo - a) 2)
qp(oo) « cp(üX]) + (ü) •• co1) cp' (oJj) + cp'Xü)^. (5.60)

Then we obtain the leading edge of the signal as a Fresnel integral

\E T ( t ) \ z^ , 2e x p ( j 7 r x / 2 ) dx | , ( 5 . 6 1 )
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where

cp' ( 0) j) - t
x = (5. 62)

Just around the penetration frequency of t he ionized barrier, we can no longer

assume that the time delay, i. e. cp'( co., ), varies linearly with frequency. The

third derivative, ) should also be taken into account. A quantitative dis-

cussion of t his problem has been attempted by Gershman [ 1952 ]. Furthermore

a special treatment in this frequency region has been done by Fengler [ 1963 ].

He obtained the reflected signal as several infinite series, which are difficult

to compute.

Using the expression for the unit step modulated carrier, eq. ( 5. 54 ), comput-

er solution can be obtained for the exact signal distoi'tion. They will be com-

pared with the approximate results discussed above. From the shape of cp(oo)

one concludes that the best agreement will be in the region ( f /f - 1 ) »j. p, m
»1% for the transmitted wave and in the region (1 - f Vf )» 1% for the re-1 p, m
fleeted wave. The difference I f - f I st ill must be so small that the time1 p, m
delay» 1/f,. At these frequencies cp' varies nearly linearly with the frequency,

and the reflexion or transmission coefficient is approximately constant. Accord-

ingly, the two conditions in equation (5. 61) are fulfilled.

We have determined the exact signal envelope at different carrier frequencies on

both sides of t he penetration frequency of a layer with f ^ = 5 c^ / 2H. Both the

transmitted waves, figure 5. 11a, and the reflected waves, figure 5. 11b, are

shown. One notices that for the largest values of th e frequency difference I X I .

the steepest portion of the leading edge agrees very well with the Fresnel inte-

gral. On the other hand, the exact envelope oscillates more slowly. This can

be seen from figure 5.12. There we compare the approximate result with the

exact envelope of th e transmitted signal at f, = 10 c / 2H and f = 5. 4 c / 2H.1 1 o p, m o
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o
31

SYMMETRIC EPSTEIN LA YER

X-0.97
*•7.85

7—X«3L49 / X »0.32

X«-0L31

CARRIER

A •'
VACUUM TIM E

DELAY

2 3 4

GROUP R ETARDATION -
7 8

NORMALIZED TIM E

FIGURE 5.11a. The envelope of a unit step modulated carrier transmitted through a symmetrical

Epstein layer with an apex plasma frequency f "5c /2H at six different carrier
, P»1" 0

frequencies.

IS
7>

SYMMETRIC EPSTEIN LA YER

su „.lOn x«±ü(w -w )
S P-m co 1 PU"

X*-0.3LX—5.24

X—0.92

2 3 4

GROUP RE TARDATION
5 6

NORMALIZED TIM E

! & < « • * >

FIGURE 5.11b. The envelope of a unit step modulated carrier reflected from a symmetrical

Epstein layer with an apex plasma frequency f -5c /2H at four different

carrier frequencies.
p,m
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1 . 0

0.5

-| 1 1 1 1 1 1 1 1 1 1 1 1 1 1 V

o t » tp ( ojj )
group retardation

2 Normalized time T

FIGURE 5.12. The true envelope of the transmitted wave compared with the Fresnel integral.

Signal frequency f » 10.0 c /2H. Penetration frequency f » 5.4 c /2H.
1 o p^in o

The Fresnel integrals C (x) and S (x) are defined as

x

C ( x ) = I c o s - y t " d t (5. 63)

x

f Ti 2S ( x ) = / s i n 2 t d t . ( 5. 64 )

For large values of x they can be written

SIGNAL ENVELOPE

f - 10.0 c /2H
1 o

f - 5.4 c /2H
p,m o

FRESNEL INTEGRAL

TRUE ENVELOPE
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C ( x ) * • > — + ~ s i n ~ x 2 ( x » l ) ( 5 . 6 5 )

S ( X ) ~ 2 ~ l h c o s " ^ x 2 - ( x » l ) ( 5 . 6 6 )

By means of ( 5. 65 ) an d ( 5. 66 ) we obtain the asymptoticexpression for the sig-

nal envelope [ eq. ( 5. 61 ) ] as

< x 2 - | ) J . < 5 - " >

(|x|»l , A = 1 )

where x is given by eq. ( 5. 62 ).

The momentary angular frequency of th e envelope oscillation can be obtained

from

W m = l r [ f 1 I t - < p ' < » ! > ! • ( 5 - « 8 )
I W j )

t » c p ( ü > 1 )

We notice that the oscillation frequency varies linearly with time. As a matter

of fac t, the time variation of the lower frequency sideband of th e transmitted

wave is given by the actual group retardation,

à) = a) — a) (t) = a) [ t - cp'( w ) ] . (5. 69)1 m 1 , »». . i 1I q > < a) ) I

This can be seen from eq. ( 5. 60 ) which gives a time delay equal to

t = cp'( ^1 ) + (a) - o>i ) cp"( o >i ) , (5.70)

i. e. the same relation as eq. ( 5. 69 ) .

Of course, corresponding results can be obtained for the upper sideband of t he

reflected wave.
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The expansion of cp (00 ) thus causes a serious error in the shape of the signal enve-

lops for large values of T . Naturally, the oscillation frequency can not go to infin-

ity. In fact, we obtain an "apex modulation" of the signal, i. e. the frequency of th e

envelope oscillation becomes equal to f^ This can be shown by asymptotic

expansion of r elation (5. 54).

By means of r elation (5. 58) we obtain
T 32HE = E (T ) - —-CD

X j bin X, sin o c X
0 T O

cos [ ^(Tg - x)] Et( X ) dx ,

(5. 71)

where

c
T = T+ 2nTt . (n = 0,1,2,3,...)

o 4ti

and E^Cx) is the unit step wave response. For large values of x and far above

the layer we obtain

~ ~ 2 X 2 HE _ ( x ) ~ A e c o s ( a ) x - a ) . ( 5 . 7 2 )T c p, m 'o

where A and a are constants given by equation (5.44).

By m eans of eq . ( 5. 72 ) the asymptotic expression for E^ ^ can be written as

-- Tou p or
E _ . ~ C c o s ( 00 n T -c ) + C e cos (-co T - c ) ,T, sm 1 v c 1 1 2 c p, m 2 ', o o

ET, stationary ( T»1 )

where C , C , c and c are constants.JL A i Z

Accordingly, the transmitted wave is modulated by the plasma oscillations

sustained in the apex region. The amplitude of th e modulation decreases with
~ T/2time as e
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INSTANTANEOUS FR EQUENCY {LOG. SCALE)

TRANSMITTED W AVE

REFLECTED W AVE

-1 O

VACUUM TIME
DELAY

NORMALIZED TIME

FIGURE 5.13. The instantaneous frequencies of the transmitted and reflected waves a t f • f
1 p,m

Increasing the carrier frequency towards cutoff causes the envelope function to

spread out more. We can no longer assume that the transmission or reflection

factor is independent of th e frequency. Besides cp"(co ^ ) is very small and we

cannot neglect the third derivative (p"( ^ ) , i. e. the approximate result, eq.

5. 61 , fails completely in this frequency region. Instead, it is perhaps possible

to assume that the phase varies linearly and then to introduce a simple expression

for the transmission or reflection factor which simplifies the integral.

It is interesting to study the carrier frequencies of th e transmitted and reflected

waves. Figure 5. 13 shows the instantaneous frequencies obtained from the zero

of the electric field. The instantaneous frequency is higher than f for the trans-

mitted wave and lower than f for the reflected wave. The strong distortion at

f ~ f makes it difficult, if n ot impossible, to define the time of si gnal travel.1 p, m
This fact can be seen from figures 5.11a and 5. lib where we have pointed out the

group retardations obtained from the phase of th e stationary full wave solutions.

There are no p hysical reasons to assume the signal time delay to be equal to

these group retardations when f^ ~ f ^ . It i s therefore especially interesting
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to make an extended investigation regarding the time variations of the electric

field, the magnetic field and the energy flow at different heights in the layer at

tunnel transmission through the layer. This will be dealt with in next section.

Figure 5.14 shows the amplitudes of th e electric field and the magnetic field at

three different levels around the apex level of th e layer. The signal frequency

is equal to the penetration frequency, f^ = f m = 5 c^ / 2H. At z = 0 the electron

density gradient dN / dz is zero. Therefore, a plasma oscillation of frequency

f can be sustained there. As this oscillation has the same frequency as the
p,m

incident wave, there is no signal modulation and a high steady-state electric

field can be built up. The strongest field appears just below the apex, i. e. below

the classical reflection level. This is in agreement with for instance the linear

electron density profile, where the steady-state standing wave can be written as

an Airy function.But in this case the electric field is much stronger ( compared

to the normalized incident wave ), The amplitude of th e steady-state energy flow

must be equal to 0. 5. Consequently, the corresponding" steady-state magnetic

field must be very weak. See figure 5.14.
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4c. Transient response at tunnel transmission through a thin barrier.

From the stationary full wave solution we obtain the transmission and reflection

factor as
2Hcosh ( 271 co, — ) - 1

, T I 2 ^ . ( 5 . 7 4 ,
cos ( 2 71 y ) + cosh ( 2 7t c o. — )\ 1 co

I R | 2 = C 0 S ( 2 ^ ) + 1 m . (5.75)
cos ( 2 Try ) + cosh ( 2 tc co^ )

2H 2HIf 2 tc —̂ co, 1 and 2re— co > 1 they can be writtenc 1 c p, mo o

T,». J , (5.76)
1 + exp [ - 27t— ( co, - oo ) ]c 1 p, m

o

f R I 2 = ^ * . (5.77)
2H • ) )

mo

Zri
1 + exp [ 2 71 ( co, - co

C 1 P,

2HIT I and iR i versus — f, for a layer with f = 1. 75 c / 2H are drawn inc0 1 p, m o
figure 5.15. We notice that ! T S and t RI vary rapidly near the penetration fre-

quency although the layer is thin.

We have chosen to study the transient tunnel transmission of a unit step modu-

lated carrier at a signal frequency f = 1. 5 c / 2H. Then the distance between

the classical reflection levels in the layer is 1. 7 \ ^ an d the transmission factor,

obtained from eq. ( 5. 63 ), is equal to 0. 007. The time variations of t he electric

field, the magnetic field and the energy flow have been determined at seven dif -

ferent heights in the medium ( see figure 5. 16 ) and are shown in figures 5. 17 -

5. 23. The transmission factor is very small. In the stationary state there is a

negligible energy transport upwards and below the apex we nearly have a standing

wave. Up to the apex level (z = 0), the transient wave (figures 5.17 -5. 20)

consists of a n upgoing forerunner, a reflected forerunner decreasing with in-

creasing height, and then the build-up region of th e standing wave. Even above

the apex of t he layer there is a reflected forerunner with a very small amplitude.
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IR 1

\ /

-

'7
I R l

\
\
\

-0.4 -0.3 -0.2 -0.1 o 0.1 0.2 — (f -f )
o 1 p,m
O

FIGURE 5.15. Transmission coefficient IT! and reflection coefficient IRl for a symmetrical Epstein

layer.

0

In section 4b we introduced the notation "apex modulation". It would be interesting

to examine if t here is such a modulation in this case. Now the l ayer is thin and the

wave is transmitted by means of th e tunnel effect. The modulation frequency must

be given bv f - f = 0. 25 c /2H. As a matter of fa ct the electric field, depicted& J p, m 1 o
in figure 5.19, shows a weak envelope oscillation with this frequency. Accordingly,

there is an "apex modulation" even at tunnel transmission. In most cases it is,

however, too weak to be discovered.

It has been pointed out by Rydbeck [ 1948 ] that a higher order approximation

of th e reflection and transmission coefficients can be obtained by a multiple

phase integral method. The results can be intex'preted in "geometrical" terms

with the reflection virtually consentrated to the two branch points of th e barrier

( the lower and upper classical reflection points ). It would be interesting to

note if su ch a multiple reflection occurs in t he evanscent region. The theory

requires that the branch points are sufficiently remote. Consequently, if t here

are any reflected waves from the upper branch point, they will be very small and

perhaps impossible to discover.

Let us look at the time variation of th e energy flow at the apex point ( figure 5. 20).

In the time interval 2. 5< T <4. 0 we have a distinct net energy transport down-

wards. This is a remarkable situation. However, it is difficult to determine a

single well-defined reflection level.
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NORMALIZED HEIGHT, z/2H

0.6
THE UPPER CLASSICAL REFLECTION LEVEL

0.4

FIG. 5.22'

0.2
FIG. 5.21

FIG. 5.20

1.7

FIG. 5.19'
-0.2

FI§. 5.18-

-0.4

THE LOWER CLASSICAL REFLECTION LEVEL
-0.6 •

FIG. 5.17

FIGURE 5.16. The apex region of" the symmetrical Epstein layer

As to the group and signal velocities at tunnel transmission through the layer

we at once notice from figures 5.17-5. 23 that there is no relation between the

two. As a matter of fa ct, it is difficult, if not impossible, to define a signal

velocity. This velocity is a function of t he barrier form, of th e carrier frequen-

cy and also of th e signal envelope used . In this special case the transmitted

signal is deformed "beyond recognition" by the strong forerunner. Figures 5. 17-

5. 23 are good illustrations of th e gradual deformation. A futher analysis of t he

signal velocity will lead us beyond the scope of t his report.
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T,sin
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2 S
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-0.1-
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FIGURE 5.18 Electric field ( ), magnetic field ( ) and energy flow at z/2H « -0.285. Carrier

frequency f - 1.5 c /2H. Penetration frequency f = 1.75 c /2H.
1 O Pjffl o
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6 Normalized time T

FIGURE 5.20 Electric field ( ), magnetic field (----) and energy flow at z/2H = 0.0. Carrier

frequency f » 1.5 c /2H. Penetration frequency f = 1.75 c /2H.
1 o p,m o

E Z H t .
T,sin o T ,sin

Normalized time T

6 Normalized time T

-0.02

FIGURE 5.21 Electric field ( ), magnetic field (----) and energy flow at z/2H » 0.153. Carrier

frequency f^= 1.5 c /2H. Penetration frequency f •= 1.75 c /2H.
i o p,m o
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FIGURE 5.22 Electric field ! ), magnetic field ( -) and energy flow at z/2H - 0,285. Carrier

frequency f » 1.5 c /2H. Penetration frequency f - 1.75 c /2H.
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FIGURE 5.23 Electric field, magnetic field and energy flow far above the layer. Carrier frequency

f » 1.5 c /2H. Penetration frequency f « 1.75 c /2H.
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APPENDIX I LAPLACE-TRANSFORMS OF TWO HYPER GEOMETRIC FUNCTIONS

1. The inversion of F ( a , ß ; 1 + p; z) ..

The bilateral Laplace integral, which will be solved, reads
c + j <*»

1I =
2k j

c- j 00

— F( a, ß ; 1 + p; z ) e pt dp. (AI, 1)
P

The integrand has single poles at

p = 0 , - 1 ,- 2 , . . . . ,

and therefore we choose the real quantity c > 0, keeping all poles to the left of the

integration contour .

The integrand goes to zero, when I pi -» °o if

Rejpj> 0 and t < 0

or

Re|p|< 0 and t > 0 ,

We treated the two cases , t < 0 and t > 0, separately.

< 0

We continue the integration contour at ( p I = o° and Re j p j >0 (see figure AI. 1) in

order to use residue calculus on the obtained, closed contour C^. The integrand has

no singlular points inside C^ and consequently

I s 0 when t < 0.
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Poles Re(p)

FIGURE AI.1. The integration contour.

b. t > 0

We now c ontinue the integration contour at I p I = oo and Re|p} <0 then

obtaining a closed contour C (fig. AI.1). Inside C we have single poles at

p = 0, -1, -2, ...

and

I — 2tc j S Residues =

-t 1 2 1 -t 1 -2t= l + o c 8 ( 1 - e ) z + — o c ß ( a + 1 ) ( ß + 1 ) z ( — - e + " j r e ) +

1
"rxT

n-1
nk=0

( a +k) ( ß + k) ^n' "1 ' -, ' 111 z1 + k ( 1- e_t) n -t.F[a , ß ; 1; z(l-e )] ,

(AI. 2)
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when Rejp »>0.

Consequently

F [ a, ß : 1; z(l - e-t) ] U(t) V F ( a, 3 : 1+ p: z ) , (AI. 3)

Re -i p) > 0

and

• F t f + Y - T - Y ' 1 ' Wh < 1 - e T ) ] " t - « 1 " # " > ] •= '
1 + e o

p z

• , e C ° F [ 1+ Y . 1 - Y . l - g p . ] • < A >- 4 >
o 1 -i- e

R e ( — p I < 0
! C J• O

2, The inversion of

/ 2H 4r ( - — p)
Co . 2H 1, „ , 2H . . 1r ( P - Y + t t — - P + Y + - Ö )1 1 _ , 2H k -1 v c K ' 2 cr ( - Y+ —) r(Y + y) i ( — p ) o o

z 2H
P c /u c P° . - - z/H oe ( 1 + e )

p r 1 , 2H i 2H 2H 1 -,
' ï ' T * 7 P' ï " T 7 p 7 p: T^7H ]

o o o 1 +e

(AI. 5)
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From van der Pol and Bremmer [1955 , p.399 ] we obtain

r ( a 1 ) r ( o c 2 )

r(Yl)
F ( ax , a 2; y 1? - \ - e" ) =

r (P + 1) T( OL1 + p) n a2 + p)

r ( Yj - P)
F( ai - p oc2 -p; Yx - Pî - M

0 < R e - p I < m i n ( R e j a 1 ] » R e j a 2 } )

Putting

(AI. 6)

P
2H

a

a =
2

+ Y ,

Y ,

Y1 = 1 '

X =
1 + ê 77H '

we at once obtain the transform of r elation (AI. 5) as

F( T + Y • T "Y • 1 ' -—tï7H (1"cT)]
1 + e

(AI. 7)

-Re { y - ï } < < 0
1 O
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ABSTRACT

This report deals with propagation of e lectromagnetic transients in anisotropic,

homogeneous ionized media. Due to a longitudinal, external magnetic field an

incident signal will be split up into two circularly polarized modes, which prop-

agate independently in the homogeneous medium. By m ean of th e saddle-point

method of i ntegration approximate expressions for the transmitted signal in the

medium have been obtained. These results have been used to calculate the dis-

torted and time-delayed unit step modulated carrier and the distorted pulse-

carrier in the layer in the isotropic as well as the anisotropic case. The split-

up into a left-hand polarized and a right-hand polarized pulse is shown in a

series of fi gures.
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I INTRODUCTION

In the beginning of t his century the scientists considered that the group velocity

of a wave always corresponds to the velocity of en ergy. However, it was shown

that this was in conflict to the theory of r elativity since the group velocity could

be larger than the velocity of li ght in vacuum ( c^ ).

This difficulty was resolved by SOMMERFELD and BRILLOUIN ( 1914 ). They

investigated the distortion of a signal propagating in a homogeneous isotropic

dispersive medium. Sommerfeld found that, immediately after the arrival of

the front with velocity c^ , there is a disturbance of sm all amplitude and high

frequency. Using the saddle-point method of i ntegration Brillouin showed that,

in addition to this first forerunner ( precursor ), there is a second one, the

amplitude of which increases and the period of which decreases with time. The

second forerunner joins with the main signal which propagates with the signal

velocity. The term " signal velocity " refers to the travel of th e head of th at

portion of th e wave which actuates a measuring device. Except near a region of

anomalous disjjersion the signal velocity and the group velocity are essentially

equal.

To calculate the change in form of th e main part of a quasi-monochromatic pulse,

which propagates in a dispersive, non-absorbing medium, a simplified stationary

phase principle can be applied. This method has been used by several authors.

See WAIT ( 1965 ) . However, to obtain an approximate result valid always after

the arrival of th e wavefront ( except for the immediate vincinity of th e wavefront )

the saddle-point method of integration must be used.

Near the front of th e main signal the simple integration due to Debye can not be

applied, since a pole of th e integrand is near the saddle-point. A sl ightly modi-

fied method must be used and a solution is obtained in terms of F resnel integrals.

Referring to this method of i ntegration two closely related works must be men-

tioned. In 1953 PEARSON used the method to study the transient motion of sou nd

waves in acoustic waveguides and recently the distortion of a unit step modulated

sine wave, which propagates in an isotropic homogeneous plasma, has been

treated [ HASKELL and CASE ( 1966 ) ].
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In a previous report by the author the transient wave responses of two dif ferent

inhomogeneous ionized media - the exponentially stratified medium and the sym-

metrical Epstein layer - were studied [ RÖNNÄNG ( 1966 ) ]. By means of th e

linearized wave equations analytic expressions for the unit step wave responses

were derived. In both cases they were written in closed mathematical forms,

namely as a Bessel function and a Legendre function respectively. The unit step

modulated sine wave responses, written as convolution integrals, were computed

at different heights in the media and at different carrier frequencies. Further-

more, the strong signal distortion at tunnel transmission through a thin symmet-

rical Epstein layer was studied in detail.

The present report can be considered as an extension of th e above work to the

anisotropic case. By introducing a longitudinal static magnetic field two wave-

modes can exist in the ionized medium. Consequently, the treatment becomes

more complicated and we have therefore limited ourselves to the homogeneous case.

Thus, we are studying transient signal propagation in a semi-infinite homoge-

neous ionized medium.

An inc ident linearly polarized wave will be split up into a left-hand polarized mode

and a right-hand polarized mode. These two modes propagate independently but

are coupled to each other due to the boundary conditions.

By means of th e saddle-point method of i ntegration ( the method of st eepest descent )

the distortion of an incident unit step wave,of an incident unit step modulated sine

wave and of an incident rectangular pulse carrier are studied. The individual modes

as well as the total x- and y-components of th e electric field have been computed

for different propagation distances and for different carrier frequencies. For the

isotropic case the curves are compared with corresponding results obtained ear-

lier by other authors. It is shown that the simplified method, mentioned above, is

usuable only in a narrow time region about the steepest portion of th e front of th e

signal.

If we know the amplitude and the phase of th e transmitted unit step carrier it is

possible to determine the rectangular pulse carrier response. This has been done

for the isotropic as well as the anisotropic medium. The interesting spit-up
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into two pulses, when the gyro-frequency differs from zero, is shown.
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Index of sy mbols.

S y m b o l D e s c r i p t i o n

Latin alphabet

B Static magnetic field
o

C Fresnel cosine integral

c Velocity of lig ht in vacuum
o

D Displacement vector

Ë Electric field strength

e Charge on the electron

erf Error function

J , J , J Bessel functions
0 12

m Mass of e lectron

n Refractive index

n' Group refractive index

N Number of e lectrons per unit volume

p Laplace operator

p = i üu Laplace operator at the saddle-point
s s

R Wave polarisation

R Laplace-transformed reflection coefficient

S Fresnel sine integral

t Time

T Laplace-transformed transmission coefficient

U Unit step function

v Electron velocity

v Group velocity
^ zw p ( t - n+— )

x, y, z Cartesian Coordinate
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Greek alphabet

a \J I w"(juug+) I (w1 - wg+)

Y I w(j^s) i + \ Iw" t%)I («»J - \)2

Plasma wavelength

T z/co
uu Angular frequency

uu1 Carrier frequency

<ju Plasma frequency

U) oi = uu when z > 0O po
uUjj Gyro frequency

uu Imaginary part of ps s

superscript

i, t, r Incident, transmitted, reflected

+ The positive one

The negative one

subscript

x, y

Left-hand polarized mode

Right-hand polarized mode

x-component, y-component



- 6 -

II THE REFRACTIVE INDEX OF AN IONIZED MEDI UM WITH A LONGI-

TUDINAL STATIC MAGNET IC F IELD.

In order to derive the formula for the refractive index n of a n ionized medium

with a longitudinal static magnetic field we must first define certain properties

of both the electromagnetic wave and the medium. For our present purpose we

shall assume the following properties:

Wave properties.

( 1 ) A p lane wave travelling in positive z-direction. The Laplace-trans-

Properties of the medium.

( 3 ) The medium is anisotropic due to a longitudinal, uniform, external

formed electric field E (p, z) is proportional to e npZ//co

( 2 ) Given wave polarization R defined as R =
x

magnetic field , directed in positive z-direction.

( 4 ) Electrons only are effective .

( 5 ) No collision-losses.

( 6 ) The medium is a cold plasma.

The forces acting on an electron, if we neglect non-linear effects, are

( 1 ) The electric force e*E.

( 2 ) The force ev* Bq due to the electron motion v relative to the imposed

magnetic field B^.

Then the equations of motion are

* Throughout this report we use the bilateral Laplace transform in place of th e

complex Fourier integrals to make it uniform to the previous report on this

subject [ RÖNNÄNG, 1966 ].
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mx = e E + ey B
x o

my = e E - ex By o

( 2 . 1 )

where

ÔX .. ~d*~ Xx = — and X = —-
dt ât2

Furthermore the wave propagation is defined by Maxwells equations,

div D = O

div B = O

curl H = D

curl E = -B=-|_tH

where

( 2 . 2 )

D = E + N er ( r = xx + yy + zz ) ( 2. 3 )

Now let us Laplace-transform relation ( 2. 1 ) and ( 2. 2 ). Since the electric and

magnetic vectors of th e wave do not vary in the x- and y-direction we have

^ - â - = o
ôx dy

Furthermore

a . à 2 . 2
S ' p ' < 2 - 4 )

O t

Introducing the wave polarization
f*» «N»
E H

R =- / ( 2 . 5 )
x y

we obtain from ( 2. 1 ) and ( 2. 2 )

R - ± j ( 2 . 6 )

There are consequently two characteristic waves propagating in our magneto-
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ionic medium. Both of th em are circularly polarized. R = - j corresponds to the

right-hand polarization and R = j to the left-hand polarization.

Introducing the angular plasma frequency

2 N ß 2 l 9 7\CJÜ = ( 2. 7 )
p meo

and the gyrofrequency

eB
« „ - I — ' I ( 2 . 8 )

we furthermore obtained from ( 2. 1 ) and ( 2. 2 ) the refractive index of th e medium

as
20)

n 2 ( p ) = 1 + — ^ r ( 2. 9 )
± P ( P + J W H )

For the plus sign R = + j and for the minus sign R = - j.
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HI THE TRANSMITTED ELECTRIC FIELD IN A SEMI-INFINITE HOMOGENEOUS

MAGNETO-IONIC MEDIUM ( LONGITUDINAL MAGNETIC FIE LD )

We now c onsider the problem of tr ansient electromagnetic wave propagation in a

semi-infinite homogeneous magneto-ionic medium. The uniform magnetic field

Bo is assumed to be directed in the positive z-direction according to Chapter H.

The constant plasma angular frequency is equal to uuq . See figure 3.1.

Let us suppose that a transient, linearly polarized, plane electromagnetic wave

is incident upon the magneto-ionic medium. The incident electric field is expressed

IONIZED MEDIUM

(plasma frequency co )' is

STATIC MAGNETIC FIELD
INCIDENT PLANE «AV E

FIGURE 3. 1 The semi-infinite, magneto-ionic medium.

by means of th e bilateral Laplace transform as

C +"^°° p ( t —
< < ' . * > = 1 ^ 7 / ; ^ ( p ) e P " o ' d p ( 3 . 1 )

c -joo

For example, E ( p ) may be a unit step wave or a unit step modulated sine wave.
~i x u»i P

Then E is equal to 1 and — — respectively. U) is the angular frequency ofX u u 1
the carrier. ^ + ^1

The x- and y-components of th e reflected wave can be written as

c +jeo p ( t + — )

Ex ( '• z 1 = 2nJ / p£x<p)fix(p)e ° dp <3'2>
c -j®
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c + j°° z
r i r i ~ i ~ p ( t + r )

E y ( t , 2 , = 2 Ï Ï j J 5 E x ( p ) R v ( p ) e ° < 3 ' 3 )

c - j ®

Introducing the transmission coefficients T. ( p ) and T ( p ) for the left-x i + x > —
hand polarized mode and the right-hand polarized mode respectively we obtain the

transmitted waves as
c + j°° . . z

. , r - , p ( t - n — )t 1 / 1 f ~ ~i + 'E ( t , z ) = — / T ( p ) E ( p ) e C o +x x 2TT ) J p l x , + y r / x x /

Q _ 1 CO
left-hand polarized mode

~ P ( t - n_ — )
+ TX) _ ( p ) Ex ( p ) e ~ Co J dp (3.4)

right-hand polarized mode

and
c + j °° , , z K

t 1 r l f ~ ~ i P ( t - n — )
E ( t , z ) = — / - I j T ( p ) E ( p ) e C ° '

Y 2TTJ J p l J x , + x v 'y
c - j <

p ( t - n - r - )
- i T „ ( p ) ( p ) e ~ C o ] dp ( 3 . 5 )

A » A J

where

2üt)
n = \ M + _ - ( 3 . 6 )

± V P ( P + jw H )

Relation ( 3.5 ) is given from ( 3.4 ) by means of the polarization conditions [ eq.

( 2 . 6 ) ] .

From the boundary conditions at z = 0 we easily obtain the reflection and trans-

mission coefficients

~ 1 - n n

V p ) - < l + V U + n _ , < 3 - 7 )

V p > - - i ( l + n ^ d ' + n j < 3 " 8 >

Tx, + <p)s"rnr <3-9>



- 1 1 -

¥ x . - ( p ) = i r̂ 'K* '"** (3-10)

Since

* *
n_ ( p ) = n+ ( p )

and

T X . - ( P ) = T X . + >

about the real axis of the complex p-plane. Accordingly Et ( t, z ) and E* ( t, z ) arex y

the singularities of th e integrand in ( 3 .4 ) and ( 3 .5 ) are symmetrically distributed

about the real axis of ti

real functions of t ime.

We can write the x- and y-components by means of the left-hand polarized mode as

C + ioo ~ 2
t f l r T V + < p ) i P < t - n )

E x ( t , z ) = 2 R e { — / E x ( p , e c ° d p |

C - j 0°
( 3 .11 )

C + i » ~ 2
t r i r T x + ^ p ^ ~ i p ( t _ n + ~ )

Ey(t,z)=-2Im{— J Ex(p)e °o ^,

C - ( 3.12 )

In the following chapters we are going to use these expressions in order to deter-
t t

mine E ( t,z ) and E ( t,z ) for different incident signals.
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IV THE SOMMERFELD PRECURSOR

Before we try to find approximate expressions for E* ( t, z ) and E^ ( t, z ) we
i x J

must specify the incident wave Ex ( t. z )• I" the following, two interesting cases

are treated. We suppose that

JEI ( t, z ) = U ( t -~ ) ( 4. 1 )A Lo

or

E^ ( t, z ) = sin [ iu1 ( t ) ] U ( t ) (4.2)
o o

i. e.

( p ) = 1 ( 4. 3 )

or

Ut- p~ 1 , . 1
E X ( P ) = ~ 2 T < 4 - 4 >

P +U)j

respectively.

The first part of th e signal arrives when t is slightly greater than z/c^ . Its form

can be found by a method given by SOMMERFELD (1914 ), and this part is some-

times called the " Sommerfeld Precursor

The contour from c-j <» to c+j » in ( 3 . 11 ) may be distorted into ä large semi-

circle in the right half of t he complex p-plane. Let R be its radius, so that on the

semicircle

ja TT TT i a r \p = R e " 2 2 ( 4 . 5 )

Now ( 3 . 6 ) shows that as | p | both n+ and n tend to 1 and

l i m T X | + ( p ) = l i m T x > _ ( p ) = ! ( 4 . 6 )
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In p

Branch cut

Branch cut

deformed

contour

original

integration

contour

Figure 4.1. The integration contour.

Hence on the large semicircle the exponentials in ( 3 . 11 ) and ( 3. 12 ) have the

form

exp [ p ( t - ~ ) ] ( 4. 7 )
o

and if t < z/c^ the real part of th is exponent is negative and large. Thus the expo-

nential term in the integral gives zero when R tends to infinity. This shows that

no signal can be received when t < z/c .o

Expanding n+ for large values of | p |we obtain

2 2-, U) O)1 o on ~ 1 h— ~ 1 + / 4 « \+ 2 p ( p + j u J H ) 2 p 2

Notice that with this approximation the medium is isotropic and consequently

tE ( t, z ) ~ 0y f t - f « 1 )
O

( 4 . 9 )
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The unit step wave response

Let us first consider the case of an incident unit step wave. Then
TT/2
f R ( t - — ) 2 j sin a

E * ( t, z ) ~ 2 Re j— e °o d a J ( 4. 10 )

- TT/2

if we choose

i 1/2
R = U) [-JL- i_ ] (4.11)

0 2 c i t 2 - so < t - c )
o

Now eq. ( 4. 10 ) is a standard representation of a Bessel function and

4. 12 )

If we put 2 z/c = t + z/c this is the first term in the exact result for the iso-
o o

tropic case [ eq. ( 6. 12 ) ].

The unit step modulated sine wave response

Assuming an incident unit step modulated carrier ( sine wave ) we i nstead obtain
n/2 z

*• fio, P , R(t- — )2jsina
E x ( t , z ) ~ 2 R e { - J - e C o e ~ J a d a j ( 4 - 1 3 >

-TT/2

where as before

. 1/2
R = u) [ T 1 < 4'14 >o 2 c . , z° "T1

O

From ( 4. 13 )

TT
(JU1 p

E ( t , z ) ~ — / — s i n [ 2 R ( t - — ) c o s ß + j ß ] d ß ( 4 . 1 5 )
X TT / Jlv CJ O
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Eg. ( 4 . 15 ) is the integral representation of a Bessel function and

ot ZUJ1E ( t , z ) ~x w 2z
c

• J i k [ f < l - f n l ' c -r >

( t - — < < 1 ) ( 4 . 1 6 )
o

The same expression is obtained for the isotropic case [ HASKELL and CASE

( 1966 ) ] and it works well only just at the wave front where

t - ~ << 1
co

The wave front is composed by the highest frequency components which do not

feel the anisotropy and propagate with a velocity just below the vacuum velocity

c .o
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V THE SADDLE-POINT APPROXIMATION

Approximate values of t he integrals in ( 3. 11 ) and ( 3.12 ) will be found by m eans

of t he saddle-point method or the method of s teepest descents. It is an approxi-

mate method which relies on t he property that the exponential in the integrals varies

much more rapidly than the other factors when p is varied.

The exponent in

c + i 00 ~ z? J T , ( P ) _ . P ( t - n — )1 f X + ~ i + C nI =-—- / —* E ( p ) e ° dp (5.1)
2tt j J p x

c - j00

has saddle points where its derivative is zero, that is where

d p ] = ° < 5 - 2 >

or

dnt "t" •— , — = n + p — — = n , ( 5 . 3 )
z/c0 + H dp +

where n ' is the group refractive index and

( 5 . 4 )

Introducing the angular frequency (ju = - jp we obtain from equation ( 5.3 ) the instan-

taneous frequency versus time or the frequency dependence of th e group velocity.

P ( P + JU T T )

We obtain

2 o . •u» 2p + J(JU

^ ( 5 . 5 )z/c + 2n, p . .2+ v ( p + ju> H )

There are consequently two saddle points, both of w hich lie on t he imaginary axis

as there are no collision losses. They are unsymmetrically situated with respect

to the real p-axis and move with time along the imaginary axis. At t = z/c^ they

are at + jœ and as time proceeds they approach



- 17 -

(JU
• i H
J l " ~

1 (JU
H

+ (JU 2}o J ( 5 .6 )

and

(JU
H

(JU
H

+ w2 ]
o > ( 5 .7 )

respectively. The branch cuts and the saddle-points are shown in figure 5.1.

The saddle points can be found by p lotting -K— against p from (5.5). An example
tis shown in figure 5.2. For any given t and z/c the horisontal line n ' =—— is

0 + z/c0

drawn in the diagram. The points where it cuts the curves give the actual p-values of

the saddle points.

ISOTROPIC CASE LEFT-HAND POLARIZED MODE RIGHT-HAND POLARIZED MODE

Im p

Saddle-pointé^

Branch out

Saddle-point^ ^

I» p

Saddle-point

Branoh cut

Re p

Branch cut

Saddle-pointi

Saddle-point

Branch out

!• p

Re p

Branch out

Saddle-point ^ ^

Re p

FIGURE 5. 1 The branch cuts and the saddle points in the complex p-plane.

We shall now find the contribution to integral (5.1) from a saddle point at p = p
£

The exponent in ( 5.1 ) is therefore exponded in a Taylor series about p

P ( t - n+ ~ ) = w ( p ) = w ( p ) + w* ( p ) ("p - p ) + -J w" ( po ) ( p - po )2 +

= 0

S' '~ "S

( 5 . 8 )

The second term of the Taylor expansion is zero because the first derivative of the
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exponent w ( p ) is zero at the saddle point.

We obtain

d d rw = —- w = — i t
dp dp

dn
z / +— ( n + p ——

c + dp ' ) =-c- h f"+ + p5r l <5-9>
dn

c dp l + dp
o

From figure 5. 2 we notice that w" ( p ) is imaginary and
S

Im { w" ( p <0 when Im { p ) > 0

I m { w " ( p ) } > 0 w h e n I m { p } < 0
S s

( 5 . 1 0 )

We obtain from one of the saddle points p

t . - i- f
1 2 TT j J

w (p ) +-i W" (P ) (p - P ) 2

- T ( p ) E ( p ) e S 2 S S d p
p X, + X

( 5 . 1 1 )

"forbidden
band"

-1.7
i 1 1 1—rn //-
? -1.6 -1.5 -1.4 I -1.3

— = o /v « n
z/c o g +

O

frequency

-//-

z = (10/2IÏ)-*

w « 0.5 u)
H o

—n—i r
).8 I 0.9 1.0

~1 1 r
1.1 1.2 1.3

tu / w
s o

u> /«>
S 0

p/ j

FIGURE 5. 2 The dependence of t he real group refractive index or the normalized
t

time upon the situation of th e saddle point.
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The original contour C is here distorted to run through the saddle point in a direc-

tion which makes the second term in w ( p ) negative or zero. This is the direction

of t he most rapid change, i. e. the direction of th e line of s teepest descent through

the saddle point.

On the contour let

p - p = r e
s

j cc ( 5 . 1 2 )

Then

a = — and when Im { p } <0
A A »• g'

and

a =-2 and
4 4 when Im { p } >0

The integration contour is shown in figure 5.3.

Let us first study the general case

- I
f W < p s ) < p - p s ) 2

f ( p ) e dp ( 5 . 1 3 )

When f ( p ) is a holomorphic function in the neighborhood of th e saddle point it can

be expanded in a Taylor series about the saddle point. If f ( p ) is slowly varying it

can be given its value for p = p and placed outside the integral.
S

With

p - p = r e
s

ja

the contribution from the saddle point is

f ~ 2 I w " ( P s > I 1 - 2 j a
I ~ f ( P g ) J e S e d r ( 5 . 1 4 )
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distorted integration contour

through the positive saddle-

point
\

C \

branch cut

- i w ''
J H

branch cut

pole ()

/
C /

" /

/

In p

r
polo

saddle-point

\
\
\
\
\
\

/
/

y

/
/

Re p

saddle-point

original integration

contour

distorted integration

contour through the

negative saddle-point

FIGURE 5. 3 The integration contours through the saddle-point.

where a is chosen to get the exponent real and < 0.

Since | w" ( p ) | is assumed to be large the integrand decreases rapidly as r
S

departs from zero. The main contribution comes from very near the saddle point,

where r = 0, and the integral limits may be set as + 00 without serious errors.
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Now

/
00 1

" 2 I w " ( p ) | r
e dr

I ~ f ( p ) e j a - j ^ t
1 | w - ( p ) ' 1

( 5.15 )

is a standard definite integral, which has the value

{Ftt
, » 1 / 2 ( 5 - 1 6 )
! w <V I

and

1/2

( 5.17 )

If f ( p ) in ( 5.13 ) is a naeromorphic function in the neighborhood of th e saddle

point we must instead use a Laurent expansion. Then we obtain an integral of the
form

CO

f e ~^ z2J fl"~ dt = j TT e "Z [ 1- erf ( - j z ) ] (5.18)
( ïm { z } > 0 )

where erf ( - j z ) is the Error function. We shall return to this case in Chapter VII.
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VI THE UNIT STEP WAVE RESPONSE.

Let us assume the incident wave to be a unit step wave [ eq. ( 4.1 ) ].

Then

t f i r 1 ~ p ( t " \ c ) iE x ( t . M = 2 R e j — J - T x + ( P ) . o d p }

C

and

C ~ p ( t — n — )
E1 ( t, z ) = - 2 Im I ——- / — T ( p ) e + C° dp } (6.2)y 1 2tt j J p x, + r j ^

C

+ -f" — — 4" —
There are two saddle points p = j uu and p = j u u ( (ju > 0, uu < 0 ) cor-s s s s s s
responding to the components from the left circularly polarized vector ( R = j )

and the right circularly polarized vector (R =-j ) respectively.

We obtain by means of chapter V [ rel. (5.17) ]

2 T ( ju) + )

w [ 2 tt| w ( jiu ) I jS S

left-hand polarized mode

2 T ( j oj )x , + V J s ' r . . . - .. tt t+ nr cos [ I w ( j(W )t J
( -U » s ) [ 2 TT I W" ( jU> g ) I ]

right-hand polarized mode

( 6 . 3 ' )

where

2 1/2
i w i

= 1 + fl - —T—T "v I (6.4)~ l ü U ( ( J U + ( J U ) J
T ( J u » ) 1 H

[ rel. ( 3.9 ) ]

From relation (6.3) the corresponding y-component can be written down at once
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~ +
2 T ( i ( JU )

E « ( t , z ) ~ - — 2 l ± i cos[|w(iu,%,.22. ] +
y i » + [ 2 n I w " ( J i l l + )| 1 / 2 s 4

S s

2 T ( j uu ~ )
+ 7 2 I—-Jfl cos [ Iw ( J«i ~ ) I ]

< - « " _ ) [ 2T T I W " ( jC U ) | ]
S s

( 6 . 5 )

When w 0 we obtain the result of the isotropic caseH

t 4 Ï X + ( j V r + Tr -,
E ( t , z ) 1 - J 7 2 c o s [ I w ( j u > ) | - — ]

w + [ 2 n | w " ( J ® * . ) | ) '
S o

( 6 . 6 )

E * ( t , z ) = 0 ( 6 . 7 )
y

"t" O
since the saddle points ( i uu and ) are symmetrically situated on the imagi-

s s
nary p-axis at

uu t
o

P = ± j I 2 2 ' ( 6 , 8 }

] j t 2 - T 2

where

T = —
co

Furthermore

| w ( j u ü ' ) | = u u • \ j t 2 - t " ( 6 . 9 )
S o

2 2 3/2

I t ' ( Ji » + )l ' ( t ' T I ( 6 - 1 0 )
s (JU *T

O

and consequently from (6.6)

1/2

E X ( '• z 1 7 5 ? 1 T Î T " c o s ( O
TT ( JU ] / t - ~

2 n \T " T >

( 6 . 1 1 )
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in the isotropic case.

This is the first term in the asymptotic expansion of the exact expression for the

transmitted wave [ RÖNNÄNG, 1966 ]

E < ( t , Z ) = { j „ [ „ „ \J t 2 - T 2 ] + 7 7 7 - J 2 [ œ 0 \ / t 2 - T 2 ] j u , t - T

( 6 .12 )

The range of validity of the saddle-point approximation is delimited to large values

of the second derivative of the exponent w. For the isotropic case
3/2

, « , . + . ( t2 - T 2 )
l w = 2 ( 6 . 1 3 )

(JU T
O

according to eq. ( 6 . 10 ), which implies that the condition

i , - + i \ I 2 T
I w ( ju; ) I = au o V t - t » 1 (6.14)

must hold. Accordingly, relation ( 6.11 ) fails in the immediate vincinity of the

initial wavefront.

It is instructive to examine the discrepancy between the true waveform and the

saddle-point approximation immediately after the arrival of the wavefront. We have

chosen a space point at z = 10 / 2 n in the semi-infinite plasma. From figure

6. 1we notice that already after a few oscillations the error A Et = Et

£ x x , s a d d l e p o i n t
-E is small. As a matter of f actx, true

2 t -1 T 1/2

A E x * * ~ ~ t T r ( r ~ J r ~ w l s i n [ « \ / t 2 - T 2 - ' 7 -

T T U U ( t - T ) *
o

( 6.15 )

Relation ( 6 .15 ) is the second term in the asymptotic expansion of ( 6 .12 ).

E ( t, z ), E ( t, z ) and the individual, circularly polarized modes have beenx y
tabulated for z = 10 X^/2 n and oi^ = 0. 5 uu^ by means of a digital computer. The

result is shown in figures 6. 2 and 6. 3. If w e choose a fix instantaneous frequency,
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we notice that the left-hand polarized mode arrives earlier than the right-hand

polarized mode. This is evident as the left circular mode is supported by the static

magnetic field.

V 05

TJ« 0.4
o

j» 0.3in

0.2

0.1

0

-0.1

-0.2

-0.3

-0.4

u»0fo=io

/"A
E1

x,.true
/

À \v

1 \v
/

/7/
/

1
\

\
\ v/ /

/ / \
\v.
y1 / t£/ /
\ '

1
v

0.04

0.03

0.02

Û01

MD
~ XUJ

0a1a
5•oo<n
X*UJII
X

LU
<3

0

-0.01

-0.02

-0.03

-0.04

10 11 12 13 14 15 16 17 18 19 20
Normalized time, 00ot

FIGURE 6. 1 The initial oscillations of t he transmitted unit step wave response in

the isotropic case ( (!)„ = 0 ) . The continuous curve is obtained fromH
the exact expression and the dashed line depicts the discrepancy

A = Efc ... . - A E t
x x, saddle-point x, true



- 26 -

Normolized time, w.t

FIGURE 6. 2 The x-components of t he total transmitted field and of t he individual

circularly polarized modes. Gyro frequency u> = 0. 5 uu . Observation
H o

point z = 10 \ /2 rr .o
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-0.1

-02

Normalized time, m l

FIGURE 6. 3 The y-component of the total transmitted field and of the individual

circularly polarized modes. Gyro frequency uu = 0.5 m . ObservationH o
point z 10 \ / 2 rr.o
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VH THE UNIT STEP MODULATED SINE WAVE RESP ONSE

When the incident wave is a unit step modulated sine wave ( carrier ) we obtain

from relations ( 3. 11 ) and ( 3. 12 )

<'• z> = 2Ret/T4\t,p)eP( +c<>)dp}
P + <"l (7.1)

J
C

and

E*" ( t, z ) = - 2 Im
y

z

/

uu p ( t - n — )
-j—i\+

<p)e + c° dp)
n +(JU

C l ( 7 . 2 )

where is the angular frequency of the carrier.

Still the integrand has two saddle points situated on the positive and negative imag-

inary p-axis. However, this case is more complicated as there are two singulari-

ties ( poles ) at p = 5 m and p = - j .

Let us therefore divide the integration contour C into two parts C+ and C corre-

sponding to C in the upper and lower half p-plane ( see figure 5. 3 ). As a matter of

fact, this is the left-hand polarized mode and the right-hand polarized mode respec-

tively. We choose to study the left-hand polarized component.

The x-component of t he left-hand polarized wave.

Due to the circular polarization it is necessary only to study for instance the x-com-

ponent of t he left-hand polarized mode. Then the y-component can easily be obtained.

Its phase is 90° displaced.

The contribution to E* ( t , z ) when we integrate along C can be written
X

K < t , z > ) ~ 2 R e l i T r f + < p ) e + c ° d p !
+ J «/ D + UU , „ „ ,C + y 1 ( 7 . 3 )

In solving ( 7. 3 ) we must take into account three different cases corresponding to

different time regions, viz.
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u)+ > un , giving the precursor,
s 1

(ju+ Rs ou , giving the time-delayed signal build-up,s 1

and

uu+ < oj , giving the posterior transient solution.
s 1

The three integration contours and the resulting field versus time are sketched in

figure 7.1.

The precursor ( > uu^ ).

By m eans of th e unit step wave response ( 6. 3 ) we at once obtain

2 uu T ( j uf )
{ E x < t , z > } + , + 2 , X ' + / + 0 7 S " C 0 S l l W < i Vl + 4 1

( ÜU1 - W, ) [ 2 TT I W ( j U)s ) I ]

( 7 . 4 )

The result is valid as long as the amplitude

2 ur T ( j uu+ )
I 1 x » . t à j
I 2 + 2 r „ + ,1/2 I

( u> - U) ) [ 2 TT I w ( j (JU ) I ]•1 S ö

The transient precursor takes infinite values when c t - z = 0 and when ui+ = ui ,o s 1
i.e. vg ( uu1 )-t = z, which correspond to the front of th e precursor and the front

of th e main signal, respectively. Thus in t he neighbourhood of t hese sections the

asymptotic form ( 7 .4 ) becomes invalid. Near the front of the main signal the pole

at p = j uu and the saddle point at p = j uli+ a re close to one another and ( 7. 4 ) tends1 S
infinity. See figure 8. 1.

The main signal build-up.

At the moment when the path of i ntegration, i. e. the saddle point, reaches the pole

at j , the intensity of th e oscillation increases rapidly. Previously, it was very

small [ see eq. ( 7 .4 ) ] and it now gets the magnitude of th e final intensity. This

moment defines the signal arrival and permits one to define a signal velocity

[ BRILLOUIN ( 1914 ) ]. From ( 5. 3 ) we notice that the signal velocity normally is

equal to the group velocity.
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Saddle-poin

t"°o

+uj X ai

THE PRECURSOR

Ira p

\
\

s

\
\
\

Re

THE 8UILD- UP REGION

Re p

THE POSTERIOR REGION

Normalized tine , uj to

FIGURE 7. 1 The position of th e saddle-point and the corresponding region of th e
"t* -f*

signal envelope. When uu > m one obtains the precursor, u) « u js i si
corresponds to the build-up region and the posterior is obtained when

„ + "H I /»H 2
> > "T vT +%

Now we can write

! E* ( t, z ) I ~ Re f ~- [
L x ! + « 2 T T J p + j U) X, +

p ( t - n — )
T ( P ) e + C° dp ) -

+. 1

Re ii•-]
p ( t - n — )

T , , ( p ) e co dp jp - j uj x, +

+, 2

( 7 .5 )
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The integrand of the f irst integral (I ) is analytic over the range of integration

and we at once obtain from relation ( 6. 3 )

~ 4"T . ( j « » )
I , ~ 7 ^ ~ cos [ I w ( j o)+ ) I + - ]
+ ' 1 ( < + u > ) [ 2 t t | w » ( j / ) l ] 1 / 2 s 4 < 7 - 6 >SI s

If we as before approximate the integration contour C+ in the second integral in

( 7. 5 ) by a straight line we obtain

. 2
00

Ï+, 2~ ~ Re
1 f T x + ( j U ) s ) w(jV+ 2 W " ( j l J ü s ) e j 3 n / 2 R

- ' ^ 5 e 8 2 s dR ]2 n / _ . - j 3 n / 4 , +
R + J e ( v V

( 7 . 7 )

From relation ( 5. 18 ) eq. (7.7) can be written when uu+ > oj as
s 1

TX, + ( j œs > I -M,w" < j^s)|'(^-«,i)2} .
+, 2 ~ 2 Ie

• [ 1 - e r f ( ^ | | w " ( j aj g ) i ( < / - ) e j n / 4 ) ]} ( 7 . 8 )

<«£ >

where

j- j ~
erf ( a e 4 ) = /?e 4 { C ( |^ a ) - j S ( ^a )}

C and S are the Fresnelcosine and the Fresnel sine integrals.

Introducing

a }w" ( j u£ )| (oüj-ujg) (7.9)

we obtain by r elations ( 7. 6 ) and (7.8)
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T , ( j «L )
I ( t , z) J — ( [ 1 + C ( a ) + S ( a ) } s i n y +

+

+ [ C ( a ) - S ( a ) ] c o s y } +

T ( j w + )
X, + S r. TT -,

+ —-—Yn—+ cos[|w(JW )| +-]
[ 2 TT I w " ( j( JUg ) | ] (UJs +U)1 )

( uu+ > üu ) ( 7. 10 )si

where

y = | w (j ( u * ) l + | | w " ( j u ) g ) J - ( a j 1 - t « g ) 2 ( 7 . 1 1 )

When uu+ < uu we must take into account the contribution from the pole at p = j uu .
S J. JL

The integration contour is shown in figure 7. 1.

We obtain

{ E* ( t, z ) I ~ T ( j u>. ) sin [ I w ( j ID ) I ] -X ' X. T i- J-
+ x'

T„ ^ ( J «Î )
{ [ l - C ( a ) - S ( a ) } s i n y -x±_ + s

2

-[ C( a ) - S (a ) ] cos y j +

T ( j oj+ )
x, + S r , , • + , . TT -,+ — c o s [ | w ( j u j ) | + - ]

[ 2 TT I W " ( j (JU )| ] ( UU + UU )
S o I

( w+ < uu ) ( 7. 12 )
& J.

When

2
I I w" ( j «£ )I • ( u, j - u£ ) « I w ( j a/ ) I ( 7. 13 )

i. e.

+
<JU « (JU.s 1
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relations ( 7. 10 ) and ( 7. 12 ) give

2 2 2^2
K ( t - z > } + ~ 7 ! \ + < J V [ f [ | + c ( a ) ] + [ £ + S ( a ) } }

.l»{|w<Ju£)| ^arctan1^a'-8Jtt' }] t

X > +

( a ) + S ( a )

( J ««1 ) +

Jß cos[ |w( ju)s)| +j]
2 ujj [ 2TT |w" ( j u)1 ) I ]

( Uig ^ uu1 ) ( 7. 14 )

The first term in ( 7. 14 ) is the well-known Fresnel diffraction pattern. The second

term is normally a small correction since |w" ( j uj^ ) I >> 1.

The posterior region.

+
When uu > (ju, we obtains 1

j. 2ii) T ( j (ju+ )
( E x < t. z > } 2 7 + 1 / 2 c o s [ I w ( ) I ] +

+ ( - UJg ) [ 2 TT |w ( j 0Jg )| ] 7

+ *x, + ( j "V Sin C 1W ( j œl ) ' ] ( 7. 15 )

The stationary solution

- ooo -

Let us examine the boundary between the signal build-up region and the p osterior

region. Do they overlap each other? For large values of

- )/; iw (j/)| (»j-V)a = y - | w < j u > g ) | ( » j - o ) a ) ( 7 . 1 6 )

we obtain

C ( a ) ~ i + ™ s t a < i " a 2 )
( a » 1 ) ( 7 .17 )

o / x 1 1 /I 2
s < a ) ~ 2 0 0 s < 5 , , a )
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By expansion of s in y and cos y in relation ( 7. 12 ) where

( 7. 18)

{e* ( t, z ) } in the build-up region, eq. ( 7. 12 ), becomes
+

( E* ( t, z ) j ~ T^ + ( j ojj ) sin [ I w ( j iju1 ) I ] +

^x. +(3uC>

( ttL - (/ 2 ) [ 2 TT I w* ( j u/ ) I ] 1//2
-*• S s

cos [ IW ( j (U ) I + -JS 4

(a » 1 )

( 7 . 19)

This is the same expression as ( 7. 15 ), i.e. the build-up region and the posterior

region overlap each other. In the same way we obtain an overlaping region at the

boundary between the precursor and the build-up signal.

- o o o -
Let us at last sum up our results.

An incident unit step modulated sine wave, plane-polarized in the x-direction,

gives rize to two transmitted signals, a left-hand circularly polarized wave and a

right-hand circularly polarized wave.

The x-component of t he left-hand polarized signal after it has propagate a distance

z in the anisotropic medium can be written

E ( t, z ) = sin [ m ( t - — ) ] U ( t - f- )A JL C C
O o

+

+ [ C ( a ) - S ( a ) ] c o s y } +

cos [ I w ( j t/ ) I + j} ( 7. 20 )
[ 2rr |w " ( j (/ )| ]̂ 2 ( t/ + (ju )S SX
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+ z
when (jj > tu , i. e. t <t ^ w t ^• v ^ / » j

S 1 v ( (JU. )g 1

and

I ( t , z )| ~Tx + ( j iui ) s in [ I w (j uji )| ]-

T ( j w+ ) .
_ _2^ ~ { [ 1 - C ( a ) - S ( a ) } sin y -

- [ C ( a ) - S ( a ) ] c o s y ] +

/•v-» 4-
T ( j uu )

X , + S ; r • , • + v . . TT
+ c o s [ | w ( j u j ) | + - ]

[ 2 TT |w" ( j (JUg ) | ] ( U)s +U)i )

( 7 .21 )

+ z
when uu < uu, , i. e. t >^ UU f * • ^ ^ / V >s 1 v ( (i) )g 1

where

24* 1 M 4" -f*
Y = I w ( j uug ) I +•y I w ( j iwg ) I ( («j - iDg )

a = |̂ W "

w = p ( t - n — )
+ c

0

~ + 1
T x . +

< J V = / ^
1 + l/l - °

From the x-component of the left-hand polarized field the corresponding right-

hand polarized mode and the y-components can be obtained. The right-hand polar-

ized wave in the x-direction by the substitution uu -»- uu and the y-components byH H
phase displacement 90 .

The range of validity of ( 7 . 20 ) and ( 7. 21 ) is determined by the condition

I w" ( j u)s ) I »1 ( see figure 5. 2 )
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which eliminates the immediate vincinity of t he wavefront ( t
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VIE NUMERICAL RESULTS.

By means of the approximate expressions ( 7. 20 ) and ( 7 . 21 ) we have determined

the distorted signal envelope by means of a digital computer SAAB - D 21. The unit

step modulated sine wave response as well as the rectangular pulse-carrier response

have been calculated. The medium is assumed to be isotropic ( u) = 0 ) or anisotropic

( UL. î 0 ). In most cases we omit the transmission factor at the boundary z = 0, i. e.H
we assume that the medium is infinite.

l._ _ The^iŝ tropic_case.

Let us first look at the unit step modulated sine wave response. The transmitted

signals at two carrier frequencies are studied.

Carrier frequency = 1.1 . The resulting signal envelope is shown at two differ-

ent points z = 10 X o and z = 100 X^. At the longer propagation path the Sommerfeld

precursor [ eq. ( 4 . 16 ) ] is inserted. Futhermore the transmitted field at a semi-

infinite layer is drawn. The total transmission factor is of c ourse larger than 1

since n^ < 1. n^ is determined by the instantaneous frequency, i.e. by the saddle-

point value.

It is interesting to compare the obtained curves with the Fresnel diffraction pattern —

the classical result, which is obtained if one uses a simplified stationary phase prin-

ciple ( Taylor expansion about üü = tu ). In figure 8. 2 we notice that the curves agree

only at the steepest portion of t he leading edge. The approximate signal envelope

obtained by the saddle-point method oscillates more slowly, a result which earlier

has been pointed out by the author [ RÖNNÄNG ( 1966 ) J. From relation ( 7. 15 ) we

notice that the oscillation frequency of t he envelope goes to ( cju^ — cjü ) and not to

infinity which is the case for the Fresnel wriggles. As a matter of fa ct, the modu-

lation is created by inteference between the strong carrier with frequency cu^ and

the delayed components with lower frequencies. The lowest frequency is equal to

ouo , the group velocity of w hich is zero.

Carrier frequency 'jj^ = 1. 05 As the carrier frequency approaches the plasma

frequency the envelope is more dispersed and the front of t he signal is more delayed.

See figure 8.1. The dashed curves are the precursor and the posterior obtained by

the simple expressions ( 7 . 4 ) and ( 7. 15 ). They agree very well with the compli-



- 38 -

cated results ( 7. 20 ) and ( 7. 21 ) from which the continuous curve has been com-

puted.

If we know the envelope and the phase of the distorted unit step modulated carrier

it is possible to determine the pulse-carrier response.

The rectangular pulse-carrier can be written

e' ( t, z ) = sin [ au ( t - f- ) ] U ( t - ~~ ) - sin [ m ( t - T - ~ ) ] U ( t - T -X X C C X co o o

( 8 . 1 )

where T is the pulse duration.

If we a ssume that <w • T = n • 2 TT ( n = 1, 2, 3 ), i. e. the pulse contains a whole

number of w avelengths,

E* ( t, z ) = sin [ ^ ( t - — ) ] [ U ( t - f-) - U ( t - T -f-)] ( 8. 2 )
o o o

In figure 8. 3, 8. 4 and 8. 5, which show the distorted pulse at z = 100 \ for tu =
o 1

= 1. 1 a>o an d = 1. 05 u)^ , <u • T is equal to 100 u ( figure 8. 3 ) and 200 TT. At a plas-

ma frequency f of for instance 5 MHz these values of tu • T correspond to T = 10 u so o
and T = 20 (j s respectively.

The rapid oscillations at the signal build-up region are caused by interference with

the high frequency components arised from the abrupt termation of th e pulse. They

start T seconds after the arrival of th e wavefront. However, their amplitude is so

small that it is still possible to put the pulse velocity equal to the group velocity.'In

figures 8. 3, 8. 4 and 8. 5 we have inserted the delayed original pulse, which arrives

at t = z /v .
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w, = 1.1 U)0
U>H* o
z = 100 X0

The Fresnet
ttern

The saddle-point
approximation

1000 1500 2000

Normalized time, Gü0t

FIGURE 8. 2 The unit step modulated sine wave response -
obtained by the saddle-point method - compared
with the classical Fresnel pattern.
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2._ _ The anisotropic çasê

If we introduce a longitudinal external magnetic field the incident linearly polar-

ized signal ( t, z ) is split up into two circularly polarized modes. Accordingly,

we obtain a resulting component in the y-direction, too. The two modes propagate

with different propagation constants and arrive at the observation point z at differ-

ent times. Figures 8. 6 and 8. 7 show the x- and y-components of th e transmitted

unit step modulated sine wave. The following notations on the curves have been

used:

1. The total field for an infinite layer, i. e. there is no reflection at z = 0.

1.1 The left-hand polarized mode for the infinite layer.

1. r The right-hand polarized mode for the infinite layer.

2^
2.1 Corresponding fields for the semi-infinite layer.
2. r

In figures 8. 6 and 8. 7 the gyro frequency has been choosen in order to get the re-

sulting stationary field in the x-direction. This means that the Faraday rotation is

equal to n-rr ( n = 0, 1, 2 ... ). Accordingly, the y-component exists only in the

time interval when the left-hand polarized mode has arrived but before the right-

hand polarized mode appears. See figure 8. 7.

It is interesting to find the condition for obtaining the stationary signal in the y-

direction. This is obtained if the modes are 180° phase-displaced, i. e. if

| k z ( n - n ) | = ( 2 n + l ) - n ( n = 0 , 1 , 2 , 3 ) ( 8 . 2 )O *+" —

For n = 0 the gyro frequency UUT << UJ when z » \ and ULL ? ai 5 and we obtainHo o lo
i 2 '

(JU \ UU ./ <JU
— « r 2 - — y ( — ) - 1 ( « J < < < J U , ) ( 8 . 3 )
UU 2 z ai y uj H 10 o ' o

We assume that

z = 100 \
o

(JU, = 1 .1 U)
1 o
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from which we obtain

(juTT 0. 00252 uuH o

This case is plotted in figure 8. 8. Notice that the y-component is very weak

from the beginning since the momentary frequency is high and the medium is nearly

isotropic.

The split-up into a left-hand polarized mode and a right-hand polarized mode

becomes still more evident if we look at the pulse response. In figures 8. 9 and

8. 10 the x- and y-components of t he transmitted signal have been plotted. The in-

dividual pulses are well separated but there is a strong irregular ripple superim-

posed. The arrival of t he first pulse is well defined by the group velocity. However,

the second pulse is spread out. If w e define the pulse arrival to be the time when the

envelope has reached the value 0. 25, this means that the arrival is not determined

by the group velocity. Of c ourse, this is due to interference between the two modes

and not to anomalous dispersion.

We have also computed the pulse response when the Faraday rotation is equal ton/2 .

We have already shown that the gyro frequency then is equal to 0. 00252 uu when

uu = 1.1 u) and z = 100 \ . The resulting x- and y-components of th e transmitted
1 o o

pulse are depicted in figure 8. 11. The dashed curve with the small and oscillating

amplitude is the resulting x-component.
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FIGURE 8. 8 The x- and y-components of the signal envelope with a

weak magnetic field ( uu^ = 0. 00252 uu^ ).
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) A A A A /y a V y \j

Ü)l = 1.1 U)q
U)H= 0.00252 U)^
z =100X

Original puise

FIGURE 8.11 The x- and y-components of t he transmitted rectangular
pulse-carrier at a weak magnetic field. The dashed line
with the small amplitude is the x-component.

2500
Normalized time, U)0t

The y-component
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