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Simple Boundary Condition for Canonical EBG surface: 
PMC-backed Uniaxial Medium

Marko Bosiljevac, Zvonimir Sipus, Per-Simon Kildal and Angelo Freni

Abstract— A simple-to-use replacement model for isotropic electromagnetic bandgap surfaces such as mushroom surfaces is investigated. Properties of electromagnetic bandgap surfaces strongly depend on the incidence angle of the incoming plane wave. The suggested model takes this behavior into account and actually represents the ideal electromagnetic bandgap surface. The model is based on uniaxial representation of a thin DB layer backed by a PMC plate. We investigate how this model behaves in comparison with a realistic mushroom surface, and when it can be applied. The results show that the proposed model can be used for both far field calculations and antenna coupling evaluation.

Index Terms—Periodic surfaces, electromagnetic scattering, EBG surfaces, anisotropic surfaces, canonical boundary conditions

I. INTRODUCTION

Ideal boundary conditions are widely used in most electromagnetic solvers to approximate the behavior of actual surfaces or materials. For example, it is customary to replace metal conductors with Perfect Electric Conductors (PEC), thus greatly simplifying the computation. Perfect Magnetic Conductor (PMC) boundary condition is also often used in the first stage of electromagnetic simulations, even though magnetic conductors at microwave frequencies do not exist in nature. The reason is that some artificial surfaces exhibit magnetic conducting properties in certain frequency bands. Such surfaces normally have a very complex periodic structure, whose analysis requires very time-consuming full wave techniques, especially if the surfaces are a part of a larger electromagnetic structure. In such cases, PMC offers an easy way to simplify the analysis and still provides practically useful results [1]-[3].

The PEC and PMC are defined by the condition that tangential electric field and tangential magnetic field are zero at the boundary, respectively. By combining PEC strips and PMC strips parallel to each other, we can obtain other quite common ideal surfaces, i.e. the so-called soft and hard surfaces [3]-[5]. The former is observed when waves are propagating transverse to the PEC/PMC strips, and the latter when the waves propagate along them. Ideal simple surfaces of these kinds can be referred to as canonical surfaces [1]. Lately, several new boundary conditions with interesting properties such as DB, D’B’, SHDB have been presented [6] and this list will, for sure, expand in the following years. However, the main practical issue regarding these boundary conditions, namely their realization, still remains mostly unanswered. For this reason, we are considering different ways of exploiting these types of boundary conditions and in particular DB boundary properties.

Many artificial surface types, apart from the ideal ones mentioned above, have appeared during the recent years, and they are commonly used in various applications. In particular, artificial surfaces that exhibit electromagnetic bandgap (EBG) properties, such as mushroom structures, have proven very useful [3], [7]. They are successfully used for both antenna coupling reduction and for achieving artificial magnetic ground planes for low profile antennas. EBG surfaces incorporate many fine details in their design and consequently the analysis of devices which contain them is often quite complex, and there is a need for simpler representation of the EBG surface. This can be beneficial in initial designs to achieve the desired goal, i.e. to determine which improvements in the antenna system are possible to obtain by using artificial surfaces.

The characteristics of EBG surfaces change significantly on the angle of incoming wave. For grazing incidence they behave basically as isotropic soft surfaces stopping any kind of wave propagation along the surface. For normal incidence, they behave as Artificial Magnetic Conductors (AMC). This behavior cannot be captured by simple boundary conditions like PEC or PMC, but solutions exist if only certain aspects of the EBG surface need to be modeled. Boundary conditions that describe ideal isotropic soft surface are the DB boundary conditions introduced by Rumsey in 1959 [8] and recently investigated by Lindell and Sihvola in [6], [9], [10]. Here, DB refers to a surface for which the normal components of both D and B vectors are defined to be zero, thus forcing the decay of both TE and TM polarized waves along the surface when propagating away from a source located at the surface. Such defined DB boundary conditions can also be written as

$$E_n = 0, \quad H_n = 0$$

in all practical cases when the medium on one side of the boundary is isotropic (here index n denotes normal field components). Although very simple and easy to implement, these boundary conditions are very powerful and they are a good starting point in the quest to describe the ideal EBG surface, but they cannot be used directly since they lack definition for normal incidence [10][11].

An attempt to modify DB conditions to approach the ideal EBG surface conditions were the PMC amended DB boundary conditions [11], defined as
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\[ H_n - jH_l = 0, \quad E_n = 0, \tag{2} \]

where index \( n \) denotes the normal component of the field (with respect to the boundary surface), and \( l \) denotes its longitudinal component in the direction of wave propagation along the boundary surface. They correct the normal incidence anomaly present in the definition of DB conditions and can very well describe practical EBG surfaces. However, the problem of the amended DB conditions lies in the fact that the direction of the wave impinging on the surface needs to be known, which is not suitable for implementation in general EM solvers. Consequently, we have taken a new approach based on uniaxial representation of the original DB boundary [9], and we have extended this in a physical way in order to describe correctly the EBG surface also for normal incidence. This approach is a more practical way of establishing a canonical EBG boundary, and thanks to its simplicity it has potential for application in general EM codes for arbitrary geometries and sources. Comparison of basic properties of all considered surfaces is given in Table 1.

**Table 1 Comparison of Basic Properties of Practical EBG Surface, DB Surface, and PMC-backed DB Surface.**

<table>
<thead>
<tr>
<th></th>
<th>Normal incidence</th>
<th>Grazing incidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TE polarization</td>
<td>TM polarization</td>
</tr>
<tr>
<td>Practical EBG surface</td>
<td>approx. PMC</td>
<td>PEC</td>
</tr>
<tr>
<td>DB surface</td>
<td>not defined</td>
<td>PEC</td>
</tr>
<tr>
<td>PMC-backed DB surface</td>
<td>PMC</td>
<td>PEC</td>
</tr>
</tbody>
</table>

II. PMC-BACKED DB UNIAXIAL MEDIUM

The implementation of DB boundary conditions that we shall consider is a uniaxial anisotropic slab shown in Fig. 1 characterized by tensors

\[
\begin{bmatrix}
\varepsilon_x & 0 & 0 \\
0 & \varepsilon_y & 0 \\
0 & 0 & \varepsilon_z
\end{bmatrix}, \quad
\begin{bmatrix}
\mu_x & 0 & 0 \\
0 & \mu_y & 0 \\
0 & 0 & \mu_z
\end{bmatrix}.
\tag{3}
\]

It is worth noting that by forcing \( \varepsilon \) and \( \mu \) to zero we obtain the DB boundary conditions at the air-medium interface [9], because \( D_z = \varepsilon_0\varepsilon_z E_z \) and \( B_z = \mu_0\mu_z H_z \).

Using similar procedure as in [12], [13] we obtain the following differential equations for the \( E_z \) and \( H_z \) components of the electromagnetic field:

\[
\frac{\partial^2 E_z}{\partial x^2} + \frac{\partial^2 E_z}{\partial y^2} + \varepsilon_z \frac{\partial^2 E_z}{\partial z^2} + \mu_x \mu_z \varepsilon_e k_0^2 E_z = 0,
\tag{4}
\]

\[
\frac{\partial^2 H_z}{\partial x^2} + \frac{\partial^2 H_z}{\partial y^2} + \mu_z \frac{\partial^2 H_z}{\partial z^2} + \varepsilon_z \mu_z k_0^2 H_z = 0
\]

where \( k_0^2 = \omega^2 \varepsilon_0 \mu_0 \). By assuming plane wave propagation in a standard form \( e^{-jk_x x} e^{-jk_y y} e^{-jk_z z} \) the following dispersion relation is obtained for the \( E_z \) field (TM case)

\[
(k_z^2)^2 = \varepsilon_z \mu_z k_0^2 - \frac{\varepsilon_z}{\mu_z} \beta^2,
\tag{5}
\]

while for the \( H_z \) field (TE case) it is

\[
(k_z^2)^2 = \varepsilon_z \mu_z k_0^2 - \frac{\mu_z}{\varepsilon_z} \beta^2,
\tag{6}
\]

where \( \beta^2 = k_x^2 + k_z^2 \).

Next, we apply a modification of the structure in which the thin uniaxial slab is backed with a PMC plate. By making the structure thin and letting \( \varepsilon \) and \( \mu \) approach to zero, we will show that we obtain boundary conditions that correspond to practical EBGs.

The reflection coefficients for the latter geometry (shown in Fig. 1), that we will call PMC-backed uniaxial slab, are:

\[
\Gamma_{TE} = \frac{k_z - jk_z^{TM} \tan(k_z^{TM} h)}{k_z + jk_z^{TM} \tan(k_z^{TM} h)},
\tag{7}
\]

\[
\Gamma_{TM} = \frac{k_z + jk_z^{TM} \cot(k_z^{TM} h)}{k_z - jk_z^{TM} \cot(k_z^{TM} h)}.
\tag{8}
\]

These coefficients depend on the slab thickness and on \( \varepsilon \) and \( \mu \) components of uniaxial medium. This will result in a possibility to adjust the phase behavior of the PMC backed uniaxial slab in order to match the desired characteristics of the practical EBG structure.

III. PRACTICAL CASE: DIPOLE OVER PLANAR EBG

A. Far-field results

As an example of EBG structure we shall consider the mushroom structure introduced in [7] and shown in Figure 2.a, with dimensions: width of the square patches \( w = 2.25 \text{ mm} \), period in both \( x \) and \( y \) directions \( P = 2.4 \text{ mm} \), thickness and permittivity of the dielectric slab \( t = 1.6 \text{ mm} \), relative permittivity \( \varepsilon_r = 2.2 \), and vias diameter \( d = 0.36 \text{ mm} \). Full-wave solutions for the mushroom surface including all
geometrical details have been obtained by using CST Microwave Studio [14] and 3DAMxLAD (3D Antennas Modeller eXtended for Large Array Design) [15], [16] numerical codes. CST MS was also used to simulate the canonical PMC-backed uniaxial medium itself (shown in Fig. 2.b). Figs. 2.a and 2.b also show a horizontal dipole, which will be used to compare near and far-field effects between the realistic mushroom structure and the proposed model.

![Diagram](image)

Fig. 2. (a) Mushroom structure geometry excited by a short horizontal dipole (b) equivalent PMC backed uniaxial medium EBG model geometry excited by a short horizontal dipole.

Characteristics of practical EBG structures, as mentioned before, are highly erratic if we consider a wide frequency range, however, for the purpose of modeling we can concentrate on the behavior that is most dominant and is visible approximately in the center of the bandgap (the measured bandgap is between 11.5 and 16.6 GHz [7]). We refer here to the part of the bandgap or frequency where the phase characteristics of practical EBG are closest to the ideal ones. For this reason Fig. 3 shows the phase of the reflection coefficient of the EBG structure versus the angle of incidence of the impinging plane wave. Almost ideal behavior (i.e. when EBG acts as a PMC for normal incidence) is present around 14 GHz, while if we move towards the two ends of the bandgap (i.e. 12 GHz and 16 GHz) phase characteristics change significantly.

Looking at Fig. 3 it is clear that the modeling frequency should be set to 14 GHz, and the parameters $h$, $\varepsilon_r$ and $\mu_r$ of the uniaxial slab have to be chosen in a way to match the phase characteristic of the actual EBG. The ideal phase of reflection coefficient for TM case is 0° (PMC) for all incidence angles. To obtain this, the thickness of the uniaxial slab $h$ should be electrically small (typically $\lambda_0/100$ or even $\lambda_0/1000$). In this case the value of the $z$-component of permittivity is not critical since the boundary condition for the normal component of $E$-field at PMC surface (i.e., $E_z = 0$), due to small thickness of the slab, is practically directly translated to the uniaxial medium/air interface ($z = h$). Therefore, for sake of simplicity, we will use $\varepsilon_r = 1.0$ in all considered cases, and also $\mu_r = 1.0$ since this choice avoids unnecessary propagation of waves along the surface.

![Graph](image)

Fig. 3. Reflection coefficient phase for TE and TM cases, computed for the practical mushroom structure by considering it as infinite double periodic structure.

The ratio $\mu_r/h$, however, is a critical parameter since it governs the slope of the TE polarization reflection coefficient argument. In the ideal case the TE phase goes from 0 to 180° when scanning the incident angle $\theta$. This is seen in the realistic TE case at 14 GHz shown in Fig. 3 computed for an infinite double periodic EBG structure. To match this exact slope we force the phase of the reflection coefficient in (7) to be equal to the reflection coefficient phase value computed in Fig. 3. Since the matching can be obtained only for a single angle of incidence, in order to reduce the average error, we choose an angle in the center of the scan area (specifically $\theta = 45^\circ$). With this choice, the value of the ratio that ensures the best matching for the EBG under analysis is:

$$\frac{\mu_r}{h} = \frac{8.9}{\lambda}.$$  \hspace{1cm} (9)

Additional to this specific EBG, we have considered also different EBG designs found in scientific literature (e.g. in [3]), and the ratio (9) fits these designs as well. To verify the accuracy of the approximation we first compare the phase values of the reflection coefficients for both TE and TM cases when calculated by using CST Microwave Studio for both the canonical EBG model (i.e. of PMC-backed uniaxial medium) and the realistic mushroom surface. The result is shown in Fig. 4 for the working frequency of 14 GHz at which the considered mushroom surface acts as a PMC for normal incidence.
The PMC-backed uniaxial model is further verified by considering a short dipole (10 mm long) placed horizontally 0.5 mm from the EBG structure, as shown in Fig. 2. This configuration allows us to check the accuracy of the radiated field and the possibility to model near-field effects.

In the case of the PMC-backed uniaxial model the field radiation pattern can be obtained very simply by summing the contributions directly radiated from the dipole and those reflected from the EBG surface, as follows:

$$E_{H\text{-plane}} = C \frac{e^{-jkR}}{R} \left(1 + \Gamma_{TE}(\theta) \cdot e^{-j2k_h h \cos \theta} \right)$$

for the TE case (H plane), and

$$E_{E\text{-plane}} = C \frac{e^{-jkR}}{R} \cos \theta \left(1 - \Gamma_{TM}(\theta) \cdot e^{-j2k_h h \cos \theta} \right)$$

for the TM case (E plane), with $C = -j\eta k/4\pi$.

The patterns in both E-plane and H-plane are shown in Fig. 5. It shows how well the PMC-backed uniaxial medium model matches with the results obtained by the general EM solver (CST Microwave Studio) for the realistic case of a short dipole above the mushroom surface of finite dimensions ($5\lambda \times 5\lambda$ structures were simulated). On the other side, the PMC model completely failed in prediction of radiation pattern in the H-plane. Therefore, we can say that the proposed model can be easily used as an ideal replacement for an EBG surface working in the middle of the frequency bandgap. This speeds up the process of making the first design of some EM structure that contains EBG layers.

![Fig. 5. Radiation pattern of a horizontal short dipole placed 0.5 mm above a realistic mushroom surface; (a) E plane, (b) H plane.](image)

**B. Near-field results**

Since the radiation pattern results have a good matching between the canonical model and the real structure, the natural question that arises is if the canonical model can also be used for prediction of near-field parameters. Thus, we have calculated the $S_{11}$ parameter versus frequency for a horizontal dipole placed above the EBG structure (the dimensions of the
structure are the same as in the previous examples). The EBG structure was analyzed using the full-wave 3DAMxLAD code [15], [16], while for analyzing dipoles above a PMC-backed uniaxial structure and above a PMC plane a moment method code was developed based on the approach given in [17]. It is worth noting that Fig. 6 shows a shift in matching frequency between our model and the realistic structure. However, a shift between the PMC model and the realistic structure is also present. Therefore, the proposed canonical model is of the same order of accuracy as the PMC model when calculating the input reflection coefficient (in average it even shows a better agreement).

![Graph](image)

**Fig. 6.** $S_{11}$ comparison for small dipole above different structures: actual mushroom structure, ideal PMC and PMC-backed uniaxial model.

Much better agreement between the PMC-backed uniaxial model and the practical EBG surface can be obtained when calculating coupling between two dipoles placed above the considered EBG surface. As an example Fig. 7 shows the $S_{21}$ parameter calculated for two dipoles both in the H- and E-plane (to nullify the influence of the input impedance mismatch, the $|S_{21}|$ values are normalized with $(1-|S_{11}|^2)$).

While in the E-plane (Fig. 7.b) the difference between models is not large (in that case EBG surface acts as a PMC plane), in the H-plane (Fig. 7.a) there is a drastic difference between two canonical models. It can be noted that the PMC-backed uniaxial model predicts very well the magnitude and the decaying tendency of the $S_{21}$ parameter, while the PMC model completely failed in prediction of $S_{21}$ parameter. This is due to the fact that for TE polarization the EBG surface acts as a PEC surface for grazing incidence.

![Graph](image)

**Fig. 7.** Coupling between two dipoles above different structures (actual mushroom structure, ideal PMC and PMC-backed uniaxial model) versus their distance along the surface; (a) H-plane, (b) E-plane.

### IV. CONCLUSION

Canonical behavior of electromagnetic bandgap (EBG) surfaces is modeled using PMC backed uniaxial DB model. The idea is to use this canonical model to replace generic EBG surfaces in general electromagnetic solvers and obtain first hand results without the need for accurate modeling of EBG with its many fine details. The ideal properties of EBGs (at the desired frequency) are reasonably well reproduced by the PMC backed DB model. This is verified through the comparison of the proposed model results with the full-wave simulation results for the realistic EBG surface. The results show that the far-field is well reproduced while the near-field results have to be taken with precautions. Namely, the $S_{11}$ has an offset in the matching frequency when compared to the realistic EBG, while on the other hand the coupling $S_{21}$ is predicted very well. Taking these precautions into account this model can be a very fast way to perform initial calculations to test if an EBG will have the desired effect inside the designed antenna structure.
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