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Abstract

Current nanofabrication techniques allow patterning of optical waveguides with sub-micron cores. This results in strong confinement of light, which leads to high optical intensities. If the waveguides are fabricated with materials that display a large nonlinear Kerr coefficient, then nonlinear optical phenomena can take place in a very efficient manner.

Silicon nitride is a very well-studied material in the electronics industry. The material has a large transparency window, from the ultraviolet to the short-wave infrared, and its fabrication is completely compatible with standard techniques formerly developed by the semiconductor industry. Silicon nitride strip waveguides can also confine light, and diverse applications based on nonlinear optics have been demonstrated before. However, these applications required core thickness above 300 nm and they are very challenging to fabricate in a reliable manner with standard deposition techniques.

In this thesis, we have studied unconventional silicon nitride waveguides that are more robust for fabrication. The first layout corresponds to a thin strip waveguide with low optical confinement and propagation losses of only 6 dB/m. This technology was originally developed at the University of California, Santa Barbara. We used the technology to demonstrate wavelength conversion of high-speed data. In this thesis, we developed another silicon nitride technology that allowed for high light confinement. We discovered that by modifying the stoichiometry of the film during the deposition process, one could drastically change the optical and mechanical properties of the material. With this technology we demonstrated octave-spanning supercontinuum generation in collaboration with the Technical University of Denmark and XPM-based all-optical processing in collaboration with McGill University. These results indicate that this platform is very suitable for nonlinear integrated optics.

The long-term goal of our research is being able to attain an optical parametric amplifier on chip using a continuous-wave pump laser source. In this thesis we benchmarked the losses of high-confinement waveguides for the realization of 10 dB parametric net-gain on chip and identified silicon nitride as the most plausible technology to achieve this goal in the near future.
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Abbreviations

ChGs chalcogenide glasses
CMOS complementary metal-oxide-semiconductor
CVD chemical vapor deposition
CW continuous wave
DFB distributed feedback
DUV deep ultraviolet
ebeam electron-beam
EUV extreme ultraviolet
FCA free-carrier absorption
FWM four-wave mixing
GVD group-velocity dispersion
HNLF highly nonlinear fiber
IC integrated circuit
IR infrared

LPCVD low-pressure chemical vapor deposition
MBE molecular beam epitaxy
MEMS micro-electro-mechanical systems
MOCVD metalorganic chemical vapor deposition
MOSFET metal-oxide-semiconductor field-effect transistor
NA numerical aperture
PECVD plasma-enhanced chemical vapor deposition
RF radio-frequency
RIE reactive-ion etching
SBS stimulated Brillouin scattering
SEM scanning electron microscopy
SHG second-harmonic generation
SOA semiconductor optical amplifier
SOI silicon-on-insulator
SPM self-phase modulation
SSMF standard single-mode fiber
THG third-harmonic generation
TPA two-photon absorption
UV ultraviolet
VCSEL vertical-cavity surface-emitting laser
XPM cross-phase modulation
Chapter 1

Introduction

Our society displays a huge demand for high-speed internet. This demand is satisfied, in part by the technological achievements made in the field of optical communication. This field involves the transmission of digital information via light over fibers of glass. Thereby, light is routed through a global network of optical fibers in order to connect computers and data centers all over the world. The advent of fiber technology in 1966 [1] enabled a revolution in modern communication leading to the present fiber links with outstanding data rates beyond 1 Tbit/s.

The optical fiber is the standard medium used to transmit data in long-distance connections of metro and long-haul links between cities and continents. Furthermore, the fiber is also essential in connections of shorter range, like in data centers or supercomputers. Indeed, the fiber has progressively replaced most metal-based transmission lines (e.g. copper) for distances down to 1 m [2]. Interestingly, it was already predicted in 1984 [3] that the optical connection is the best solution to connect silicon electronic components. The reason for this is that an optical connection has about six orders of magnitude lower loss at high data rates compared to an electrical connection [4].

Data centers are huge facilities for data storage and data processing driven by social media platforms or search engines. The large number of servers in a data center are commonly linked by fiber-based optical interconnects [2]. Currently there are two methods to realize an optical interconnect, based on either vertical-cavity surface-emitting lasers (VCSELs) or silicon photonics. The VCSEL, based on III-V materials, is a laser source that offers high-speed direct on-off switching to modulate binary optical data [5, 6]. Companies like TE connectivity utilize the VCSEL technology in their optical interconnects to reach data rates of $4 \times 25$ Gbit/s [7]. The silicon photonics approach on the
other hand utilizes an laser in combination with a silicon based modulator integrated on a microchip. There are many companies developing silicon photonic interconnects for datacenters. For example, Sicoya has presented their $4 \times 25$ Gb/s transceiver based on silicon photonics technology [8]. The major requirements for the platforms used in data centers are low-cost fabrication, low-power consumption, high reliability and simple scalability to higher data rates. In [9] both platforms, VCSEL and silicon photonics, are compared from a technological and economic perspective. The prediction foresees that silicon photonics is favored for longer transmission distances ($>300$ m) with single-mode fibers and VCSELs continue its domination for data centers due to economical benefits.

In the context of this thesis, it is meaningful to present the field of silicon photonics in more detail. Silicon photonics is the integration of optical devices on a silicon microchip. For the integration of optical devices the same nanofabrication facilities are utilized as for the high-volume integration of silicon microelectronics. Silicon microelectronics, more precisely the complementary metal-oxide-semiconductor (CMOS) transistor logic, is a central key figure leading to the information revolution in the last 50 years. Especially noticeable is the massive size reduction and performance increase of electronic devices. With the demonstration of the first optical waveguide in silicon in 1986 [10], it was proven that the fabrication environment for silicon electronics can also be utilized to manufacture optical devices. In 1996 a rib waveguide was presented using the silicon-on-insulator (SOI) platform with low losses of 0.1 dB/cm showing the potential of light guiding on chip [11]. This shows that within silicon photonics even optical interconnects between processor cores at the microchip level are possible [2]. Unfortunately, silicon has no efficient light emission so by now hybrid solutions are available where III-V lasers are bonded on the silicon photonics chip [12]. An alternative solution was recently proposed in [13] where a III-V distributed feedback (DFB) laser structure was grown directly on silicon.

Nevertheless, thanks to the compatibility with CMOS fabrication facilities, tailored for high-volume low-cost processing, the fabrication of silicon photonic circuits in the same process line offers many advantages. Additionally it offers the opportunity to bring together optics and electronics on the same microchip [8]. One interesting change in recent years is the offered access to silicon photonic systems for researchers without fabrication facilities in the context of multi-project wafer runs [14]. Here production costs are shared by combining designs on the same wafer that is manufactured for all users. With multi-project wafer runs, the fabless access to silicon photonics components becomes more affordable [14].

Crystalline silicon has become a common material of choice for integrated optics. Over the past years the research output in the field of silicon photonics
for linear optical applications has increased. However, it turns out that silicon is also a very promising material for nonlinear optics applications [15]. A high refractive index and huge nonlinearities are the major advantages of this material for nonlinear integrated optics. The small core dimensions achievable with modern fabrication techniques together with the index contrast to the cladding material leads to remarkably high optical confinement, with huge intensities that enable efficient nonlinear processes. Although the market for volume production of nonlinear devices is missing, CMOS-compatible fabrication provides high yield, reproducibility and the flexibility to fabricate in existing CMOS fabs. The nonlinear optical effects can be utilized for applications like signal regeneration [16], broadband wavelength conversion [17] or supercontinuum generation [18]. However, nonlinear loss contributions that occur for wavelengths in the telecommunication band limit the performance of this material platform [19, 20].

A material platform that overcomes these challenges and does not show nonlinear losses at telecommunication wavelengths because of its large optical bandgap is silicon nitride [21]. Silicon nitride is also a CMOS-compatible material [22] and offers the same potential for mass production. Similar to silicon, silicon nitride is accessible for the broader research community through multi-project wafer runs. In its stoichiometric composition, Si$_3$N$_4$, waveguides with extraordinary low-loss performance down to 0.001 dB/cm have been demonstrated [23]. Another essential difference to silicon is the transparency window of silicon nitride. In contrast to silicon, silicon nitride is transparent down to ultraviolet (UV) wavelengths thus enabling devices for visible light processing [24] and sensing [25] applications. Silicon nitride also has a fairly high nonlinear Kerr coefficient [26]. In the past years this materials has been explored for nonlinear optics with impressive results including octave spanning comb generation [27] and ultra-broad supercontinuum generation [28]. However, fabrication challenges to achieve thick waveguides constrains the important capabilities for dispersion engineering as thick films show cracks due to high tensile stress [29]. As silicon nitride is a compound dielectric, unlike silicon, its stoichiometry can be modified during the deposition process. The change in deposition parameters allows to move from stoichiometric silicon nitride Si$_3$N$_4$ to its non-stoichiometric form by increasing the silicon content. This comes along with various advantages for nonlinear photonics.

1.1 This thesis

In this thesis we present two silicon nitride based waveguide designs. One shows thin waveguides with low-confinement and the other one thick waveguides with high confinement. For the first design we use the low-loss character-
istic to reach good nonlinear performance that leads to the first demonstration of wavelength conversion of high speed data in this platform. With the second design of high-confinement waveguides we explore the impact of the core material on the waveguide properties. As a waveguide core material we use different LPCVD based silicon nitride compositions reaching from stoichiometric to silicon enriched. We show the first holistic study that connects fabrication and film characterization with an analysis of linear and nonlinear performance on system level. With the good nonlinear properties of the silicon rich nitride waveguide, we demonstrate supercontinuum generation and XPM-based all-optical processing.

In a theoretical analysis we compare thick waveguides based of stoichiometric silicon nitride with silicon waveguides. In the study we emphasize the impact of nonlinear absorption and set benchmarks to reach a performance target of 10 dB parametric net-gain on-chip that has not been achieved yet.

**Thesis outline**

In chapter 2 the basics of nonlinear optics are summarized with a focus on $\chi^{(3)}$-based Kerr nonlinearities like four-wave mixing (FWM). Chapter 3 covers the basics about waveguide theory including information about mode properties, loss and coupling mechanisms of waveguides. In chapter 4 common material platforms for integrated nonlinear optics are introduced. The platforms are compared in terms of linear and nonlinear performance and benchmarked with the highly-nonlinear fiber (HNLF) technology. Chapter 5 includes the presentation of CMOS-compatible fabrication techniques that are used to manufacture optical waveguides. In Chapter 6 possible future projects are discussed.
Chapter 2

Nonlinear Kerr optics

For high optical intensities the interaction of light and matter becomes nonlinear, meaning that the optical radiation after propagation through a medium is not a linear superposition of the radiation before the medium. Especially when working with integrated optics, a very high confinement of light can be achieved, leading to very high intensities. The resulting nonlinear effects can be utilized for useful applications. In this chapter the fundamental physical principles for nonlinear interaction of light and matter are explained with a focus on nonlinear Kerr optics, the dominant nonlinear effect in materials used for integrated optics.

2.1 Material polarization and refraction

The propagation of electromagnetic radiation is described by Maxwell’s equations. In a transparent medium with no free charges Maxwell’s equations become

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \]  
(2.1)

\[ \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} \]  
(2.2)

\[ \nabla \cdot \mathbf{D} = 0 \]  
(2.3)

\[ \nabla \cdot \mathbf{B} = 0, \]  
(2.4)
where \( E \) and \( H \) are the electric and magnetic field vectors, and \( D \) and \( B \) are the electric and magnetic flux densities [30]. The interaction of light with the medium is described by the electric displacement of charges \( D \) given by

\[
D = \epsilon_0 E + P,
\]

where \( \epsilon_0 \) is the vacuum permittivity and \( P \) is the induced polarization by the medium. The polarization of the material describes the reorientation and re-location of charges and dipoles in response to the presence of an electric field. As the light has a vectorial nature, the susceptibility terms are tensors and the material response depends on its orientation and isotropy. To provide a simple physical insight, a scalar mathematical description is chosen from here on.

### 2.1.1 Linear material properties

For a low electric-field strength in an isotropic medium, the polarization follows a linear dependence

\[
P_{\text{lin}} = \epsilon_0 \chi E,
\]

where \( \epsilon_0 \) is the vacuum permittivity and the susceptibility \( \chi \) is the proportionality factor. The susceptibility \( \chi \) is related to the relative electrical permittivity of the medium \( \epsilon_r \) by \( \chi = \epsilon_r - 1 \) which accounts for the various fundamental polarization mechanisms of the material. The excitation of the individual polarization mechanisms depends on the frequency of the present electric field therefore \( \epsilon_r \) is given by a dielectric function. This frequency dependent function fully describes the optical properties of the material. The relative permittivity is a complex value

\[
\epsilon_r = \epsilon'_r - i\epsilon''_r,
\]

where the real part defines the strength of the polarization and the imaginary part accounts for material absorption mechanisms that occur during the polarization process. Both parts are physically linked via the Kramers-Kronig relation. Figure 2.1 illustrates the contributions to the complex permittivity (dipolar, ionic and electronic polarization mechanism) [31]. At various frequencies the polarization of the material becomes significant and the figure shows the relation between the real and imaginary part in a simplified manner. Here, we focus on the material response at high-frequency electromagnetic radiation that is relevant for materials used in the field of optics. The transparency window of these materials is given by the wavelength range in which the material absorption is negligible which is mainly restricted to the frequency spectrum between UV-radiation and IR-radiation. One way to characterize the complex dielectric function and describe the optical properties of a material is by using
2.1. MATERIAL POLARIZATION AND REFRACTION

Figure 2.1: Illustration of the electrical permittivity ($\varepsilon'_r$ real part, $\varepsilon''_r$ imaginary part).

ellipsometry as described in chapter 5.2. For many common optical materials like crystalline silicon or stoichiometric silicon nitride the optical constant has been studied in detail. The refractive index $n_0$ of the material is connected to the relative permittivity together with the relative permeability $\mu_r$ according to

$$n_0 = \sqrt{\varepsilon_r \mu_r}.$$  \hfill (2.8)

In nonmagnetic materials $\mu_r = 1$ thus $n_0 = \sqrt{\varepsilon_r}$. Similar to the relative permittivity, the refractive index is a complex parameter where the imaginary part accounts for material absorption. In Paper F we utilize the ellipsometer technology to explore the complex refractive index for various silicon nitride compositions in the UV wavelength range (more details in 5.2). This study not only gives information about one end of the transparency window, but it also defines its optical bandgap that causes linear material absorption for UV and visible light and nonlinear absorption at longer wavelengths.

### 2.1.2 Nonlinear material properties

For intense electrical fields a saturation of the polarization takes place and the polarization response of the material becomes nonlinear. The nonlinear polarization behavior at high intensities has its origin in the nonlinearity of the motion of molecular bound electrons in the material. The description of the polarization including nonlinear behavior is described by a perturbative approach \[30\]

$$P = P_{lin} + P_{nl} = \varepsilon_0 \chi E + \varepsilon_0 \chi^{(2)} E^2 + \varepsilon_0 \chi^{(3)} E^3 + \ldots$$ \hfill (2.9)
Here $\chi^{(2)}$ and $\chi^{(3)}$ are the second and third-order susceptibility leading to the second and third-order nonlinear polarization terms. As the higher-order susceptibility terms are in general several orders of magnitude smaller than the linear susceptibility, they only become effective at high intensities. Different susceptibility terms contribute to particular optical effects and have influence on the interaction of radiation with matter. For example, the linear susceptibility $\chi$ is included in the refractive index $n_0$ of the material and accounts for the change of optical phase. The second-order susceptibility $\chi^{(2)}$ leads to effects like second-harmonic generation, sum-frequency generation or the linear electro-optic effect (Pockels’ effect). The third-order susceptibility $\chi^{(3)}$ results in third-harmonic generation or the quadratic electro-optic effect (Kerr effect).

The Kerr effect is of great interest in this thesis. It is common to describe the strength of this effect with the nonlinear Kerr coefficient $n_2$ that is related to the real part of the third-order susceptibility by $n_2 = \frac{2\pi n_0}{n_2^2} \text{Re}(\chi^{(3)})$ \[32\]. The imaginary part of the Kerr coefficient accounts for nonlinear losses in the presence of high intensity fields (i.e. TPA) originating from the optical bandgap. In \[32\] Sheik-Bahae et al. relate $n_2$ to the optical bandgap via

$$n_2 = K' \frac{G_2(\hbar \omega/E_g)}{n_0^2 E_g^4}, \quad (2.10)$$

where $K'$ is a constant, $n_0$ is the refractive index, $\hbar \omega$ is the photon energy, $E_g$ is the bandgap energy and $G_2$ is a smooth function accounting for wavelength dependency with values between -0.05 and 0.1. This equation allows to predict the nonlinear Kerr coefficient from ellipsometer measurement data.

In Paper \[1\] we studied this relation for different silicon nitride compositions as each composition displays a different optical bandgap $E_g$ and a different refractive index.

The Kerr effect causes nonlinear refraction, where the refractive index of a material changes in the presence of light with high intensities. This intensity dependence of the refractive index can be described as \[30\]

$$n(|E|^2) = n_0 + n_2 |E|^2. \quad (2.11)$$

As the phase shift of a wave is dependent on the refractive index given by equation \[2.11\] both the linear and the nonlinear part contribute to the total phase shift of a wave in a medium. In terms of nonlinear phase shift one distinguishes between self-phase modulation (SPM) and cross-phase modulation (XPM). SPM is when the nonlinear phase shift of a wave is induced by its own intensity. XPM is the nonlinear phase shift induced by the intensity of light at other frequencies or polarization. Thus the intensity modulation at a strong intensity wave leads to the phase modulation of light at a different frequency.
2.2 FOUR-WAVE MIXING

This can lead to practical nonlinear signal processing schemes, as studied in Paper D and E. The nonlinear polarization of a material can give rise to generation of light at frequencies different from the one of the excitation field. Nonlinear polarization takes place in various materials of liquid, gaseous or solid state where solids may have amorphous or crystalline composition. It is important to mention that materials with molecular inversion symmetry do not possess even order susceptibility terms. This means that in materials like silicon or silicon dioxide the lowest nonlinear susceptibility term is $\chi^{(3)}$. In this thesis we refer to these materials as $\chi^{(3)}$-materials. The polarization response of the medium excited with a monochromatic electric field is illustrated in Fig. 2.2. Here an excitation field of $E(t) = E_0 \cos(\omega_1 t)$ was used for convenience. For low intensity fields the polarization $P$ follows the present field linearly without showing nonlinear behavior as shown in Fig. 2.2.a. The frequency of the output field only contains the component at $\omega_1$ in relation to the excitation field. Increased intensities trigger the nonlinear response of the material polarization accounting for higher-order polarization terms. For a $\chi^{(2)}$-material the second-order polarization produces nonlinear distortion of the polarization. As shown in Fig. 2.2.b, the induced polarization does not follow the excitation field. This results in a new frequency component at $2\omega_1$ resulting from the squared field component in Eq. 2.9. The process in $\chi^{(3)}$-materials is similar, where a third-harmonic component is produced at $3\omega_1$ driven by the third-order susceptibility illustrated in Fig. 2.2.c [33].

2.2 Four-wave mixing

In $\chi^{(3)}$-materials the polarization is given by

$$P = \epsilon_0 \chi E + \epsilon_0 \chi^{(3)} E^3, \quad (2.12)$$

where the third-order polarization term is included. This term involves the nonlinear interaction of four waves and leads to the phenomenon of four-wave mixing (FWM). This phenomenon results from the radiation-induced modulation of the refractive index as shown in Eq. 2.11 and causes the generation of light at new frequencies. In this context, the material is mediating the nonlinear interaction among optical waves with the conservation of photon energy. In order to exemplify the four-wave-mixing process and the generation of new frequency components, we consider the input to a $\chi^{(3)}$-material as a superposition of three monochromatic waves at different frequencies as shown in Fig. 2.3.a. The mixing term of the input waves is given by $E(t) = E_1 \cos(\omega_1 t) + E_2 \cos(\omega_2 t) + E_3 \cos(\omega_3 t)$ that is inserted into Eq. 2.12.
Figure 2.2: Illustration of material polarization $P$ and frequency generation in dependence of the input field amplitude $E$ and material susceptibility $\chi$. a) Linear polarization of material. b) Nonlinear material polarization based on $\chi^{(2)}$ susceptibility. Second-harmonic frequency generation at $2\omega_1$. c) Nonlinear material polarization based on $\chi^{(3)}$ susceptibility. Third-harmonic frequency generation at $3\omega_1$.

The triple product of $E$ results in multiple new frequency components at the output. All possible new frequencies (only first order) at the output of the medium are combinations of the input frequencies given by

$$(\omega_1 + \omega_2 - \omega_3), (\omega_1 + \omega_3 - \omega_2), (\omega_2 + \omega_3 - \omega_1),$$

$$(2\omega_1 \pm \omega_2), (2\omega_1 \pm \omega_3),$$

$$(2\omega_2 \pm \omega_1), (2\omega_2 \pm \omega_3),$$

$$(2\omega_3 \pm \omega_1), (2\omega_3 \pm \omega_1),$$

$3\omega_1, 3\omega_2, 3\omega_3, (\omega_1 + \omega_2 + \omega_3).$$
2.3 WAVELENGTH CONVERSION

The frequency components that are generated in the FWM process are illustrated in Fig. 2.3b (components around the third-order harmonics are not included in the figure). The efficiency of each of the above wave interactions depends on the phase-matching conditions which will be explained in section 2.4. During the FWM process the photon energy of the four-waves interacting is conserved. To illustrate this, we focus on the generated frequency component at \( \omega_4 = \omega_1 + \omega_2 - \omega_3 \) as shown Fig. 2.3c. Given the photon energy of \( E_{\text{photon}} = \hbar \omega \), with \( \hbar \) as the reduced Planck constant, the energy is conserved if energy is transferred from two photons at frequencies \( \omega_1 \) and \( \omega_2 \) to photons at the frequencies \( \omega_3 \) and \( \omega_4 \) satisfying \( \omega_1 + \omega_2 = \omega_3 + \omega_4 \).

2.3 Wavelength conversion

Let us consider a common case in nonlinear optics in which the input to a \( \chi^{(3)} \)-material consists of a strong wave at \( \omega_P \), called the pump, and a weak one at \( \omega_S \) called the signal. As the waves propagate through the medium, the signal wave may be amplified and a wave at \( \omega_1 \), called the idler, is generated, as illustrated in Fig. 2.4. This scenario is referred to as pump-degenerate FWM. The FWM process here is similar to the example given before where the generated new frequency at \( \omega_4 \) satisfies the relation \( \omega_4 = \omega_1 + \omega_2 - \omega_3 \). In the pump-degenerate process both photons \( \omega_1 \) and \( \omega_2 \) are at the same wavelength, \( \omega_1 = \omega_2 = \omega_P \), and the signal wave is at \( \omega_3 = \omega_S \). This means that the energy conservation in the pump-degenerate FWM process is given by \( 2 ) \)

\[
\omega_1 = 2\omega_P - \omega_S
\]  

(2.13)

considering \( \omega_4 = \omega_1 \). The interaction between the pump, signal and idler waves
as propagating along the $z$-direction is described via three coupled differential equations given by [30]

\[
\frac{dE_P}{dz} = i\gamma \left\{ \left[ |E_P|^2 + 2 \left( |E_S|^2 + |E_I|^2 \right) \right] E_P + 2 E_SE_IE_P^* \exp (i\Delta \beta z) \right\}, \tag{2.14}
\]

\[
\frac{dE_S}{dz} = i\gamma \left\{ \left[ |E_S|^2 + 2 \left( |E_P|^2 + |E_I|^2 \right) \right] E_S + E_I^* EP^2 \exp (-i\Delta \beta z) \right\}, \tag{2.15}
\]

\[
\frac{dE_I}{dz} = i\gamma \left\{ \left[ |E_I|^2 + 2 \left( |E_P|^2 + |E_S|^2 \right) \right] E_I + E_S^* EP^2 \exp (-i\Delta \beta z) \right\}. \tag{2.16}
\]

The coupling between the waves is facilitated by the nonlinear parameter $\gamma$ and the mismatch of the propagation constant between the waves $\Delta \beta$. It is assumed that the waves have the same optical polarization and optical field overlap. The nonlinear parameter $\gamma$ includes the nonlinear effects in $\chi^{(3)}$-materials and the field confinement, which is explained in more detail in section 3.5. The mismatch of the propagation constant for pump, signal and idler wave is given by $\Delta \beta = 2\beta_P - \beta_S - \beta_I$ where the propagation constants of pump, signal and idler are given by $\beta_P$, $\beta_S$ and $\beta_I$. The propagation constant $\beta$ gives information about the velocity of a wave (more detail in section 3.3).

### 2.4 Phase-matching condition

For efficient energy transfer between the waves in the FWM process, the conservation of momentum is required. This means that the efficiency with which power is transferred depends on the relative phase among the interacting waves. This is described within the nonlinear phase-matching condition

\[
\kappa \equiv \Delta \beta + 2\gamma P_P = 0, \quad \tag{2.17}
\]
where the linear part $\Delta \beta$ comes from the mismatch of the propagation constant between the waves and the nonlinear part $2\gamma P_P$ accounts for the nonlinear phase shift. This equation is valid under the assumption that no pump depletion takes place and the pump power is much larger than the signal and idler power so that the main contribution to the nonlinear phase shift comes from the pump. The factor of two accounts for the pump-degenerate FWM as both annihilated pump photons are located at the same frequency. In the coupled differential equations [2.14-2.16] the nonlinear and linear phase shifts are included in the first and second terms in the parenthesis [30]. In order to compensate for the positive nonlinear phase shift, the linear phase shift has to be negative, which requires in general anomalous dispersion of the medium (dispersion is described in more detail in section [3.3.2]). To achieve phase matching, the relation between power levels, propagation constants and frequencies is essential.

The efficiency of energy transfer between pump, signal and idler, when the frequency separation between pump and signal is increased, depends on the dispersion properties of the $\chi^{(3)}$-medium. One way to assess this is by evaluating how the conversion efficiency changes with the wavelength separation of signal and pump. This is exemplified in Fig. 2.5 for a waveguide system with various group-velocity dispersion (GVD) values ($\beta_2$, see section [3.3.2]). For smaller GVD values the conversion efficiency is maintained for a larger signal-pump detuning. The numerical simulations leading to Fig. 2.5 and ex-

![Figure 2.5: Numerical simulations of the output conversion efficiency of a 5 cm waveguide as a function of signal-pump detuning. The impact of the group-velocity dispersion (GVD) on the conversion bandwidth is shown for four different $\beta_2$ values. (Waveguide parameter: $\gamma = 5 \, (W \cdot m)^{-1}$, propagation loss = 0.5 dB/cm, Pump power = 27 dBm)](image)

\footnote{Here the conversion efficiency is defined as the ratio of idler power and signal power after propagation through the $\chi^{(3)}$-medium.}
experiments similar to the simulations were performed in Paper A and B. This behavior can be summarized with the conversion bandwidth $\Omega_{FWM}$. The conversion bandwidth is defined as the signal-pump frequency separation at which the signal gain decreases by 3 dB and is given by \[ 17 \]

$$\Omega_{FWM} \approx \left[ \frac{4\pi}{|\beta_2| z} \right]^{\frac{1}{2}},$$

(2.18)

where $\beta_2$ is the GVD coefficient. With either low GVD or short interaction length $z$, the conversion bandwidth can be increased. One huge advantage of integrated optical systems is the potential for strong light confinement that results in the possibility to tailor the dispersion properties in a reliable manner. In combination with the short length of these systems, it is possible to achieve a very large conversion bandwidth. To give an example, by dispersion engineering the waveguide, broadband wavelength conversion over $\sim 200$ nm has been shown in an integrated silicon waveguide [17].
Integrated optical systems offer the opportunity to tailor the dispersion and achieve high confinement in small structures, therefore leading to high optical intensities at moderate power levels. These are ideal conditions for the realization of nonlinear optics with high efficiency and over broad bandwidth. In this chapter wave guiding structures and their basic physical properties are introduced.

3.1 Confined-wave propagation

The propagation of an optical beam in free space or bulk media is accompanied by the phenomenon of diffraction. This phenomenon describes the spatial broadening of optical radiation upon propagation. Waveguiding structures provide a means to avoid the divergence associated to this effect and guide light in a confined manner over distance. Waveguides are composed of mainly two distinct regions, a core medium enclosed by a cladding. The two areas are distinguished by a refractive index difference, where the core displays a higher refractive index than the surrounding cladding. Crucial for wave guiding is the behavior of light at the interface of the two regions. The confinement upon propagation can be understood from a ray-optics picture, where the energy of the wave confined in the core experiences total internal reflection at the interface with the cladding \[34\]. The propagation of light in a waveguide is described by the wave equation \[30\]

\[
\nabla^2 E = \frac{1}{c^2} \frac{\partial^2 E}{\partial t^2} - \mu_0 \frac{\partial^2 (P_{\text{lin}})}{\partial t^2} - \mu_0 \frac{\partial^2 (P_{\text{nl}})}{\partial t^2}. \quad (3.1)
\]
The wave equation is derived from Maxwell’s equations. The electric field and the material polarization are given by $E$ and $P$, the speed of light in vacuum is $c$ and the vacuum permeability is $\mu_0$. The Nabla-operator $\nabla$ represents the differential operation $(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z})$ for the spatial directions $x, y$ and $z$.

### 3.2 Waveguide designs

The light guiding by total internal reflection requires a refractive index difference between the core and cladding materials. In order to achieve this index contrast, the proper materials have to be chosen. Several different platforms provide the required refractive index features, and various different waveguide designs have been developed that offer confined light propagation. One important design, essential for the success of optical communication, is the optical fiber where core and cladding are circular rods presented in Fig. 3.1a. In the figure, $z$ indicates the propagation direction of the optical wave. The material of choice for typical optical fibers is fused silica with slightly different composition of core and cladding. The refractive index difference is only around 0.01 and a common core diameter of a standard single-mode fiber (SSMF) used for telecommunications is around 10 $\mu$m.

It is important to distinguish the fiber design from designs suitable for inte-

![Figure 3.1: Schematics of basic waveguiding geometries. a) Optical fiber. b) Planar waveguide. c) Strip waveguide. d) Rib waveguide.](image-url)
3.3 Mode properties

3.3.1 Mode field

As light propagates in a waveguide, only specific transverse field distributions of the electromagnetic field can be propagated. These field distributions are termed the modes of the waveguide. Information about the modes is obtained by solving the wave equations (Eq. 3.1) for the concrete combination of waveguide design and material distribution. Only a few structures, such as the cylindrical geometry and the slab waveguide allow for an analytical treatment. Otherwise, this equation needs to be solved numerically given the boundary conditions and specific material information. The number of modes in the waveguide varies, depending on the optical wavelength, the waveguide dimensions and the used materials. If only the fundamental mode propagates, the waveguide is called single mode. In order to simplify matters, a solution of
the wave equation is approximated with a uniform transverse-field distribution propagating in the $z$ direction as given by

$$E(x, y, z) = E(x, y)\exp(i\beta z). \quad (3.2)$$

Here $E(x, y)$ represents the spatial field distribution transverse to the propagation direction and $\beta$ indicates the propagation constant of the mode. Both parameters are characteristic for the mode and describe the propagation of the electromagnetic field completely. Only a single frequency component of the electrical field is considered, and the harmonic term $\exp(-i\omega_0 t)$ is dropped for simplicity.

How well the optical field is confined inside the core area is described by the effective area parameter $A_{\text{eff}}$

$$A_{\text{eff}} = \frac{\left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |E(x, y)|^2 \, dx \, dy\right)^2}{\left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |E(x, y)|^4 \, dx \, dy\right)}. \quad (3.3)$$

As can be seen in the equation, the field distribution $E(x, y)$ is what determines the effective area. The modal field distribution is dictated by the waveguide design and the index contrast between the core and the cladding. Paper [30] shows how $A_{\text{eff}}$ changes with a different refractive index of the waveguide core. In general, higher-order modes and longer wavelengths result in larger effective areas. As a comparison, a typical SSMF has an effective area of around 100 $\mu$m$^2$, whereas a silicon strip waveguide can reach an effective area of 0.054 $\mu$m$^2$ as reported in [35].

### 3.3.2 Dispersion

The propagation of light in bulk media is affected by the refractive index $n_0$ of the medium. The dependence of the refractive index on the wavelength is the chromatic dispersion of the material. In integrated waveguides the optical phase shift of light can be different from the one occurring in bulk media. This is accounted for by introducing the effective index $n_{\text{eff}}$ as

$$n_{\text{eff}} = \frac{\beta}{k_0}, \quad (3.4)$$

where $k_0 = \frac{2\pi}{\lambda_0}$ is the wavenumber with $\lambda_0$ the wavelength of light in vacuum. Different modes and modes at different polarization have different effective indices $n_{\text{eff}}$. The effective index accounts for the influence of core and cladding
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The effective index of a guided mode has a value in between the refractive index of the cladding $n_{cl}$ and the core $n_{cl}$, i.e. $n_{cl} < n_{eff} \leq n_{co}$. As $n_{eff}$ is wavelength dependent, both the material dispersion and the waveguide contribute to the total dispersion. More detailed information about dispersion in the waveguide is revealed when writing $\beta$ as a Taylor expansion around a center frequency $\omega_0$:

$$\beta(\omega) = \beta_0 + \beta_1(\omega - \omega_0) + \frac{1}{2} \beta_2(\omega - \omega_0)^2 + \ldots .$$

(3.5)

The terms $\beta_m$ account for different contributions to the propagation constant and are calculated by

$$\beta_m = \left( \frac{d^m \beta}{d\omega^m} \right)_{\omega = \omega_0}.$$

(3.6)

The parameter $\beta_0$ is connected to the phase velocity of a monochromatic wave by $v_p = \frac{\omega_0}{\beta_0}$. The group velocity of a pulse is related to $\beta_1$ by $v_g = \frac{1}{\beta_1}$. Information about how pulse broadening is affected upon propagation is connected to the amount and sign of the group-velocity dispersion (GVD) coefficient $\beta_2$. The broadening comes from the different propagation speeds of the individual frequency components forming a pulse. One distinguishes between normal dispersion when the GVD is positive ($\beta_2 > 0$) and anomalous dispersion when the GVD is negative ($\beta_2 < 0$). Sometimes this is called normal GVD and anomalous GVD. In the anomalous dispersion regime the higher frequency (blue-shifted) components propagate faster than the lower frequency (red-shifted) components of an optical pulse. The reverse is true for the normal dispersion regime. The sign of the GVD coefficient is important for phase-matching in nonlinear optics (sec 2.4). It is highly relevant to re-emphasize that for high confinement waveguides the GVD depends on the waveguide parameters, and the dispersion can be tailored e.g. by changing the dimensions of the waveguide. In Paper B and F simulations were presented, that show the dependence of the GVD on the waveguide dimensions of a strip waveguide. It is common to describe the GVD with the dispersion parameter $D$ where

$$D = \frac{d\beta_1}{d\lambda} = -\frac{2\pi c}{\lambda^2} \beta_2$$

(3.7)

and the units are typically expressed in ps/(nm·km).

3.3.3 Polarization

The electromagnetic wave description assigns a direction of oscillation to the electric and magnetic field component as it propagates in time and space. In isotropic media the propagation behavior, more precisely the propagation constant, is independent on the electromagnetic field oscillation. However,
in anisotropic media the refractive index is dependent on the orientation of the electric field, leading to birefringence. It is common to define the electric field as the superposition of two polarization states, the TE and the TM polarization modes. For the TE polarization the electrical field component in propagation direction is zero and for TM polarization the magnetic field component in propagation direction is zero 36.

Although the materials forming a waveguide are mostly isotropic, the waveguide itself can however show anisotropic optical properties. This can be the case in rectangular waveguides. As the field components along the propagation direction are only close to zero, one talks about quasi-TE and quasi-TM modes. In addition, for structures with a small refractive index difference between core and cladding, the two polarization states (quasi-TE and quasi-TM) have dominant electric field components either in the horizontal x-direction or vertical y-direction labeled by $E_{px}^{pq}$ and $E_{py}^{pq}$, where p relates to the mode-order in x-direction and q relates to the mode-order in y-direction. In order to exemplify the difference of the effective index on the mode order and polarization, the modes that are present in an integrated strip waveguide with dimensions of 1 000 nm in width and 500 nm in height are compared in Fig. 3.2. A mode-solver was used to calculate the modes. The simulations were carried out using COMSOL Multiphysics where Maxwell’s equations are solved using a finite element method. The waveguide, here silicon nitride as the core material and silicon dioxide as the cladding material, has two guided modes for both states of polarization at 1.55 µm wavelength. The figure shows the power distribution in the propagation direction and it can be seen that the effective index changes with the state of polarization and mode order. In applications, the birefringent dependence of the waveguide design has been utilized to build integrated photonic systems like polarization rotators and polarization splitters 37,38, as well as polarizers 39. Even polarization independent designs have been demonstrated 40.

### 3.4 Loss mechanisms

#### 3.4.1 Linear loss

The propagation loss in integrated optical waveguides has three fundamental linear contributions which are material absorption, scattering loss and radiation loss 41. The origin of material losses and the resulting transparency window of optical materials has been introduced in section 2.1.1 and studied for silicon nitride in Paper F. The loss contributions are accounted for in the
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Figure 3.2: Mode-solver simulations of the power distribution in propagation direction $z$ for a strip waveguide with dimensions of 1000 nm in width and 500 nm in height. The core and cladding materials are silicon nitride and silicon dioxide. a) Fundamental quasi TE-mode ($E_{00}^x$). b) Second-order quasi TE-mode ($E_{10}^x$). c) Fundamental quasi TM-mode ($E_{00}^y$). d) Second-order quasi TM-mode ($E_{10}^y$).

The loss parameter $\alpha$ that leads to an exponential power decay along propagation distance $z$

$$P = P_0 \exp(-\alpha_{\text{lin}}z), \quad (3.8)$$

where $P_0$ is the initial power before propagation and $\alpha_{\text{lin}}$ is the linear attenuation coefficient. In nonlinear optics, the propagation loss plays a significant role. In calculations of nonlinear processes the total physical length of the waveguide $L$ is commonly replaced by the effective length $L_{\text{eff}}$ given by

$$L_{\text{eff}} \equiv \frac{1 - \exp(-\alpha_{\text{lin}}L)}{\alpha_{\text{lin}}}. \quad (3.9)$$

The effective length represents the waveguide length before the power attenuation becomes significant. With a longer physical length $L$ the effective length increases according to Eq. 3.9 and reaching a maximum that is given by $1/\alpha_{\text{lin}}$.

---

1 The conversion from attenuation in dB/m to linear attenuation is given by the relation $\alpha \approx 4.343 \cdot \alpha_{\text{lin}}$. 
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In Fig. 3.3 a this is illustrated for different loss values.

The origin of material absorption lies in the interaction of optical waves with the medium during propagation as introduced in 2.1.1. Impurities in the material can lead to additional absorption. A known example for a molecular-bond-related absorption wavelength is the nitrogen-hydrogen bond (N-H) whose oscillation behavior absorbs light around telecom wavelengths. In Paper F we show that a high-temperature annealing step can remove this absorption mechanism as has been demonstrated before.

Another contribution to the propagation loss is the scattering loss that occurs at the interfaces between the core and the cladding. The amount of scattering loss is related to the mean value of the surface roughness and its statistical variance [42]. The confinement of light, and thus the interaction with the sidewall, changes with core-cladding index contrast, mode order, wavelength and polarization. Waveguides with very thin sidewalls of only $40 - 50 \text{ nm}$ lead to record low propagation loss [23]. A similar core thickness has been used in the work of Paper A. In Paper B the roughness of the waveguide sidewalls and top surface has been analyzed in order to characterize the scattering loss. Another origin of scattering loss are imperfections in the core material.

The third contribution to propagation loss, the radiation loss, becomes relevant when waveguides are bent. In a curved waveguide the optical field is distorted in comparison to a straight waveguide which can lead to radiation of optical energy into radiating modes. The radiation loss becomes larger for shorter bending radii and waveguides with lower light confinement [43]. Therefore, in

![Figure 3.3: a) Impact of linear propagation loss on the effective length ($L_{\text{eff}}$). b) Impact of linear propagation loss, two-photon absorption (TPA) and free-carrier absorption (FCA) on the maximum effective length as a function of optical power (More details in text).](image)
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integrated optical systems, the minimum achievable bending radius is mainly limited by radiation loss rather than by processing tolerances \[41\]. For high-density integrated photonics a high optical confinement is essential in order to implement waveguides with short bending radii (\(\leq 10 \ \mu m\)).

3.4.2 Nonlinear loss

Nonlinear loss contributions become relevant in certain materials. In the presence of nonlinear loss, the total loss coefficient changes to

\[ \tilde{\alpha} = \alpha + \alpha_{NL}(|E|^2), \]

where \(\alpha\) describes the linear contribution to the loss and \(\alpha_{NL}\) accounts for nonlinear loss. Examples of nonlinear loss is interband absorption like two-photon absorption (TPA) that occurs in materials like silicon or chalcogenide glasses (ChGs) at telecommunication wavelengths owing its small optical bandgap \[19, 44\]. During the TPA process the energy of two photons is absorbed in order to bridge the bandgap energy and excite electrons from the valence band to the conduction band. This nonlinear loss has intensity dependence according to

\[ \alpha_{NL(TPA)} = \alpha_2 |E|^2, \]

where \(\alpha_2\) is the TPA absorption coefficient. The free charge carriers generated by TPA give rise to another nonlinear loss mechanism, the free-carrier absorption (FCA). In this process photon energy is transferred to free carriers in the conduction band or holes in the valence band. The impact of TPA and FCA on the maximum effective length is illustrated for a silicon waveguide in Fig. 3.3.b. In the scenario of nonlinear loss the maximum effective length is defined as the length at which the power decayed by 4.343 dB. The figure shows the dependence on the optical power and a comparison to materials without nonlinear loss. The optical confinement defines the intensity for a given power according to \(|E|^2 = P/A_{eff}\). The emerging free-carrier loss is proportional to the free-carrier concentration \[41\] and reduced with the duration it takes for carrier recombination (free-carrier lifetime). A possible way to counteract the FCA and effectively reduce the free-carrier lifetime is the removal of free carriers from the waveguide region. This has been shown in devices based on a reverse biased p-i-n structure in rib waveguides \[45\]. How the nonlinear absorption in silicon waveguides (with or without carrier removal) changes the achievable nonlinear phase shift (see 3.5) has been studied theoretically in Paper \[4\].

\[2\] The following parameters were used for simulations: \(\gamma = 200 \ (W \cdot m)^{-1}\), \(A_{eff} = 0.09 \ \mu m^2\), \(\alpha_2 = 7 \times 10^{-15} \ m/W\), free-carrier lifetime = 800 fs.
3.4.3 Coupling loss

The coupling of light from an optical fiber to an integrated waveguide is commonly done by the direct focusing (end-fire) approach or by grating couplers. In the end-fire coupling approach light is focused directly from the fiber to the bare integrated waveguide. The coupling efficiency is dependent on the overlap integral of the field of the incident beam and the mode field of the waveguide and is calculated by \[ \eta_m = \frac{\left( \int A(x)B_m^*(x)dx \right)^2}{\int A(x)A^*(x)dx \int B_m(x)B_m^*(x)dx}. \] \[ (3.12) \]

To simplify the equation only the transverse direction is considered, where \( A(x) \) and \( B_m(x) \) are the field distributions of the incident beam and the \( m \)-th mode of the waveguide. The equation shows that improved coupling is achieved by matching the two fields \( A(x) \) and \( B_m(x) \).

Spot size converters at the end of the waveguides are commonly used to tailor the mode field in the integrated system to match the one of the incident beam. In [46] a coupling loss of 0.2 dB per facet has been demonstrated using a spot size converter. In this thesis, we used direct side-coupling into the waveguides via tapered lensed fibers.

Grating couplers are periodic grating structures that allow coupling of light from an oblique angle to the direction of the waveguide [47]. The advantage of grating couplers in comparison to end-fire coupling is that cleaving of the wafer is not needed, thus making on wafer testing possible. A drawback is the limited bandwidth and polarization dependence. In [48] a grating coupler design with a coupling loss of 0.62 dB and a 1-dB bandwidth of 40 nm has been shown.

3.5 Nonlinear parameter

It is convenient to write the nonlinear behavior of an integrated waveguide in the nonlinear parameter \( \gamma \) as

\[ \gamma = \frac{2\pi n_2}{\lambda A_{\text{eff}}}, \]

where \( n_2 \) is the Kerr coefficient of the material, \( \lambda \) is the wavelength and \( A_{\text{eff}} \) is the effective area. The equation shows that both the nonlinear Kerr properties of the material and the field confinement have significant contributions to \( \gamma \).

With a given nonlinear parameter \( \gamma \), power \( P \) and effective length \( L_{\text{eff}} \), the maximum nonlinear phase shift in a waveguide is

\[ \theta_{\text{nl}} = \gamma P L_{\text{eff}}. \] \[ (3.14) \]
This was presented in Paper F where both the increase in nonlinear Kerr coefficient and the reduction of effective area leads to a larger nonlinear parameter.
Chapter 4

Materials for integrated nonlinear optics

In this chapter we present and compare material platforms that are established in the field of integrated nonlinear optics. The materials are classified into three different groups: Chalcogenides, III-V materials and CMOS-compatible materials. In the following, linear and nonlinear optical properties are presented and afterwards the materials are compared to one of the most common widespread solutions for nonlinear optics, i.e. a highly nonlinear fiber (HNLF) of silicon-doped glass that is commercially available.

4.1 Chalcogenides

The family of chalcogenide glasses (ChGs) is based on the chalcogen elements from group VIa of the periodic table presented in Fig.4.1 [44]. In particular the elements sulphur, selenium and tellurium form glass compounds with elements like phosphorous, germanium or arsenic. To form the glass compounds, deposition techniques like thermal evaporation, sputtering or chemical vapor deposition (CVD) can be used, followed by a post-deposition annealing step. ChGs are amorphous semiconductors and by tailoring the atomic composition of the glasses the optical properties can be changed. For instance the transparency of the ChGs is affected by the used chalcogen element, and the transparency window can enter into the mid-infrared wavelength region (sulphides 11 µm, selenides 15 µm, tellurides 20 µm) [44]. With a linear refractive index of \( \sim 2 - 3 \) at 1.55 µm wavelength, these glasses can be used as the core medium in an integrated optical waveguide with different surrounding cladding materials, such as SiO\(_2\).

Examples for ChGs are the selenium based compound GeAsSe and the sulphur-
### 4.2 III-V materials

The group of III-V materials is based on compounds formed between elements from group IIIa (aluminum, gallium or indium) and group Va (nitrogen, phosphorous, arsenic) in the periodic table shown in Fig. 4.1. Due to the direct bandgap in III-V materials they are commonly used in amplifiers (semiconductor optical amplifiers (SOAs)) or light emitting devices, including lasers.

![Periodic Table Section](image)

**Figure 4.1:** Selected section of the periodic table with relevant materials for integrated nonlinear optics.

Based compound As$_2$S$_3$. The glass GeAsSe has very high Kerr nonlinearities of up to $9 \cdot 10^{-18}$ $m^2/W$ with a very low two-photon absorption (TPA) coefficient \[49, 50\]. Waveguides created with this material have been used to demonstrate FWM and supercontinuum generation \[49\]. A more common chalcogenide material in the field of integrated nonlinear optics is As$_2$S$_3$. Although it has a three times lower Kerr coefficient than GeAsSe, the lower waveguide losses achieved while having similar low TPA make it the more suitable ChGs for applications in the telecommunication band \[51\]. Waveguides based on As$_2$S$_3$ have been fabricated with 5 dB/m propagation loss compared to 250 dB/m for GeAsSe (see Table 4.1). Using rib waveguides made from As$_2$S$_3$, several nonlinear applications have been shown, like FWM \[52, 53\] or supercontinuum generation \[51\], and applications like wavelength conversion based on XPM \[54\] and FWM \[55\] as well as SPM-assisted signal regeneration \[56\].
4.3 CMOS-COMPATIBLE MATERIALS

Crystalline semiconductor materials are mainly grown by molecular beam epitaxy (MBE) or metalorganic chemical vapor deposition (MOCVD) in order to achieve layer by layer growth of crystalline morphology. This epitaxial growth requires a crystalline substrate and misses flexibility of stacked deposition on top of non-crystalline materials. Using III-V materials in CMOS-process lines is strictly avoided due to contamination of the fabrication line as III-V elements serve as dopants for silicon.

III-V materials like GaAs or AlGaAs are transparent through the communication bands and are utilized for nonlinear integrated optics. As the materials form compounds, the optical properties can be varied by changing the atomic composition of the compound. For instance, both the refractive index and bandgap increases by adding Aluminum to GaAs, hence becoming AlGaAs. The nonlinear coefficient of these materials is very high with $16 \cdot 10^{-18} \text{m}^2/\text{W}$ for GaAs [57] and even $26 \cdot 10^{-18} \text{m}^2/\text{W}$ for AlGaAs [58]. However, in the compound of GaAs, large nonlinear loss $\sim 100000 \cdot 10^{-15} \text{m}/\text{W}$ [20] limits the amount of power that can be sent to the device. A significant reduction of nonlinear loss by more than one order of magnitude is achieved with increased content of aluminum in AlGaAs [59] because of the increase in bandgap. The high nonlinearities and moderate linear propagation losses enable nonlinear experiments in AlGaAs like FWM [59, 60]. Wavelength conversion assisted by XPM has been shown in waveguides [57] as well as in resonators [61]. Even microresonator based comb generation has been shown [58]. In AlGaAs outstanding performance has been achieved by demonstrating a FWM conversion bandwidth of 750 nm [62] and a very low power threshold (7 mW) for comb generation [63].

4.3 CMOS-compatible materials

The manufacturing facilities for CMOS electronics have matured over the last decades and allow for low cost and mass production of electronic devices. Silicon, a group IV element, is the base material for CMOS components [64] but it is also attractive for nonlinear integrated optics [15] due to its large transparency window between 1 and 9 µm wavelength and its large nonlinear Kerr coefficient. A description of CMOS-compatible processing is given in more detail in the next chapter. In the field of nonlinear integrated optics, pure silicon is used both in crystalline and amorphous morphology. Silicon is also used in a compound with nitrogen (group V), forming silicon nitride, which is another CMOS-compatible material widely used for nonlinear integrated optics.
CHAPTER 4. MATERIALS FOR INTEGRATED NONLINEAR OPTICS

4.3.1 Silicon

Crystalline silicon

Integrated silicon waveguides are mainly based on the commercially available silicon-on-insulator (SOI) platform. This platform, originating from CMOS electronics, offers a single-crystalline silicon film separated by a layer of silicon dioxide from the bulk substrate. This layer combination is not possible to fabricate by deposition, but achieved by wafer bonding [65] and is most suitable for the fabrication of waveguides. Crystalline silicon (c-Si) offers a large Kerr coefficient of $4 - 9 \cdot 10^{-18} \text{m}^2/\text{W}$ [19, 20]. A high refractive index contrast is given when silicon (3.5 at 1.55 $\mu$m wavelength) is embedded in silicon dioxide (1.45 at 1.55 $\mu$m wavelength). Under this condition the light guided in the silicon core is highly confined which leads to high optical intensities. The drawback of silicon as a material for nonlinear optics is the low optical bandgap of 1.2 eV leading to a TPA coefficient of $\sim 5000 \cdot 10^{-15} \text{m/W}$ in the telecommunication band [19, 20]. Upon TPA, free carriers are generated in the waveguide which causes further absorption loss and a shift in dispersion. The resulting free-carrier absorption sets a limit on the maximum intensity level where efficient nonlinear processes are possible. The nonlinear absorption becomes less critical at longer wavelengths where the photon energy is reduced (e.g. 0.62 eV at 2 $\mu$m wavelength). For nonlinear optics in the mid infrared (IR), silicon is a very suitable material.

Free carriers can be removed from the waveguide core with an applied electric field [66, 67]. In order to apply the electric field, a reverse-biased p-i-n diode design is used in a rib waveguide structure. Nonlinear experiments that have been presented in SOI-based silicon waveguides with and without carrier removal design include, among others, signal regeneration [16, 68], supercontinuum generation [18] and third-harmonic generation (THG) [69]. Furthermore FWM has been demonstrated in nonresonant structures [70, 72] as well as in microring resonators [73, 74]. Wavelength conversion with data rates up to 40 Gb/s has been shown in [75, 76]. It is worth highlighting that in crystalline silicon the highest continuous wave (CW) FWM conversion efficiency (-1 dB) has been achieved among all waveguide platforms by using a biased p-i-n diode for carrier removal [45]. In Paper G we theoretically compared silicon waveguides (with and without carrier removal) in terms of their nonlinear performance and compared it to stoichiometric silicon nitride.

Amorphous silicon

Low-temperature-deposited silicon in amorphous form has raised interest in recent years because of its increased nonlinear Kerr coefficient and reduced TPA coefficient compared to crystalline silicon. The deposition in a plasma-enhanced chemical vapor deposition (PECVD) step (further information in 5.5.2) allows processing temperatures as low as 200 – 400$^\circ$C. The possibility
of deposition, that is not given for crystalline silicon, allows the fabrication of multiple layer designs and possible vertical coupling between waveguides. Deposited amorphous silicon has dangling bonds\(^1\) that are commonly saturated with hydrogen leading to hydrogenated amorphous silicon (a-Si:H) suitable for integrated optics [77]. One drawback of amorphous silicon is its temporal instability. Although material degradation can be reversed by annealing, a variation of system performance can be expected [78]. Indeed, reported nonlinear Kerr coefficients for a-Si:H vary in the range of \(0.5 - 74.3 \cdot 10^{-18}\) m\(^2\)/W [79] [84], indicating a large dependence of the material on the processing parameters. TPA coefficients of around \(1000 - 3000 \cdot 10^{-15}\) m/W have been presented [79] [82] that is roughly a factor of two below crystalline silicon. The potential for nonlinear optics has been shown in e.g. FWM experiments [81, 85] and FWM based wavelength conversion [80]. Additionally spectral broadening induced by SPM [83] and XPM [79] has been presented, as well as supercontinuum generation [86, 87].

4.3.2 Silicon nitride

Another CMOS-compatible material that is widely used to integrate nonlinear photonic systems is silicon nitride. In the CMOS fabrication process silicon nitride is used as a thermal and electrical insulator. Silicon nitride can be deposited in low-pressure chemical vapor deposition (LPCVD) and plasma-enhanced chemical vapor deposition (PECVD) process steps (details about both processes are provided in 5.5) as well as by sputtering. With these different techniques the material deposition can be performed at various temperatures giving large flexibility of fabrication. The material has in general amorphous morphology. The elementary material composition is crucial when characterizing its optical properties. In the field of nonlinear photonics three main groups of silicon nitride have been presented: stoichiometric silicon nitride \(\text{Si}_3\text{N}_4\) with a given atomic Si:N ratio of 3:4 studied in Paper A, F and G; silicon nitride in a non-stoichiometric composition with varying atomic ratios summarized with \(\text{Si}_x\text{N}_y\), studied in Papers B–F; and a proprietary material named Hydex, whose properties are similar to silicon oxynitride SiON [22]. In the following all three material platforms are presented in detail.

**Stoichiometric silicon nitride**

Stoichiometric silicon nitride has a transparency window ranging from below 0.3 to above 6 \(\mu\)m wavelength, and it has potential as a core material for integrated optics, including visible light applications. The refractive index of stoichiometric silicon nitride is \(\sim 2\) at 1.55 \(\mu\)m wavelength. Waveguides

---

\(^1\)Dangling bonds are unsaturated material bonds that have energy states within the bandgap of the material resulting in strong absorption in the near IR [77].
manufactured with Si$_3$N$_4$ and SiO$_2$ as core and cladding materials show low propagation losses and good optical confinement reaching high intensity and long interaction lengths. Among all presented materials, this platform provides waveguides with the lowest propagation loss of 0.001 dB/cm [23] and ring resonators with the highest Q-factors (≈ 80 million) [88]. The large optical bandgap of Si$_3$N$_4$, more than three times larger than silicon, allows for neglecting TPA at wavelengths in the telecommunication band. This, together with the low propagation loss, is the key aspect for nonlinear optics. The nonlinear Kerr coefficient however is $\sim 0.2 \times 10^{-18}$ m$^2$/W [26], roughly two orders of magnitude lower than silicon. In Paper [F] we give a detailed analysis of the optical properties of Si$_3$N$_4$.

The main fabrication challenge when depositing thick layers of Si$_3$N$_4$ is an increased tensile stress in the film that leads to cracking of the layer above $\sim 300$ nm [89]. A larger thickness is required for optimal dispersion engineering and light confinement. To overcome this challenge, different strategies have been investigated including thermal cycling [90], PECVD frequency alternation [91], mechanical stress barriers [29, 92] and deposition in trenches [93, 94]. With thin waveguides (40 – 50 nm) the cracking problem is avoided completely and in addition ultra-low propagation loss properties are achieved by reducing the sidewall scattering losses [23] but it is not possible to attain high nonlinear parameters nor low dispersion in this waveguide design. In thick high-confinement waveguides, the nonlinear capability of this material has been shown in experiments like supercontinuum generation [95], harmonic generation in a microring cavity (second-harmonic generation (SHG) and third-harmonic generation (THG)) [96] and resonator based Kerr frequency comb generation [90, 97–99]. In thin waveguides with very low propagation loss FWM-based wavelength conversion has been demonstrated in Paper [A]. Over all presented platforms the broadest supercontinuum generation (495 THz) [28] has been achieved in stoichiometric silicon nitride as well as coherent octave-spanning microresonator combs [100]. In Paper [C] we theoretically evaluated the propagation loss that is required to achieve 10 dB signal net-gain in this platform.

**Silicon-rich nitride**

The variation of the ratio between silicon and nitrogen in non-stoichiometric silicon nitride, Si$_x$N$_y$, gives a degree of freedom to change the optical and mechanical properties of the material. This enables for instance modifying the refractive index and optical bandgap between the one achieved for Si$_3$N$_4$ and silicon as shown in Paper [F]. The material with an increased silicon content in comparison to Si$_3$N$_4$ is often referred to as silicon-rich nitride. The material brings a relaxation of the tensile stress that is achieved when growing these layers [101, 102], allowing to achieve thick cores in a single deposition step.
A flexible and reliable deposition with variable compositions of Si$_x$N$_y$ is given within the CMOS fabrication environment explored in detail for LPCVD deposition in Paper F and for PECVD deposition in [103]. Lately, research has been carried out to explore the impact of the composition on the nonlinear Kerr coefficient in more detail. Using PECVD nonlinear Kerr coefficients of $\sim 2 \cdot 10^{-18}$ m$^2$/W has been reported in [103] and up to $\sim 28 \cdot 10^{-18}$ m$^2$/W in [104]. Using LPCVD we showed Kerr coefficients of up to $\sim 1.1 \cdot 10^{-18}$ m$^2$/W in Paper F where we also related the increased nonlinearities to a reduced optical bandgap. The nonlinear performance in silicon-rich nitride has been presented in a FWM experiment in Paper B and supercontinuum generation in Paper C. Furthermore, we demonstrated XPM-based all-optical processing in Paper D and E.

**Hydex**

Hydex, invented by the company Little Optics, is a high-index doped silica glass with a refractive index between 1.5 and 1.9 (at 1.55 $\mu$m wavelength) close to silicon oxynitride. It has a nonlinear Kerr coefficient of $0.1 \cdot 10^{-18}$ m$^2$/W [105] which is slightly below the one for Si$_3$N$_4$. Waveguides with very low propagation loss have been fabricated in this platform, which enables a long effective length. Nonlinear experiments have been performed in order to show the potential of Hydex waveguides for nonlinear optics including FWM [106], wavelength conversion in non-resonant waveguides [107] and microrings [108] as well as supercontinuum [105] and comb generation [109, 110].

### 4.4 Comparison to HNLF

In order to compare these nonlinear platforms between each other, the maximum achievable nonlinear phase shift $\theta_{\text{nl}} = \gamma P_{\text{max}}L_{\text{eff}}$ (see section 3.5) is calculated. The results will be benchmarked to the HNLF. At the moment HNLF is the best platform for nonlinear optics in terms of maximum nonlinear phase shift. For each platform representative waveguide systems are chosen. The calculations of the nonlinear phase shift are based on the detailed information shown in Table 4.1. Crucial for the calculation of the maximum nonlinear phase shift is the maximum effective length but also the maximum possible power that is launched into the system. For platforms that do not show TPA a reasonable power of 2 W is taken and for HNLF a stimulated Brillouin scattering (SBS) limited maximum power of 500 mW is assumed. In general, the SBS threshold is increased by straining the HNLF, changing its material composition or by modulating the CW pump. For platforms that display TPA the maximum launched power was chosen as the value when the nonlinear TPA loss reaches either 10% (Fig. 4.2a) or 1% (Fig. 4.2b) of the linear loss according to Eq. 3.11. The TPA parameter and effective area used
Figure 4.2: (a) Maximum nonlinear phase shift with nonlinear loss restricted to 10% of linear loss. (b) Maximum nonlinear phase shift with nonlinear loss restricted to 1% of linear loss. (The platforms are evaluated according to the parameters provided in Table 4.1.)

for the calculations are provided in Table 4.1. This means that we restrict the analysis to the linear loss regime to simplify the comparison, as \( \text{max } L_{\text{eff}} \) is calculated for all materials as \( 1/\alpha_{\text{lin}} \). Fig. 4.2.a shows the higher nonlinear phase shift is obtained for chalcogenides, III-V, amorphous silicon and HNLF. Crystalline silicon and silicon nitrides show in general a similar performance. For the more stringent demand in the maximum launched power, the result changes. Still ChGs, AlGaAs and HNLF show the largest nonlinear phase shift. Here, the material suffering from TPA shows worse performance. Silicon nitride becomes better in comparison to silicon and becomes the best CMOS-compatible platform for nonlinear optics. This is a rough estimation of the nonlinear phase shift as three-photon absorption and FCA have not been considered thus resulting in similar performance of silicon with and without p-i-n structure. As shown in Fig. 3.3, the FCA becomes the dominant nonlinear loss contribution at higher power levels. Therefore, a more detailed consideration of the nonlinear absorption effects is required that also accounts for the reduction of nonlinear loss with decaying power. This was done for silicon waveguides as presented in Paper C. The paper shows the impact of TPA and free-carrier lifetime on the nonlinear phase shift and illustrates that there is an optimum power level to maximize the nonlinear performance. In order to implement devices that allow nonlinear operations over a broad bandwidth, the dispersion becomes relevant as discussed before. This point is not included in the discussion but the relevant information about the achieved dispersion
in the presented devices is included in Table 4.1.

4.5 Conclusion

It becomes clear after the presentation and comparison of the material platforms in this chapter, that there is no platform that combines low loss, high nonlinearities and the absence of nonlinear absorption. In distinct platforms, different record performances have been achieved, which indicates that each platform can outperform each other in terms of selected features. To conclude this chapter, the major advantages and disadvantages of each material platform are briefly summarized.

Chalcogenides offer good nonlinear performance. However, the chalcogenide glasses are not CMOS-compatible.

III-V compounds have demonstrated flexibility when it comes to tailoring material properties. Especially AlGaAs combines high refractive index and high nonlinearities, leading to highly efficient nonlinear processes. Missing CMOS-compatibility and the required epitaxial growth brings fabrication disadvantages.

Crystalline silicon has high nonlinearities and is a highly mature (CMOS-compatible) platform with easy access through commercially available SOI-wafers or multi-project wafer runs. Potential for monolithic co-integration with electronic components is another strong advantage of this platform. Nevertheless, crystalline silicon shows nonlinear loss constraints limiting the used power levels, and silicon can not be deposited in crystalline form on top of amorphous wafer substrates like silica.

Amorphous silicon shows high nonlinear Kerr coefficients and the low temperature deposition technique allows for flexible deposition with potential layer stacking. Reported temporal instability is the drawback.

Silicon-rich nitride offers CMOS-compatibility and has the possibility to be deposited flexibly on amorphous substrates. Furthermore low propagation losses are reported within this platform. The moderate nonlinearities and the high tensile stress in thick films are the drawback.

Nonstoichiometric silicon nitride is a CMOS-compatible material and offers flexible processing of thick layers suitable for dispersion engineering. The optical properties of the compound can be engineered by changing the composition of silicon and nitrogen. High propagation losses are the drawback. Hydex has very low propagation losses. The low nonlinearities and the low refractive index are drawbacks. The platform is not widely available.
Table 4.1: Comparison of material platforms for nonlinear optics regarding the Kerr coefficient $n_2$, two-photon absorption TPA, effective area $A_{\text{eff}}$, nonlinear parameter $\gamma$, propagation loss, group-velocity dispersion (GVD) $\beta_2$ and waveguide design. The main reference is given in the last column. Material information taken from other references are marked accordingly.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Material</th>
<th>$n_2$ $[10^{-18} \text{m}^2/\text{W}]$</th>
<th>TPA $\alpha_2$ $[10^{-15} \text{m}/\text{W}]$</th>
<th>$A_{\text{eff}}$ $[\mu\text{m}^2]$</th>
<th>$\gamma$ [(W·m)$^{-1}$]</th>
<th>Loss [dB/m]</th>
<th>GVD $\beta_2$ [ps²/m]</th>
<th>design</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNLF</td>
<td>SiO$_2$ based</td>
<td>0.026</td>
<td>-</td>
<td>9</td>
<td>0.01</td>
<td>0.0009</td>
<td>zero-GVD at 1541 nm</td>
<td>fiber</td>
<td>[11]</td>
</tr>
<tr>
<td>ChGs</td>
<td>Ge$<em>{11.5}$As$</em>{24}$Se$_{64.5}$</td>
<td>8.6</td>
<td>100</td>
<td>0.24</td>
<td>136</td>
<td>250</td>
<td>-84</td>
<td>strip</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>As$_2$S$_3$</td>
<td>2.92</td>
<td>6.2 [44]</td>
<td>7.1</td>
<td>1.7</td>
<td>5</td>
<td>433</td>
<td>strip</td>
<td>[112]</td>
</tr>
<tr>
<td>III-V</td>
<td>GaAs</td>
<td>15.9</td>
<td>102 000 [20]</td>
<td>1.8</td>
<td>36</td>
<td>600</td>
<td>n.i.$^b$</td>
<td>strip</td>
<td>[57]</td>
</tr>
<tr>
<td></td>
<td>Al$<em>{0.17}$Ga$</em>{0.83}$As</td>
<td>26</td>
<td>300-500 [59]</td>
<td>0.16</td>
<td>660</td>
<td>140</td>
<td>-127</td>
<td>strip</td>
<td>[58]</td>
</tr>
<tr>
<td>CMOS-compatible</td>
<td>c-Si (with p-i-n)</td>
<td>4.5 [20]</td>
<td>5 000</td>
<td>0.06</td>
<td>280</td>
<td>100</td>
<td>n.i.$^b$</td>
<td>rib</td>
<td>[68]</td>
</tr>
<tr>
<td></td>
<td>c-Si</td>
<td>4.5 [20]</td>
<td>5 000</td>
<td>0.006</td>
<td>360</td>
<td>360</td>
<td>-3445</td>
<td>strip</td>
<td>[66]</td>
</tr>
<tr>
<td></td>
<td>a-Si:H</td>
<td>21</td>
<td>2 500</td>
<td>0.07</td>
<td>1 200</td>
<td>45</td>
<td>-0.42</td>
<td>strip</td>
<td>[51]</td>
</tr>
<tr>
<td></td>
<td>Si$_3$N$_4$ (low conf.)</td>
<td>0.09 $^a$</td>
<td>-</td>
<td>1.28</td>
<td>0.1-0.3</td>
<td>6</td>
<td>0.7</td>
<td>strip</td>
<td>[113], Paper A</td>
</tr>
<tr>
<td></td>
<td>Si$_3$N$_4$ (high conf.)</td>
<td>0.26</td>
<td>-</td>
<td>0.88</td>
<td>1.2</td>
<td>40</td>
<td>zero-GVD at 1560 nm</td>
<td>strip</td>
<td>[22]</td>
</tr>
<tr>
<td></td>
<td>Si$_n$N$_y$ (LPCVD)</td>
<td>0.6</td>
<td>-</td>
<td>0.81</td>
<td>3</td>
<td>140</td>
<td>-77</td>
<td>strip</td>
<td>Paper B</td>
</tr>
<tr>
<td></td>
<td>Si$_n$N$_y$ (PECVD)</td>
<td>1.6</td>
<td>-</td>
<td>0.4</td>
<td>16</td>
<td>150</td>
<td>n.i.$^b$</td>
<td>strip</td>
<td>[103]</td>
</tr>
<tr>
<td></td>
<td>Si$_n$N$_y$ (PECVD)</td>
<td>28</td>
<td>-</td>
<td>0.23</td>
<td>500</td>
<td>450</td>
<td>n.i.$^b$</td>
<td>strip</td>
<td>[104]</td>
</tr>
<tr>
<td></td>
<td>SiON (Hydex)</td>
<td>0.11</td>
<td>-</td>
<td>2</td>
<td>0.2</td>
<td>4</td>
<td>10</td>
<td>strip</td>
<td>[109]</td>
</tr>
</tbody>
</table>

$^a$ effective $n_2$ for low-confinement waveguide

$^b$ no information available in reference
CMOS-compatible micro- and nanofabrication

To understand the manufacturing processes that enable silicon-based integrated optical systems, in this chapter relevant CMOS-compatible micro- and nanofabrication steps are introduced.

5.1 CMOS-compatible photonics

Electronic components, such as microprocessors, have evolved tremendously in performance during the last decades, while keeping price low and even reducing footprint size. The reasons for this can be found in the development of the micro- and nanofabrication techniques and infrastructure for electronics. Mass production and miniaturization led to a tremendous improvement of integrating functionalities on microchips referred to as integrated circuits (ICs). One key component for integrated logic is the metal-oxide-semiconductor field-effect transistor (MOSFET) which forms the building block for CMOS technology. In general, the term CMOS-compatible defines fabrication techniques and materials that may be used in a CMOS processing line without risk of contamination or other adverse effects. Materials that are compatible with the CMOS fabrication infrastructure benefit from a mature processing platform that offers ideal conditions for low-cost mass production.

The CMOS fabrication infrastructure can be used as leverage to manufacture optical waveguides. With the first silicon-based optical waveguide [10] the path of silicon photonics began [114, 115]. The integration of silicon photonics enables major advantages in communication systems [116]. With modern multi-project wafer runs, the high volume processing of CMOS fabs can be used to give fairly low-cost access to integrated photonic systems [14, 117].
5.2 Ellipsometry

5.2.1 Introduction

Ellipsometry is a widespread measurement technique to characterize material properties of thin films and surfaces in wavelength ranges from the near-UV to the far-IR. Properties like the dielectric function of a material (see 2.1) or the thickness of a deposited film are measured with the ellipsometer in an indirect manner by analyzing the interaction of polarized light with the sample under test.

In detail, the ellipsometer directs a beam of linearly polarized light to the sample where the material changes the polarization state of the light beam that is then detected and analyzed. The relative change in state of polarization, the complex ellipsometer parameter $\rho$, is described by

$$\rho = \tan(\psi)e^{i\delta}$$

(5.1)

with $\psi$ and $\delta$ as change in magnitude and phase of light before and after the sample. The polarized light is expressed by a superposition of the orthogonal basis vectors p-polarization and s-polarization that allows to define every state of polarization. The interaction of light with matter is theoretically described according to the Fresnel equations yielding two independent complex Fresnel coefficients for light with p-and s-polarization $R_p$ and $R_s$ according to

$$\rho = \frac{R_p}{R_s}.$$  

(5.2)

The Fresnel equations are based on Snell’s Law and include film thickness and refractive indices (complex permittivity, see section 2.1) to define the relative polarization change induced by the material.

In an iterative process the parameters of the Fresnel equations are used as fitting parameters to match the measured ellipsometer parameter described by Eq. 5.1.

5.2.2 Tauc-Lorentz Model

In this work we studied the optical properties of silicon nitride films. For the characterization we performed a simple approach where the silicon nitride was deposited directly on a silicon substrate with known properties. For the silicon nitride film we defined a theoretical model that represents the complex permittivity of the material. It is common to refer to this model as the general oscillator model as it includes the pole information (see Fig. 2.1) as oscillator functions. In the model the complex permittivity is expressed by

$$\epsilon_r = \text{offset} + \epsilon_{UV} + \epsilon_{IR} + \epsilon_{TL},$$

(5.3)
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where $offset$ is a constant of 1, $\epsilon_{\text{UV}}$ is the UV pole contribution, $\epsilon_{\text{IR}}$ the pole contribution at IR frequencies and $\epsilon_{\text{TL}}$ is the Tauc-Lorentz oscillator term. The first three terms are real functions thus not including material absorption. The Tauc-Lorentz oscillator term is complex and models the material absorption close to the band gap. The three oscillator functions are

$$
\begin{align*}
\epsilon_{\text{UV}} &= \frac{A_{\text{UV}}}{E_{\text{UV}}^2 - E^2} \\
\epsilon_{\text{IR}} &= \frac{A_{\text{IR}}}{E_{\text{IR}}^2 - E^2} \\
\epsilon''_{\text{TL}} &= \left[ \frac{A_{\text{TL}}E_{\text{TL}}(E - E_g)^2}{(E^2 - E_{\text{TL}}^2) + C^2E^2} \cdot \frac{1}{E} \right].
\end{align*}
$$

In the equations, $E$ is the photon energy, $A_{xx}$ and $E_{xx}$ describe the strength and location of the corresponding oscillators, $C$ is a broadening term and $E_g$ is the optical bandgap. All these parameters and the thickness of the film are used as fitting parameters to match the ellipsometer measurement data. The shown $\epsilon''_{\text{TL}}$ in Eq. (5.4) is the imaginary part of the complex dielectric function $\epsilon_{\text{TL}}$. The real part is obtained via the Kramers-Kronig relation. For the material characterization carried out in Paper F we used the complete analytical solution of the Kramers-Kronig integral provided in [118].

5.3 Optical lithography

One of the most important manufacturing steps in the environment of semiconductor fabrication is the lithography process. This step combines the reproducible transfer of patterns for dedicated functionality onto the wafer. The patterns are geometries dedicated to produce structures as e.g. electrical contacts, passivation areas, areas for localized doping or etching of ridges, trenches or mesas. It is important to mention that during the lithography step the geometries are only structured and prepared for further processing steps such as etching. Optical lithography offers high throughput and comes with relatively affordable equipment.

In the lithography process the system design is projected via a photomask onto a photosensitive polymer on the wafer. The photomask contains transparent parts (glass) and opaque parts (chromium). As the photomask is aligned in between the light source and wafer (with photoresist), the optical radiation passes through the photomask and exposes only the selected areas of the resist where the photomask is transparent. The photosensitive resist then undergoes a chemical change when exposed to radiation. An example of the exposure step during the lithography process is illustrated in Fig. 5.1a. Light sources used for optical lithography are in the regime of UV, deep ultraviolet (DUV)
or extreme ultraviolet (EUV), reaching wavelengths from 400 nm down to around 100 nm. The resolution in terms of the minimum feature size that can be exposed scales with wavelength. In the case of optical contact lithography where photomask and wafer are in contact, the minimum resolved feature is described by \[64\]

\[ W_{\text{min}} \approx \sqrt{k \lambda g}, \]  

(5.5)

where \( \lambda \) is the wavelength, \( k \) is the resist specific technology parameter (often around 1) and \( g \) is the gap between photomask and wafer. As an example, a gap of 2 \( \mu \)m and a light source with 300 nm wavelength would give a minimum feature size of around 800 nm. In the case of projection lithography the minimal feature size is described by \[64\]

\[ W_{\text{min}} \approx k \frac{\lambda}{\text{NA}}. \]  

(5.6)

Here an objective with a numerical aperture (NA) is placed between the mask and wafer in order to project a smaller image of the mask onto the wafer and achieve a scaling down of the mask geometries. The use of optical projection lithography at 193 nm wavelength is the standard in industry and waveguide fabrication has been reported in \[43\]. Both equations show that lithography using shorter wavelengths yields a smaller minimum feature size that can be resolved during exposition. After exposure the photoresist is developed where exposed parts are removed for positive photoresists, while unexposed parts are removed for negative photoresists. The exposing radiation activates a different photosensitive chemistry in positive and negative resists. In positive resist the radiation triggers a scission of polymer chains leading to the reduction of its molecular weight that makes it easier to be resolved during development. The opposite effect takes place in a negative resist where cross polymerization leads to a reduced dissolution behavior. The remaining resist structures can serve as an etchmask or define openings for other processing steps like metal deposition with lift-off. The developed positive photoresist of the lithography example is illustrated in Fig. 5.1b.

Higher resolution than optical lithography can be achieved using electron-beam (ebeam) lithography. A shorter wavelength compared to optical radiation is achieved by the acceleration of electrons to high energies. Electron-sensitive resist is exposed by a focused electron beam. This technique is used to create photomasks or write masks directly on the wafer for very small features. Although writing features well below 100 nm are possible \[64\], the ebeam lithography has a serial writing procedure making the process time consuming, and the equipment is expensive and complex. This lithography technology is therefore unsuitable for mass production and in that sense not CMOS compatible.

The fabrication processes utilized in Papers A–F make use of optical contact
5.4 Thermal oxidation

The success of silicon as the primary semiconductor material in the field of electronics is based on its high-quality oxide \([64]\). A low amount of defects and an easy fabrication process makes the combination of silicon and silicon dioxide a powerful alliance in integrated circuits with fast switching MOSFETs with low power consumption. The oxide is formed during an oxidation process in which silicon undergoes a chemical reaction with oxygen in order to create silicon dioxide according to \([64]\):

\[
\text{Si(solid)} + \text{O}_2(\text{gas}) \rightarrow \text{SiO}_2. \tag{5.7}
\]

It is important to mention that the oxidation reaction only takes place at the silicon surface. As a layer of SiO\(_2\) builds up on top of the silicon wafer, oxygen atoms have to diffuse through the oxide layer in order to react at the silicon surface to form the SiO\(_2\). At room temperature a silicon wafer oxidizes by only 2.5 nm and further oxidation is halted as the mobility of oxygen atoms is too low to diffuse through the oxide layer. Therefore thermal oxidation is carried out at process temperatures around 700 – 1200\(^\circ\)C for increased diffusion of oxygen towards the silicon surface. Silicon oxidation is commonly done under atmospheric pressure (760 Torr) and a distinction
is made between dry oxidation with molecular oxygen (O\textsubscript{2}) as oxidant and wet oxidation with water vapor (H\textsubscript{2}O) as oxidant. Dry oxidation has the advantage of a denser oxide with higher quality whereas in wet oxidation a higher oxidation rate is achieved. The oxidation reaction takes place at the interface between silicon and silicon dioxide. Gaseous water molecules have to diffuse from the wafer environment through the silicon dioxide to reach the interface. The oxidation rate becomes important when growing thick oxides as the rate decreases significantly with increasing oxide thickness. The increased oxidation rate in the wet oxidation compared to dry oxidation comes from the higher diffusivity of H\textsubscript{2}O through the oxide layer in comparison with O\textsubscript{2}. The difference in rate becomes clear when oxidizing a 1 \(\mu\text{m}\) layer of SiO\textsubscript{2} as dry oxidation takes 48 hours while wet oxidation takes 2 hours. In optical waveguide systems, typical oxide thicknesses of around 1 – 4 \(\mu\text{m}\) are used in order to avoid leakage of light from the waveguide to the substrate. In the fabrication processes of Papers [A–F] thermal wet oxidation was used. An oxide around 3 \(\mu\text{m}\) was grown in Papers [B–F] where high confinement waveguides were fabricated. For the unconventional low confinement waveguide presented in Paper [A] an oxide thickness of 15 \(\mu\text{m}\) was grown in order to avoid substrate leakage [23].

### 5.5 Thin-film deposition

In order to deposit thin films of dedicated materials, several deposition techniques are available in the CMOS library of micro- and nanofabrication. The principle of all techniques is based on the transition of materials from a molecular movable state (gaseous or liquid) to the solid state to form a deposition on top of a wafer substrate. To prepare molecules for precipitation on a substrate, physical or chemical reactions can be utilized. Common physical deposition processes are evaporation and sputtering where the vaporized material condensates on a substrate. Vaporization of the deposition material is done by thermal heating of the source (evaporation) or by energetic ion bombardment (sputtering). A thin-film deposition technique based on chemical reactions is called chemical vapor deposition (CVD). In the CVD process gaseous chemicals react at the wafer surface to start a chemical deposition process. The activation energy for the chemical reaction to happen is commonly thermal or plasma assisted, naming the CVD process either low-pressure chemical vapor deposition (LPCVD) or plasma-enhanced chemical vapor deposition (PECVD).

#### 5.5.1 LPCVD

In LPCVD processes the chemical reaction is driven by temperature. Typical temperature values in the LPCVD reaction chamber are around 700 – 800\textdegree\text{C}. 
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The atomic composition of the precursor gases pumped into the reaction chamber defines the material composition of the deposited film. Changing the gas flow of the individual precursor gases can change the atomic composition of the deposit. This also enables in-situ doping of films by adding other gaseous chemicals. The precursor gases are introduced into the reaction chamber in non-reactive form and start to decompose once reaching the hot substrate region in the reactor where the decomposed reaction products are deposited. The benefit of having a low pressure in the chamber of around 0.1–1.0 Torr is that gas phase nucleation is minimized resulting in formation of solid clusters of atoms only on the wafer surface. This leads to a high uniformity of the deposited film. Two different types of reactors are used, cold-wall and hot-wall reactors. In cold-wall reactors the deposition reaction only takes place at the surface of the wafer. Hot-wall reactors on the other hand have a more uniform distribution of temperature and reduced convection effects, but a film is deposited at the reactor wall leading to a memory effect of the chamber. Common materials deposited with LPCVD are silicon nitrides and silicon dioxide. In the manufacturing process of Papers A−F the deposition of silicon nitride was done using LPCVD.

5.5.2 PECVD

The primary nonthermal energy source which is used to drive a CVD-based process is the radio-frequency (RF) plasma. Therefore the PECVD process offers the advantage of distinct reduction of process temperatures in comparison to LPCVD. Typical deposition temperatures for PECVD processes are around 200–400°C. These fairly low temperatures feature an increased substrate protection and allow film deposition on top of temperature-critical substrates (e.g. metalization layers). Common materials for deposition in a PECVD system are silicon-based oxides and nitrides that are mainly used for passivation. Furthermore, the RF power of the plasma is an additional parameter that offers control over the deposited film properties.

5.5.3 Silicon nitride deposition by LPCVD and PECVD

The deposition of silicon nitride as a material for waveguide cores has been shown in both LPCVD [119] and PECVD [26] processes. The film quality of LPCVD nitride is in general higher compared to a PECVD nitride. This comes from the 15–30% higher hydrogen content in PECVD nitrides resulting in larger optical absorption at telecom wavelengths [120]. The stress in thick films of deposited stoichiometric silicon nitride (indicated in section 4.3.2) used for optical waveguides and micro-electro-mechanical systems (MEMS) devices [121] can give rise to cracks in the layers. One approach to avoid film cracks is to change the content of silicon and nitrogen from stoichiometric (Si$_3$N$_4$)
to silicon enriched. This has been shown with LPCVD in Papers B−F and [101] and also with PECVD in [122]. Another alternative to reduce the film stress in silicon nitride film is by depositing different layers at alternating RF frequencies of the plasma [91, 123, 124].

5.6 Reactive ion etching

To transfer the pattern from an etch mask into the substrate, an etching procedure is required. In general, etching can be carried out in dry or wet form. Wet etching is mostly isotropic and performed in an etch bath where the pure chemical process can offer a high etch selectivity between materials. Dry etching on the other hand provides an anisotropic etch. This enables better control over the process in comparison to wet etching because there are more available process parameters in dry etching. One special form of dry etching is ion milling where ionized molecules are accelerated in an electric field towards the target substrate. The bombardment of ions with high kinetic energy towards the wafer surface leads to the constant sputtering of surface molecules. This pure physical process has the advantage of a high degree of anisotropy, but typically has low selectivity [64].

A dry etching process that can provide both selectivity and anisotropy simultaneously is reactive-ion etching (RIE) by supporting both chemical and physical etching properties. RIE is commonly used to etch silicon-based materials (e.g. Si, SiO₂, SiₓNᵧ) with halogen-based etch-chemicals (e.g. CHF₃, CF₄). The physical component of the etching comes from electric-field-assisted acceleration of ionized species toward the surface of the wafer similar to the ion milling process. The chemical component comes from the gaseous etching chemicals used in the process that are ionized and broken down by the plasma inside the etch chamber to form chemically reactive species. The radical species undergo a chemical reaction and break the bonds of surface atoms on the wafer. In this process the binding of surface atoms to reactive radicals becomes energetically favored so that volatile reaction products are formed that are exhausted from the etching chamber. The chosen carbon containing etch chemicals leave reaction by-products like carbon that form polymer coatings on the wafer. This carbon deposition is removed by physical collisions with incident ions. As the impact of ions is lower on vertical sidewalls, the polymer sidewall passivation assists anisotropic etching. In Papers B−F the etching of the silicon nitride layers was performed in an RIE process.

1 An isotropic etching process is characterized by the same etching speed in all directions. Exception for this etch behavior is the wet etching in materials like silicon where the etching can be directed by the crystal planes allowing to wet etch in anisotropic manner.
Chapter 6

Future outlook

As presented in Paper G, in order to realize parametric signal net-gain of \(\sim 10\) dB, propagation losses of 0.05 dB/cm are required in a silicon nitride waveguide. In comparison to this value, our present waveguides fabricated from Si\(_3\)N\(_4\) show losses of around 0.4 dB/cm (Paper F). Thus, in order to reach the net-gain target, a further reduction of the propagation losses are necessary. The recommended changes of our established fabrication process that may lead to a reduction of the waveguide propagation losses are the following:

In Paper B, we estimated losses occurring from the scattering at the waveguides sidewalls to be around 0.2 dB/cm. In order to reduce these losses, it is essential to minimize the roughness of the core sidewalls. Assuming that the roughness is translated from the etch mask, it is required to improve the existing lithography process. One option for improvement is to study the reflow properties of the resist at different temperatures during the hardbake step. The temperature is to be optimized so that the best resist smoothness is achieved.

In Paper F, we reported the increase of waveguide propagation losses for silicon nitride compositions with increased silicon content. The loss measurements were carried out in the wavelength range between 1510 and 1610 nm. However, according to the ellipsometer measurements, we estimated material transparency for all compositions at wavelengths above 600 nm. This discrepancy may originate from increased material scattering in the material. It was observed throughout this work that a reduction in furnace pressure led to a reduction in propagation loss for the silicon rich nitride compositions. One potential explanation is the relation between furnace pressure and gas phase nucleation [64] that could be related to increased material scattering. Knowledge about the correlation between the furnace pressure and the propagation
losses could lead to loss improvements in all silicon nitride compositions.
Summary of papers

Paper A


This paper presents the linear and nonlinear characterization of low-loss low-confinement waveguides fabricated from stoichiometric silicon nitride. These waveguides were fabricated by the group of John Bowers (University of California Santa Barbara). The 100 nm thin waveguide core leads to low optical confinement and results in low propagation loss of 0.06 dB/cm. In a nonlinear FWM experiment, wavelength conversion 10 Gb/s OOK data has been demonstrated. This paper shows that a similar conversion efficiency to SOI waveguides could be achieved with Si₃N₄, despite the inherently lower nonlinear coefficient.

My contribution: This experimental work was performed in joint collaboration with the group of John Bowers at UCSB, which provided the waveguides. At Chalmers I developed and built the measurement environment for the waveguide characterization, prepared and performed the measurements. I implemented and performed the simulations. I presented the results at CLEO 2014 and wrote the first draft of the paper.
Paper B


This paper presents the fabrication, simulation and characterization of high-confinement waveguides based on non-stoichiometric silicon nitride. This waveguide platform was developed at Chalmers. The propagation and coupling losses have been shown in a wavelength-resolved manner and the contribution of the scattering loss evaluated. In mode-solver simulations the dispersion and confinement properties in terms of the waveguides dimensions has been studied. Nonlinear FWM experiments has been shown and the functionality of a microring resonator has been presented, displaying high-quality factors ∼ 10^5 in the 1.5 µm wavelength regime. We showed that this platform has similar nonlinear performance compared to Si3N4 with the additional advantage of a high yield fabrication process.

My contribution: I developed the waveguide fabrication process and performed the complete waveguide fabrication. I expanded the previously implemented measurement environment for waveguide characterization and developed the wavelength-resolved loss measurement technique. I prepared and performed the measurements. I assisted in developing the mode solver and performed parts of the simulations. I presented the results at OFC 2015 and wrote the first draft of the paper.

Erratum: In the erratum we corrected the measured nonlinear Kerr coefficient. The mistake originated from underestimating the coupled power in the dual-pump experiment. The correction does not impact the conclusions drawn in the paper.

Paper C


In this paper we use the high-confinement silicon-rich nitride waveguides to generate a more than octave-spanning supercontinuum. The experiments were conducted by the group of Morten Bache (DTU) using the waveguides developed and fabricated at Chalmers. The supercontinuuum was generated from sub-kW 130 fs pulses. The results demonstrate that this platform enables sim-
ilar nonlinear performance as low-loss stoichiometric silicon nitride waveguide with the direct advantage of having a simplified fabrication process.

**My contribution:** I contributed to the waveguide design and performed the waveguide fabrication. I conducted the material characterization that provided the information for the waveguide simulations. I assisted in writing the paper.

**Paper D**


In this paper we showed all optical signal processing based on cross-phase modulation. The experiments were performed by the group of Lawrence Chen (McGill University) using the waveguides developed and fabricated at Chalmers. The dimensions of the waveguides were engineered in order to achieve flat anomalous dispersion across the C- and L-band.

The performed interferometer-based measurements confirmed the simulated dispersion values. With the dispersion engineered waveguides we showed ultra-broad band wavelength conversion based on XPM. The broad-band nonlinear performance was demonstrated by wavelength conversion of 10 Gb/s RZ-OOK data across the C-band.

**My contribution:** I contributed to the waveguide design and performed the waveguide fabrication. I conducted the material characterization that provided the required parameters for the waveguide simulations. I assisted in writing the paper.

**Paper E**

“All-optical radio frequency spectrum analyzer based on cross-phase modulation in a silicon-rich nitride waveguide,” *IEEE International Topical Meeting on Microwave Photonics (MWP)*, Long Beach, USA, paper ThM1.5, Nov. 2016.

In this paper we demonstrated an all optical radio frequency spectrum analyzer based on cross-phase modulation. This work was carried out in collaboration with the group of Lawrence Chen at McGill University using the waveguide fabricated at Chalmers University. We explored XPM-based spectral broadening of a cw probe to analyze the RF spectrum of the intensity-modulated signal in the optical domain. In the dispersion engineered waveguides we mea-
sured the bandwidth of the RFSA to be above 560 GHz. In experiments we demonstrated the performance of this all-optical spectrum analyzer with resolved spectral characterization of modulation rates up to 160 GHz.

**My contribution:** I contributed to the waveguide design and performed the waveguide fabrication. I assisted in writing the paper.

**Paper F**


This paper presents the impact of the silicon nitride composition of a high-confinement waveguides on its linear and nonlinear properties. With a focus on low-pressure chemical vapor deposition (LPCVD) it was shown how the gas flow ratio during deposition serves as a way to change optical and mechanical properties of the material. Measurements of linear loss and material-specific nonlinear Kerr coefficients were carried out for five silicon nitride composition ranging from stoichiometric (Si$_3$N$_4$) to silicon-rich. In mode-solver simulations waveguide geometries were presented that led to desired anomalous group-velocity dispersion and increased nonlinearities. The measured nonlinear Kerr coefficient of the five compositions was compared with theoretical expectations and other platforms for nonlinear integrated optics. This was the first holistic characterization of the nonlinear performance of LPCVD silicon nitride for various compositions.

**My contribution:** I expanded the previously developed fabrication process and performed the fabrication of the waveguides. I implemented the ellipsometer model for the silicon nitride film characterization. I conducted the mode solver simulations. I presented the results at OFC 2017 and wrote the paper with support from the co-authors.

**Paper G**


In this work we theoretically discuss performance requirements to achieve 10 dB on-chip net-gain in three popular CMOS-compatible platforms for nonlinear integrated optics. We discussed the material platforms silicon nitride (Si$_3$N$_4$) and silicon (c-Si) where the silicon waveguide also included a hyp-
theoretical waveguide design with carrier removal. We highlighted the relevant tuning parameters in all three platforms in order to maximize the achievable nonlinear phase shift. This study sets benchmark requirements to reach the targeted 10 dB net-gain on chip.

**My contribution:** I implemented and performed the numerical simulations. I wrote the paper with support from the co-authors.
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Appendix A

Clean room processes

In this appendix, we describe the clean room recipes used to manufacture the optical waveguides presented in Paper B–F.

Recipe for optical waveguide fabrication

1. Growth of silicon dioxide in Centrotherm oxidation furnace

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon substrate</td>
<td>3-inch, p-doped/Boron, &lt;100&gt;</td>
</tr>
<tr>
<td>Temperature</td>
<td>1100°C</td>
</tr>
<tr>
<td>Gas flow</td>
<td>O$_2$ 5 l/min, H$_2$ 8 l/min</td>
</tr>
<tr>
<td>Oxidation time</td>
<td>1200 min</td>
</tr>
<tr>
<td>Thickness SiO$_2$</td>
<td>3 µm</td>
</tr>
</tbody>
</table>

2. Deposition of silicon nitride in Centrotherm LPCVD furnace

<table>
<thead>
<tr>
<th>Silicon nitride</th>
<th>Temperature, Pressure, DCS, NH$_3$</th>
<th>Growth rate center, Growth rate edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si$_3$N$_4$ - DCS:NH$_3$ 0.27</td>
<td>770°C, 250 mTorr, DCS 98.1 sccm, NH$_3$ 360 sccm</td>
<td>growth rate center 4.02 nm/min, growth rate edge 4.24 nm/min</td>
</tr>
<tr>
<td>Si$_x$N$_y$ - DCS:NH$_3$ 4</td>
<td>770°C, 200 mTorr, DCS 240 sccm, NH$_3$ 60 sccm</td>
<td>growth rate center 4.06 nm/min, growth rate edge 4.21 nm/min</td>
</tr>
<tr>
<td>Si$_x$N$_y$ - DCS:NH$_3$ 8</td>
<td>770°C, 200 mTorr, DCS 126 sccm, NH$_3$ 15.8 sccm</td>
<td>growth rate center 2.93 nm/min, growth rate edge 3.11 nm/min</td>
</tr>
<tr>
<td>Si$_x$N$_y$ - DCS:NH$_3$ 12</td>
<td>770°C, 200 mTorr, DCS 240 sccm, NH$_3$ 20 sccm</td>
<td>growth rate center 3.07 nm/min, growth rate edge 3.23 nm/min</td>
</tr>
<tr>
<td>Si$_x$N$_y$ - DCS:NH$_3$ 16.67</td>
<td>770°C, 200 mTorr, DCS 250 sccm, NH$_3$ 15 sccm</td>
<td>growth rate center 2.43 nm/min, growth rate edge 2.55 nm/min</td>
</tr>
</tbody>
</table>
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3. Photolithography to define etchmask in mask aligner Sucss MJB3 DUV

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wafer cleaning</td>
<td>Rinse in Acetone, Isopropanol, Water and blowdry with N₂</td>
</tr>
<tr>
<td>Adhesion promotion</td>
<td>HDMS primer</td>
</tr>
<tr>
<td>Spin photosresist UV60-0.75</td>
<td>3,500 rpm, 45 s, 1,000 ms acceleration/deceleration</td>
</tr>
<tr>
<td>Soft bake on hotplate</td>
<td>130°C, 4 min</td>
</tr>
<tr>
<td>Exposure settings</td>
<td>800 ms, DUV (200 – 260 nm wavelength), vacuum-mode</td>
</tr>
<tr>
<td>Post-exposure bake on hotplate</td>
<td>130°C, 1 min</td>
</tr>
<tr>
<td>Development in MF-CD-26</td>
<td>45 sec (rinse in water and blowdry with N₂)</td>
</tr>
<tr>
<td>Descum in oxygen plasma</td>
<td>150 W, 2 min</td>
</tr>
<tr>
<td>Hardbake in oven</td>
<td>130°C, 15 min</td>
</tr>
</tbody>
</table>

4. Reactive-ion etching of silicon nitride in Oxford Plasmalab 100

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF Generator power</td>
<td>50 W</td>
</tr>
<tr>
<td>ICP power</td>
<td>150 W, 16.5 MHz</td>
</tr>
<tr>
<td>Pressure</td>
<td>95 mTorr</td>
</tr>
<tr>
<td>Gas flow</td>
<td>CHF₃ 50 sccm, O₂ 10 sccm</td>
</tr>
<tr>
<td>Etchrate</td>
<td>~45 nm/min</td>
</tr>
<tr>
<td>Resist removal</td>
<td>Acetone 5 min, MR-rem 400 55°C 5 min + ultrasonic 5 min, Isopropanol 3 min, rinse in water and blowdry with N₂</td>
</tr>
</tbody>
</table>

5. Polymer removal in standard clean process (SC1 + SC2)

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC1 (H₂O₂ + NH₃ + H₂O)</td>
<td>80°C 10 min (rinse in water)</td>
</tr>
<tr>
<td>HF</td>
<td>1 min (rinse in water)</td>
</tr>
<tr>
<td>SC2 (H₂O₂ + HCl + H₂O)</td>
<td>70°C 10 min (rinse in water and blowdry with N₂)</td>
</tr>
</tbody>
</table>

6. Deposition of silicon dioxide in STS PECVD chamber

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>550 mTorr</td>
</tr>
<tr>
<td>Gas flow</td>
<td>SiH₄ 400 sccm, N₂O 1,420 sccm</td>
</tr>
<tr>
<td>Deposition rate</td>
<td>44 nm/min</td>
</tr>
</tbody>
</table>

Recipe for crack barrier fabrication

1. Laser lithography to define crack barriers in Heidelberg Instruments DWL 2000

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wafer cleaning</td>
<td>Rinse in Acetone, Isopropanol, Water and blowdry with N₂</td>
</tr>
<tr>
<td>Adhesion promotion</td>
<td>HDMS primer</td>
</tr>
<tr>
<td>Spin photosresist S1813</td>
<td>3,500 rpm, 45 s, 1,000 ms acceleration/deceleration</td>
</tr>
<tr>
<td>Soft bake on hotplate</td>
<td>115°C, 2 min</td>
</tr>
<tr>
<td>Exposure parameters</td>
<td>Focus offset 0, Intensity 100, Transmission 100</td>
</tr>
<tr>
<td>Development in MF319</td>
<td>60 sec (rinse in water and blowdry with N₂)</td>
</tr>
</tbody>
</table>

2. Etching of silicon dioxide in HF bath

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration</td>
<td>37.5 min</td>
</tr>
<tr>
<td>Etch rate</td>
<td>80 nm/min</td>
</tr>
</tbody>
</table>
Recipe for annealing of silicon nitride

1. Annealing of silicon nitride film in Thermolyne M. 59340 furnace

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>1200°C</td>
</tr>
<tr>
<td>Gas flow</td>
<td>N₂ 20 s.u.</td>
</tr>
<tr>
<td>Duration</td>
<td>3 h</td>
</tr>
</tbody>
</table>