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We develop a theory for nondegenerate parametric resonance in a tunable superconducting cavity. We focus on nonlinear effects that are caused by nonlinear Josephson elements connected to the cavity. We analyze parametric amplification in a strong nonlinear regime at the parametric-instability threshold, and we calculate maximum gain values. Above the threshold, in the parametric-oscillator regime, the cavity linear response diverges at the oscillator frequency at all pump strengths. We show that this divergence is related to the continuous degeneracy of the free oscillator state with respect to the phase. Applying on-resonance input lifts the degeneracy and removes the divergence. We also investigate quantum noise squeezing. It is shown that in the strong amplification regime, the noise undergoes four-mode squeezing, and that, in this regime, the output signal-to-noise ratio can significantly exceed the input value. We also analyze the intermode frequency conversion and identify the parameters at which full conversion is achieved.

I. INTRODUCTION

Quantum parametric resonance in superconducting Josephson circuits finds numerous applications in circuit-QED technology. A recently developed generation of quantum-limited parametric amplifiers [1–9] makes possible single-shot readout and the continuous monitoring of states of superconducting qubits [10–14]. Noise squeezing under parametric down-conversion [15] is used to enhance the qubit coherence time [16,17]. Among other applications are the efficient generation of entangled microwave photons [18–22] and intermode frequency conversion [23,24].

A detailed theory of degenerate parametric resonance in a tunable superconducting cavity was developed in Ref. [25]. In this paper, we extend this theory to the regime of nondegenerate resonance, when two cavity modes with frequencies \( \omega_0 \) and \( \omega_\pm \) are coupled by parametric pumping with the frequency \( \Omega \approx \omega_0 \pm \omega_n \). A tunable superconducting cavity is a resonator integrated with a superconducting quantum-interferometer device (SQUID) that serves as a variable inductance controlled by magnetic flux [26,27]. Variation of the SQUID inductance changes the cavity resonance frequencies, and the parametric resonance is excited by rapid modulation of the SQUID inductance with an appropriate frequency (parametric flux pumping).

As was discussed in Ref. [25], a high-gain amplification regime in the vicinity of the parametric-instability threshold is strongly nonlinear. This nonlinearity limits the gain and squeezing at the threshold, and, moreover, it saturates the parametric instability and establishes a stationary oscillator regime above the threshold [28]. In contrast to optical parametric amplifiers and oscillators, where nonlinearity is typically related to pump depletion [29,30], the nonlinearity of the tunable cavity is introduced by the nonlinear inductance of the SQUID. In a small-amplitude limit, this is a cubic, Duffing-type nonlinearity of the Josephson current-phase dependence, which plays the role of the Kerr effect for the cavity field.

The nondegenerate parametric amplification possesses interesting features which are different from the degenerate case. Amplification of weak input follows a well-known two-mode-squeezing scenario of the linear parametric-amplification theory [31–33]. However, the cavity linear response under the presence of a strong on-resonance intracavity field generated, e.g., by an amplified coherent signal or by the self-sustained parametric oscillation, exhibits four-mode squeezing. This effect is explained by the intracavity field acting as a secondary, “current” pump that excites additional idlers via four-mode mixing. As we show in this paper, the signal-to-noise ratio in this regime can be significantly enhanced compared to the input.

Furthermore, the cavity linear response in the parametric-oscillator regime diverges at the oscillation frequency at all pump strengths. This phenomenon is analogous to the one in the optical parametric oscillators, which has attracted a great deal of attention [29,34–36] (for more-recent discussions see, e.g., Refs. [37,38]). This divergence is closely related to the continuous degeneracy of the free oscillator state with respect to the oscillation phase, and it is lifted by applying an on-resonance input.

The structure of the paper is as follows. In Sec. II, we briefly outline a description of the tunable cavity developed in Ref. [25], and we introduce dynamical equations for the nondegenerate parametric resonance. Section III is devoted to the parametric-amplification regime. First, we consider parametric instability and parametric oscillation. Then we proceed with a classical theory of nonlinear amplification across the parametric threshold. Sections III D and III E are devoted to the detailed study of the linear response of the
empty cavity, relevant for the noise squeezing, and the multimode response of the filled cavity using the framework of supermodes [39,40]. We discuss the effect of continuous degeneracy of the parametric oscillation and phase locking by means of weak signal injection. In Sec. IV, we study quantum noise squeezing; we compute quadrature correlations of the field inside the cavity, which corresponds to the modulation with edge that shifts the cavity resonance frequencies. Results in a variation of the boundary condition at the cavity edge that shifts the cavity resonance frequencies.

In these equations, $E_J$ is the constant magnetic flux bias; $F$ is the Josephson energy of the SQUID, which is small compared to the cavity capacitance $C_{cav}$, is neglected here. The nonequidistant character of the cavity spectrum allows the selective parametric excitation of only two cavity modes.

The quantum Hamiltonian of the tunable cavity derived in Ref. [25] has the form

$$H_{cav}(a_n) = \sum_n \hbar \omega_n a_n^\dagger a_n + V(a_n, t),$$

$$V(a_n, t) = -(E_J \sin F)(\delta f \cos \Omega t)\phi_D^2 - \frac{E_J \cos F}{12} \phi_D^4.$$ (1)

This Hamiltonian describes the field inside the cavity, $\phi(x, t)$, in terms of the cavity eigenmodes,

$$\phi(x, t) = \sqrt{\frac{2e}{\hbar C_{cav}}} \sum_{n=1}^{\infty} \frac{\cos(k_n x)}{\sqrt{\omega_n}} [a_n(t) + a_n^\dagger(t)].$$ (2)

In these equations, $E_J$ is the Josephson energy of the SQUID junction, $F$ is the constant magnetic flux bias; $\delta f$ is the amplitude of the flux temporal modulation; $\phi_D(t)$ refers to the field boundary value at the cavity edge, $x = d$, connected to the SQUID; $C_{cav}$ is the cavity capacitance; $k_n = \omega_n / v$ is the mode eigenvector; $v = d / \sqrt{C_{cav} L_{cav}}$ is the electromagnetic-wave velocity; $a_n(t)$ represents the mode annihilation operators, which satisfy the bosonic commutation relations, $[a_n, a_m^\dagger] = \delta_{nm}$.

The cavity mode spectrum is defined by the equation

$$(k_n d) \tan k_n d = \frac{2E_J \cos F}{E_{L,cav}} = \frac{1}{\gamma}.$$ (3)

where $\gamma$ is a participation ratio of the inductive energies of the cavity, $E_{L,cav} = (\hbar/2e)^2 (1/L_{cav})$, and the SQUID. The participation ratio is small, $\gamma \ll 1$, for magnetic flux bias not too close to $\pi/2$. A weak effect of the capacitance of the Josephson junction, which is small compared to the cavity capacitance $C_{cav}$, is neglected here. The nonequidistant character of the cavity spectrum allows the selective parametric excitation of only two cavity modes.

Important constraints under which the Hamiltonian (1) is valid concern small values of the amplitudes of the parametric modulation and the field at the cavity edge,

$$\delta f, \phi_D \ll 1.$$ (4)

A. Equation of motion

The quantum dynamics of the field in the cavity is described by the set of Langevin equations associated with the Hamiltonian (1),

$$i\dot{a}_n - e \omega_n a_n - \frac{1}{\hbar} [a_n, V(a_n, t)] + i\Gamma_n a_n = \sqrt{2\Gamma_{n0}} b(t).$$ (5)

These equations take into account external losses related to the coupling to the transmission line [25],

$$\Gamma_{n0} = \omega_n \left( \frac{C_c}{C_{cav}} \right)^2 k_n d,$$ (6)

where $C_c$ is the coupling capacitance and $\Gamma_n$ refers to the total losses. The operator $b(t)$ indicates an input field defined through the mode operators of the transmission line, $a_k(t)$ [41,42],

$$b(t) = \sqrt{\frac{v}{2\pi}} \int_0^\infty dk a_k(t_0) e^{-i\omega_k(t-t_0)}.$$ (7)

The output field operator $c_n(t)$ is related to the input operator via the relation [41]

$$c_n(t) = b(t) - i\sqrt{2\Gamma_{n0}} a_n(t).$$ (8)

B. Resonance approximation

The nondegenerate parametric resonance has two qualitatively different regimes. The first, the amplification or
down-conversion regime, corresponds to the pump frequency close to the sum of the frequencies of the two selected modes,

$$\Omega = \omega_2 + \omega_1 + 2\delta, \quad \delta \ll \omega_n. \quad (9)$$

For the amplification regime, a natural reference frame is a rotating frame with frequencies $\omega_{1,2} + \delta$. In this frame, the mode operators undergo the transformations

$$a_n \rightarrow e^{-i(\omega_n + \delta)t}a_n. \quad (10)$$

The corresponding transformation of the cavity Hamiltonian is produced by a unitary operator,

$$U = \exp[-i(\omega_1 + \delta)a_1^\dagger a_1 - i(\omega_2 + \delta)a_2^\dagger a_2],$$

$$H_{\text{cav}} \rightarrow H_{\text{cav}} - i\hbar UU^\dagger = H_{\text{cav}} - \hbar \sum_n (\omega_n + \delta)a_n^\dagger a_n. \quad (11)$$

Averaging over rapid oscillations yields the reduced Hamiltonian of the resonance approximation,

$$H_{\text{cav}} = -\frac{\hbar}{2} \sum_{n=1,2} \left[ \hbar \delta \alpha_n a_n + \frac{\hbar}{2} \left( a_n^\dagger a_n + \frac{1}{2} \right)^2 \right] - 2\hbar \alpha \left( a_1^\dagger a_1 + \frac{1}{2} \right) \left( a_2^\dagger a_2 + \frac{1}{2} \right) - \hbar \epsilon (a_1 a_2 + a_2^\dagger a_1^\dagger). \quad (12)$$

Here, we define the mode-specific nonlinearity parameters,

$$\alpha_n = \frac{\hbar}{2\gamma E_{L,\text{cav}}} \left( \frac{\sqrt{\omega_n} \cos k_n d}{k_n d} \right)^4, \quad (13)$$

$$\alpha = \sqrt{\alpha_1 \alpha_2}, \quad (14)$$

and a pump strength,

$$\epsilon = \frac{\delta \tan F}{2\gamma} \left( \frac{\sqrt{\omega_1} \cos k_1 d}{k_1 d} \right) \left( \frac{\sqrt{\omega_2} \cos k_2 d}{k_2 d} \right). \quad (15)$$

The resonance approximation for the Langevin equations yields two coupled equations,

$$i\dot{a}_n + \delta a_n + i\Gamma_n a_n + \epsilon a_n^\dagger + \alpha_n (a_n^\dagger a_n + 1) a_n + 2\alpha \left( a_m^\dagger a_m + \frac{1}{2} \right) a_n = \sqrt{2\Gamma_m b_n(t)}, \quad (16)$$

where $m \neq n$, and the input fields, $b_n(t)$, are written in the respective rotating frames, $\omega_n + \delta$. The input-output relations in Eq. (8) retain their form in the rotating frame.

The alternative regime of parametric frequency conversion or up-conversion corresponds to the pump frequency close to the difference of the frequencies of two selected modes,

$$\Omega = \omega_2 - \omega_1 + 2\delta, \quad \omega_2 > \omega_1. \quad (17)$$

In this case, no amplification occurs while the resonant modes are hybridized, and the energy is transferred from one mode to the other. For this regime, a natural reference frame is a rotating frame with the frequencies $\omega_1 - \delta$ and $\omega_2 + \delta$, i.e.,

$$a_1 \rightarrow e^{-i(\omega_1 - \delta)t}a_1, \quad a_2 \rightarrow e^{-i(\omega_2 + \delta)t}a_2. \quad (18)$$

The corresponding unitary operator is

$$U = \exp[-i(\omega_1 - \delta)a_1^\dagger a_1 - i(\omega_2 + \delta)a_2^\dagger a_2]. \quad (19)$$

The resonant Langevin equations in the rotating frame take the form

$$i\dot{a}_n = \delta a_n + i\Gamma_n a_n + \epsilon a_n^\dagger + \alpha_n (a_n^\dagger a_n + 1) a_n + 2\alpha \left( a_m^\dagger a_m + \frac{1}{2} \right) a_n = \sqrt{2\Gamma_m b_n(t)}, \quad (20)$$

where the upper and lower signs refer to modes 1 and 2, respectively.

The resonance approximation implies a slow resonance dynamics on the time scale set by the cavity eigenfrequencies,

$$\delta, \epsilon, \alpha_n |A_n|^2, \Gamma_n \ll \omega_n \quad (21)$$

(here, $A_n$ indicates a quasiclassical intracavity field). Bearing in mind that, for a small $\gamma$, the estimate, $\cos k_n d \sim \gamma \ll 1$, holds for low-frequency modes and a bias flux $F$ not particularly close to $\pi/2$, and using Eqs. (2), (15), and (13), we are able to obtain the relations

$$\frac{\epsilon}{\omega_n} \sim \gamma \delta \tan F \ll 1, \quad \frac{\alpha_n |A_n|^2}{\omega_n} \sim \gamma \phi_d^2 \ll 1. \quad (22)$$

These inequalities respect constraints in Eq. (21), and they are automatically fulfilled by virtue of the constraints in Eq. (4). Furthermore, the relations in Eq. (21) provide room for validity of the theory well above the parametric-oscillation threshold for a high-quality cavity,

$$\Gamma_n \ll \epsilon \sim \omega_n \gamma \delta \tan F \ll \omega_n, \quad \Gamma_n \ll \alpha_n |A_n|^2 \sim \omega_n \gamma \phi_d^2 \ll \omega_n. \quad (23)$$

### III. PARAMETRIC AMPLIFICATION

We start our study with the classical amplification regime. By denoting classical fields with capital letters, $A_n$, we write a classical version of Eq. (16) in the form
\[ i\dot{A}_1 + (\zeta_1 + i\Gamma_1)A_1 + cA_2 = \sqrt{2\Gamma_{10}}B_1(t), \]
\[ -i\dot{A}_2 + (\zeta_2 - i\Gamma_2)A_2 + cA_1 = \sqrt{2\Gamma_{20}}B_2(t), \]

(24)

where

\[ \zeta_1 = \delta + \alpha_1|A_1|^2 + 2\alpha|A_2|^2, \]
\[ \zeta_2 = \delta + \alpha_2|A_2|^2 + 2\alpha|A_1|^2. \]

(25)

These terms describe the nonlinear self-Kerr effect proportional to \( \alpha_n \), and the cross-Kerr effect proportional to \( \alpha \).

A. Parametric instability and oscillation

First, we consider the dynamics of the closed cavity. The empty cavity state, \( A_n = 0 \), always exists but loses stability within a certain region of the pump strengths and detunings. To perform the stability analysis, we evaluate the eigenfrequency spectrum of the linearized equation (24). Assuming \( \zeta_n = \delta \) and \( A_1(t), A_2(t) \propto e^{-i\Delta t} \), we compute the determinant of the dynamical matrix,

\[ \text{Det} = (\Delta + \delta + i\Gamma_1)(-\Delta + \delta - i\Gamma_2) - \epsilon^2 = 0. \]

(26)

Within the stability region, the solution to this equation must have a negative imaginary part, \( \text{Im}\Delta \leq 0 \), and the condition, \( \text{Im}\Delta = 0 \), must therefore define the boundary of this region, i.e., the instability threshold. Using this argument, we solve Eq. (26) separately for the real and imaginary parts and find the threshold,

\[ \epsilon^2 = \Gamma_1\Gamma_2 + \delta^2 \left[ 1 - \left( \frac{\Gamma_1 - \Gamma_2}{\Gamma_1 + \Gamma_2} \right)^2 \right], \]

(27)

\[ \Delta = \frac{\Gamma_1 - \Gamma_2}{\Gamma_1 + \Gamma_2} \delta. \]

(28)

As one can see in these equations, the instability occurs at frequencies generally deviating from the cavity resonances. The instability threshold has a minimum value at the zero pump detuning \( \delta \), where it is defined by the damping, \( \epsilon = \sqrt{\Gamma_1\Gamma_2} \); the threshold grows with the pump detuning, as illustrated in Fig. 2(a).

In terms of the pump detuning, the cavity ground state is unstable within the interval,

\[ \delta^2 < \delta_{th}^2 = \frac{(\Gamma_1 + \Gamma_2)^2}{4\Gamma_1\Gamma_2} (\epsilon^2 - \Gamma_1\Gamma_2). \]

(29)

For modes with equal dampings, \( \Gamma_1 = \Gamma_2 \), the threshold value becomes identical to the one for the degenerate case [25], and the deviation of the critical-fluctuation frequency turns to zero, \( \Delta = 0 \).

The instability leads to the emergence of a self-sustained parametric oscillation above the threshold, and it is described with a nonlinear solution of the homogeneous equation (24). This regime is manifested by spontaneous radiation from the cavity at two frequencies shifted from the pump frequency, \( \Omega/2 \), and coincides with the cavity mode frequency at zero pump detuning, \( \delta = 0 \).

The oscillation frequency shift is derived in the Appendix,

\[ \Delta_0 = \frac{\Gamma_1\epsilon_2 - \Gamma_2\epsilon_1}{\Gamma_1 + \Gamma_2}. \]

(30)

It grows with increasing pump intensity and vanishes only if the modes have identical characteristics, \( \Gamma_1 = \Gamma_2 \) and \( \alpha_1 = \alpha_2 \). Following the terminology of Ref. [34], we will call such modes balanced.

The oscillation is characterized by complex amplitudes, \( A_{n0} = |A_{n0}|e^{i\theta} \), whose moduli are related,

\[ \frac{|A_{20}|^2}{|A_{10}|^2} = \frac{\Gamma_1}{\Gamma_2}, \]

(31)

as is found in the Appendix, and

\[ |A_{10}|^2 = \frac{2(-\delta + \delta_0)\Gamma_2}{\alpha_1\Gamma_2 + \alpha_2\Gamma_1 + 2\alpha(\Gamma_1 + \Gamma_2)}. \]

(32)

Similar to the degenerate case, Eq. (32) describes unstable (the upper sign) and stable (the lower sign) oscillator states. The stable state exists at all \( \delta < \delta_{th} \), and it coexists with the stable trivial state at \( \delta = -\delta_{th} \) [see Fig. 2(a)]; in the latter region, both the excited and trivial stable states are separated by an unstable state. For the balanced modes, Eq. (32) reduces to the one for a degenerate oscillator [Eq. (45) in Ref. [25]].
\[ |A_0|^2 = -\delta + \frac{\sqrt{e^2 - \Gamma^2}}{3\alpha}, \]  
(33)

with rescaling, \( \alpha \to 3\alpha \), that stems from the cross-Kerr effect.

The properties of the oscillation phases \( \theta_n \) are qualitatively different from the degenerate case: there, the phase takes two values differing by \( \pi \), implying double degeneracy of the oscillator state. Here, the oscillator state has a continuous degeneracy with respect to the difference, \( \psi = \theta_1 - \theta_2 \), of the mode phases. The sum of the phases is fixed, and, for the stable state, reads, according to Eqs. (A3) and (A8),

\[
\begin{align*}
\sin \Theta &= \frac{\sqrt{\Gamma_1 \Gamma_2}}{e}, \\
\cos \Theta &= -\frac{\sqrt{e^2 - \Gamma_1 \Gamma_2}}{e}, \\
\Theta &= \theta_1 + \theta_2 \in (\pi/2, \pi).
\end{align*}
\]  
(34)

The output radiation is connected to the intracavity field via the relation

\[
C_{n0} = |C_{n0}| e^{i\theta_{cv}} = -i \sqrt{2 \Gamma_{n0}} A_{n0},
\]  
(35)

and the output radiation phases are then related,

\[
\theta_{c1} + \theta_{c2} = \Theta - \pi,
\]  
(36)

as are the radiation intensities,

\[
\frac{|C_{20}|^2}{|C_{10}|^2} = \frac{\Gamma_1 \Gamma_2}{\Gamma_2^2 \Gamma_{10}}.
\]  
(37)

In the ideal cavity, \( \Gamma_n = \Gamma_{n0} \), the radiation intensities are equal in both modes.

**B. Nonlinear gains**

Now we switch on an input in Eq. (24) and suppose a harmonic input in the first mode, \( B_1(t) = B_1(\Delta) e^{-i\Delta t} \), slightly detuned by \( \Delta \), from the reference frame, \( \omega_1 + \delta \), and having a complex amplitude, \( B_1(\Delta) \). Below the parametric threshold, this signal would generate an intracavity field consisting of two harmonics, the signal, \( A_1(t) = A_1(\Delta) e^{-i\Delta t} \), and the idler, \( A_2(t) = A_2(-\Delta) e^{i\Delta t} \). The idler is detuned by \( -\Delta \) from its reference frequency, \( \omega_2 + \delta \). The same harmonic components will be present in the output field, \( C_1(t) = C_1(\Delta) e^{-i\Delta t} \) and \( C_2(t) = C_2(-\Delta) e^{i\Delta t} \).

This arrangement may also include a second input signal at the idler frequency, \( B_2(t) = B_2(-\Delta) e^{i\Delta t} \). Then Eq. (24) reduces to a static equation for intracavity-field amplitudes,

\[
\begin{align*}
(\Delta + \zeta_1 + i\Gamma_1) A_1(\Delta) + e A_2^*(\Delta) &= \sqrt{2\Gamma_{10}} B_1(\Delta), \\
(-\Delta + \zeta_2 - i\Gamma_2) A_2^*(-\Delta) + e A_1(\Delta) &= \sqrt{2\Gamma_{20}} B_2^*(-\Delta).
\end{align*}
\]  
(38)

Inverting these equations yields explicitly the intracavity field,

\[
\begin{pmatrix}
A_1(\Delta) \\
A_2^*(-\Delta)
\end{pmatrix} = \mathcal{A}(\Delta) \begin{pmatrix}
\sqrt{2\Gamma_{10}} B_1(\Delta) \\
\sqrt{2\Gamma_{20}} B_2^*(-\Delta)
\end{pmatrix},
\]  
(39)

where

\[
\mathcal{A}(\Delta) = \frac{1}{\text{Det}} \begin{pmatrix}
-\Delta + \zeta_2 - i\Gamma_2 & -e \\
-e & -\Delta + \zeta_1 + i\Gamma_1
\end{pmatrix}.
\]  
(40)

This formal solution for the intracavity field, together with Eq. (8), allows us to formulate the input-output relation, the Bogoliubov transformation,

\[
\begin{pmatrix}
C_1(\Delta) \\
C_2^*(-\Delta)
\end{pmatrix} = \mathcal{V}(\Delta) \begin{pmatrix}
B_1(\Delta) \\
B_2^*(-\Delta)
\end{pmatrix},
\]  
(41)

The input-output matrix elements are

\[
\begin{align*}
\mathcal{V}_{11}(\Delta) &= 1 - \frac{2i\Gamma_{10}(\Delta - i\Gamma_2 + \zeta_2)}{\text{Det}(\Delta)}, \\
\mathcal{V}_{22}(\Delta) &= 1 + \frac{2i\Gamma_{20}(\Delta + i\Gamma_1 + \zeta_1)}{\text{Det}(\Delta)}, \\
\mathcal{V}_{12}(\Delta) &= \frac{2ie\sqrt{\Gamma_{10}\Gamma_{20}}}{\text{Det}(\Delta)} = -\mathcal{V}_{21}(\Delta).
\end{align*}
\]  
(42)

One can straightforwardly verify that matrix \( \mathcal{V}(\Delta) \) possesses the properties

\[
|\mathcal{V}_{11}|^2 - |\mathcal{V}_{12}|^2 = 1, \quad |\mathcal{V}_{22}| = |\mathcal{V}_{11}|, \quad |\mathcal{V}_{12}| = |\mathcal{V}_{21}|,
\]  
(43)

in the absence of internal losses, \( \Gamma_n = \Gamma_{n0} \).

Amplification of a single-mode input, \( B_1(\Delta) \), is characterized by the gains

\[
\begin{align*}
G_{11}(\Delta) &= \frac{|C_{1}(\Delta)|^2}{|B_1(\Delta)|} = |\mathcal{V}_{11}(\Delta)|^2, \\
G_{12}(\Delta) &= \frac{|C_{2}(-\Delta)|^2}{|B_1(\Delta)|} = |\mathcal{V}_{21}(\Delta)|^2.
\end{align*}
\]  
(44)

These gains are nonlinear functions of the input due to dependence on the intracavity field entering the Kerr terms, \( \zeta_n(A_1,A_2) \) in Eq. (42). Nevertheless, the nonlinear gains respect the relations

\[
\begin{align*}
G_{11}(\Delta) &= 1 + G_{12}(\Delta), \\
G_{11}(\Delta) &= G_{22}(\Delta), \\
G_{21}(\Delta) &= G_{22}(\Delta),
\end{align*}
\]  
(45)

following from Eq. (43), which are the same as the ones known from the theory of linear amplifiers [31,33].

As we see later in this section, the cavity response becomes increasingly nonlinear while approaching the
instability threshold, where amplification of even a single-photon input becomes strongly nonlinear.

The application of the nonlinear equation (38) above the parametric threshold requires certain care. In this region, the stationary response is possible only for an input whose frequency coincides with the frequency of parametric oscillation, \( \Delta = \Delta_0 \). For detuned inputs, the nonlinear response is nonstationary due to the mixing of the input and oscillation fields by the Kerr effect. If the input is so weak that its contribution to the nonlinear terms can be neglected, the linearized response is stationary.

### C. Amplification of on-resonance signal

In this section, we analyze the nonlinear amplification of a single on-resonance input signal to get a general picture of the nonlinear amplification during transition through the parametric-oscillation threshold. The results in this section are presented for relatively weak input power, \( |B_1|^2 \lesssim \sqrt{\Gamma_1 \Gamma_2} \), and neglecting intrinsic losses, \( \Gamma_n = \Gamma_{n0} \).

#### 1. Balanced modes

We first investigate numerically a simpler case of balanced modes (\( \alpha_n = \alpha \) and \( \Gamma_n = \Gamma \)). In this case, the parametric oscillation has zero detuning, \( \Delta = 0 \), and we explore amplification of the on-resonance signal with \( \Delta = 0 \), both below and above the threshold.

In Fig. 3, the computed cavity responses of both modes, \( |C_{1,2}|^2 \), are presented as functions of the pump detuning \( \delta \) below and above the parametric threshold. The characteristic responses of both modes are qualitatively similar and resemble the response of the degenerate parametric amplifier (cf. Fig. 5 in Ref. [25]).

![Fig. 3](image)

**FIG. 3.** Nonlinear gains for signal and idler \( |C_{1,2}|^2 \) (the upper and lower panels, respectively) for the undetuned, \( \Delta = 0 \) input signal \( B_1 \), following from Eqs. (39) and (8) for balanced modes, \( \Gamma_1 = \Gamma_2 \), and \( \alpha_1 = \alpha_2 \), as functions of pump detuning \( \delta \) for different values of the pump strength \( \epsilon \): (a) below threshold, \( \epsilon/\Gamma = 0.95 \), and (b) above threshold, \( \epsilon/\Gamma = 1.5 \). The solid (dashed) lines indicate stable (unstable) states; thin dotted lines indicate radiation amplitudes from stable and unstable parametric-oscillator states. \( |B_1|^2 = 2\Gamma, \theta_B = 0, \alpha = \Gamma/100 \), and \( \Gamma = \Gamma_0 \).

For an \( \epsilon \) smaller than the minimum parametric threshold, \( \epsilon < \Gamma \), the response curves \( |C_{1,2}|^2(\delta) \) in Fig. 3(a) essentially describe a Duffing resonance. When approaching the threshold, \( \epsilon \lesssim \Gamma \), the maxima of \( |C_{1,2}|^2(\delta) \) are strongly enhanced, while the resonance width decreases owing to the reduced effective damping, \( \Gamma^2 \rightarrow \Gamma^2 - \epsilon^2 \).

The similarity to the degenerate resonance case is, however, illusive and does not reflect the fact that the intracavity dynamics here occurs in a higher-dimensional phase space and is more complicated. We attribute this similarity to the fact that the cavity steady state here remains close to the manifold characterized by \( |A_1| = |A_2| \), which amounts to a projection to the degenerate subspace. This is a rather special situation which stems from the mode symmetry.

When \( \epsilon > \Gamma \), Fig. 3(b), the resonance splits into two branches, with each branch consisting of a pair of steady states. The lower-amplitude pair is formed close to the amplitude of the unstable parametric-oscillation state (the dotted line), and both states of this pair are unstable as well. The higher-amplitude pair is formed close to the amplitude of the stable parametric-oscillation state (the dotted line), but only one of its two components is stable. This stability characteristics is in contrast to the degenerate parametric amplifier, where both components of the higher-amplitude pair are stable. [Figs. 5(c) and 5(d) in Ref. [25]].

The difference can be understood from the underlying parametric-oscillation states, from which the branches emerge: the degenerate parametric oscillator has two degenerate stable oscillation states which are shifted by \( \pi \) in phase. When a small external signal is applied, each of these states remains stable, shifting only in the quadrature plane. By contrast, the nondegenerate parametric oscillator has infinitely many stable oscillation states which are degenerate with respect to both \( |A_1|^2 \) and \( |A_2|^2 \), but they differ by an arbitrary phase difference \( \theta_1 - \theta_2 \). A small external signal breaks this rotational symmetry since \( \theta_1 - \theta_2 \) acquires a fixed, \( B \)-dependent value according to Eq. (39) [see Eq. (55) below, and further analytical details in Sec. III F 1].

#### 2. Unbalanced modes

In this section, we consider the more realistic case of unbalanced modes with nonidentical parameters. The mode parameters are specified by Eqs. (6) and (13), and in the limit \( \gamma \ll 1 \), they have the scaling

\[
\frac{\Gamma_n}{\Gamma_{n0}} = \frac{\alpha_n}{\alpha_m} \approx \frac{(2n - 1)^2}{2m - 1}.
\]

To explore this more complex case, we have to take into account the nonzero detuning of the parametric-oscillator frequency \( \Delta_0 \), and we therefore consider input that is on resonance with the oscillator, \( \Delta = \Delta_0(\delta) \), above
the threshold, while keeping (for consistency) the finite detuning, $\Delta = \Delta_0(\delta_{th})$, below the threshold.

The most important implication of the mode asymmetry is that the internal cavity dynamics is no longer confined to the vicinity of the manifold $|A_1| = |A_2|$ in phase space. This increased phase space dimension has consequences for the cavity response already below threshold, as demonstrated in Fig. 4(a). Here, the effectively reduced damping at strong pumping, $\epsilon^2 \sim \Gamma_1 \Gamma_2$ in Eq. (40), does not result in a strongly enhanced Duffing resonance. Therefore, the cavity does not automatically enter a regime of multistability, as it does in the case of the degenerate parametric amplifier at small input. This behavior is related to the fact that the internal cavity amplitudes $|A_{1,2}|^2$ differ strongly, although the illustrated output amplitudes $|C_{1,2}|^2$ are practically identical.

Above threshold, Fig. 4(b), we still observe a stable high-amplitude cavity state extending far at red detuning, $\delta < \delta_{th}$, but the unstable branch is confined to a small window of the red-detuned $\delta$, Fig. 4(b).

3. Nonlinear amplification close to threshold

Some analytical results can be obtained for the regime of strong nonlinear amplification in close proximity to the threshold. In this regime, the width of the resonance is determined by the nonlinear frequency shifts, $\alpha_n |A_n|^2$, while these terms can still be relatively small,

$$1 - \frac{\epsilon^2}{\Gamma_1 \Gamma_2} \ll \frac{\alpha_n |A_n|^2}{\Gamma_n} \ll 1.$$  \hspace{1cm} (47)

This regime starts below the threshold, and it persists across the threshold as long as the contribution of the input to the Kerr terms dominates over that of the emerging parametric oscillation. In principle, this regime is relevant for any value of pump and input detunings, but we focus, for the sake of simplicity, on the case $\delta = \Delta = 0$ and neglect the internal losses, $\Gamma_n = \Gamma_{n0}$.

Then the solution for the intracavity field, Eq. (40), takes an approximate form [for a single input $B_1(0)$],

$$A_\pm = \frac{-i \Gamma_2}{\text{Det}} \sqrt{2 \Gamma_1} B_1, \quad A_\pm = \frac{-i \epsilon}{\text{Det}} \sqrt{2 \Gamma_1} B_1,$$

$$\text{Det} = \zeta_1 \zeta_2 + i (\Gamma_1 \zeta_2 - \Gamma_2 \zeta_1).$$  \hspace{1cm} (48)

From these equations, we deduce

$$\left| \frac{A_2}{A_1} \right|^2 = \frac{\epsilon^2}{\Gamma_2^2} \approx \frac{\Gamma_1}{\Gamma_2}.$$  \hspace{1cm} (49)

Using this relation, we compute the second term in the determinant in Eq. (48),

$$i (\Gamma_1 \zeta_2 - \Gamma_2 \zeta_1) = i \left| \frac{A_1}{A_2} \right|^2 (\alpha_2 \Gamma_1^2 - \alpha_1 \Gamma_2^2).$$  \hspace{1cm} (50)

For unbalanced modes, this term dominates over the product, $\zeta_1 \zeta_2$, by virtue of Eq. (47), and we get the solution using the scaling of Eq. (46),

$$|A_i|^6 = \frac{2}{(1 - \Gamma_i/\Gamma_2)^2} \left( \frac{\Gamma_1}{\alpha_1} \right)^2 \left| \frac{B_1}{\Gamma_1} \right|^2.$$  \hspace{1cm} (51)

Using this result, we are able to evaluate the magnitudes of the gains, Eqs. (42)–(44), at the threshold, $\epsilon^2 = \Gamma_1 \Gamma_2$,

$$G_{11} \approx G_{12} = \left| \frac{2 \Gamma_2}{\text{Det}} \right|^2 = 2 \left| \frac{A_i}{\Gamma_1} \right|^2 \left| \frac{B_i}{\Gamma_1} \right|^2.$$  \hspace{1cm} (52)

Combining equations (47) and (51), we identify the conditions for the nonlinear regime to occur in terms of input power and pump strength,

$$1 - \frac{\epsilon^2}{\Gamma_1 \Gamma_2} \ll \left( \frac{\alpha_1 |B_i|^2}{\Gamma_1} \right)^{\frac{1}{3}} \ll 1.$$  \hspace{1cm} (53)

The window for the nonlinear regime is controlled by the parameter $\Gamma_i/\alpha_1$. The left inequality defines the nonlinear regime, and it is convenient to rewrite it as a lower bound on the input intensity,

$$\left( 1 - \frac{\epsilon^2}{\Gamma_1 \Gamma_2} \right)^{\frac{3}{2}} \frac{\Gamma_1}{\alpha_1} \ll \left| \frac{B_i}{\Gamma_1} \right|^2.$$  \hspace{1cm} (54)

The nonlinear amplification regime may start rather far from the threshold; for instance, for a single-photon input, $|B_1|^2/\Gamma_1 = 1$, and $\Gamma_1/\alpha_1 = 10$, it starts at $\epsilon > 0.77 \sqrt{\Gamma_1 \Gamma_2}$. The right constraint in Eq. (53) allows sufficient room for
the theory to be valid well above the single-photon input, $|B_1|^2/\Gamma_1 \ll |\Gamma_1/\alpha_1|$, when $\Gamma_1/\alpha_1 \gg 1$.

The balanced-mode case is of particular interest in the further discussion in the next sections. In this case, the intracavity fields have equal absolute values, $|A_1| = |A_2| = |A|$, according to Eq. (49), which confirms our numerical observation in Fig. 3. The determinant, Eq. (48), is given by the first term, $\text{Det} = (3\alpha|A|^2)^2$, since the second term disappears, and then

$$\begin{align*}
A_1 = |A|e^{-i\pi/2+i\theta_B}, & \quad A_2 = |A|e^{i\pi-\theta_B}, \\
|A|^2 = \sqrt{2}\Gamma^2|B_1| / (3\alpha)^2. 
\end{align*}$$

(55)

The nonlinear gains for the balanced modes are determined by this equation, together with Eq. (52).

D. Two-mode linear amplification

The amplification of arbitrary detuned input signals can be analyzed in great detail, both analytically and numerically, in the linear amplification regime. The results of this analysis are also relevant for the evaluation of quantum noise and will be used in Sec. IV.

In the linear regime, the intracavity fields generated by the weak input are assumed to be small, $\alpha_n|A_n|^2 \ll \Gamma_n$, $\sqrt{\Gamma_1\Gamma_2 - e^2}$, and the Kerr effect is neglected, $\zeta_n \approx \delta$. Then the linearized Bogoliubov transformation of Eqs. (41) and (42) can be written in the form

$$C_n(\Delta) = u_n(\Delta)B_n(\Delta) + v_n(\Delta)B_n^\dagger(-\Delta)$$

(56)

($m \neq n$), where the coefficients $u_1(\Delta) = \mathcal{V}_{11}(\Delta)$ and $v_1(\Delta) = \mathcal{V}_{12}(\Delta)$ for the first mode have the explicit form

$$u_1(\Delta) = \frac{[\delta + \Delta + i(\Gamma_1 - 2\Gamma_{10})][(\delta - \Delta - i\Gamma_2) - e^2]}{(\delta + \Delta + i\Gamma_1)(\delta - \Delta - i\Gamma_2) - e^2},$$

$$v_1(\Delta) = \frac{2i\sqrt{\Gamma_1\Gamma_{10}}e}{(\delta + \Delta + i\Gamma_1)(\delta - \Delta - i\Gamma_2) - e^2}. \quad (57)$$

For the second mode, the coefficients are obtained by permutation, $1 \leftrightarrow 2$.

The coefficients satisfy the same relation as in Eq. (43):

$$|u_n(\Delta)|^2 - |v_n(\Delta)|^2 = 1, \quad u_1(\Delta)v_2(-\Delta) - v_1(\Delta)u_2(-\Delta) = 0. \quad (58)$$

These relations not only relate the signal and idler gains, $G_{11}(\Delta) - G_{12}(-\Delta) = 1$, but also guarantee preservation of the bosonic commutation relations in the quantum regime [31].

The linear gains diverge at the parametric-instability threshold, Eqs. (27) and (28), as is to be expected.

The linear gain spectra for the signal, $G_{11}(\Delta) = |u_1(\Delta)|^2$, and the idler, $G_{12}(-\Delta) = |v_2(-\Delta)|^2$, determined by Eq. (57) are shown in Fig. 5. To facilitate a comparison with the experiment, we plot the spectra as functions of the input-signal detuning $\delta_1$ from the cavity mode, $\omega_s = \omega_1 + \delta_1$, rather than the detuning $\Delta$, which is more convenient for analytics. Their relation is $\delta_1 = \delta + \Delta$. The idler gain is also plotted vs the input-signal detuning $\delta_1$, although the idler is detected at the frequency $\omega_i = \omega_2 + \delta - \Delta = \omega_2 + 2\delta - \delta_1$. Here, we keep finite internal losses, $\Gamma_n \neq \Gamma_0$.

For a pump far detuned from the resonance, $|\delta| > \sqrt{\Gamma_1\Gamma_2}$, the signal gain in Fig. 5(a) shows a dip centered at $\delta_1 = 0$ due to the presence of internal losses (the green curve in the lower panel); the dip disappears when the signal is detuned away from the resonance, $\delta_1 > \sqrt{\Gamma_1\Gamma_2}$, and the scattering is elastic, $G_{11} = 1$.

At zero pump detuning, $\delta = 0$, the parametric amplification dominates over internal losses, giving rise to a strong gain peak, $G_{11}(\delta_1 \approx 0) \gg 1$ (the blue curve). In the

FIG. 5. Linear gain spectra for signal and idler for a detuned input below threshold. (a) Signal gain $G_{11}(\Delta)$ and (b) idler gain $G_{12}(-\Delta)$ as functions of the pump detuning, $\delta$, and the signal detuning, $\delta_1 = \delta + \Delta$; horizontal dashed lines in the color plots indicate cuts presented in the lower panels, while the thin gray lines in (b) indicate positions of the resonant peaks. $e = 0.95\sqrt{\Gamma_1\Gamma_2}$, $\Gamma_{20} = 3\Gamma_{10}$. $\Gamma_1 = 1.8\Gamma_{10}$. $\Gamma_2 = 4\Gamma_{10} = (4/3)\Gamma_{20}$, $\alpha_2 = 3\alpha_1$, and $\alpha_1 = \sqrt{\Gamma_{10}\Gamma_{20}}/100$. 
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intermediate region of \( \delta \), there is a competition between the two effects. Since the amplification resonance occurs along a tilted line in the \((\delta_1, \delta)\) plane, it shifts the internal-loss resonance away from \(\delta_1 = 0\), which therefore features an “avoided crossing” around \((\delta_1, \delta) = 0\). Within the avoided crossing, both internal-loss resonance and amplification resonance can coexist in the gain \(G_{11}(\delta_1)\), at slightly shifted values of \(\delta_1\) (the red curve).

The parametric-amplification resonance itself is better resolved in the gain spectrum of the idler, \(G_{12}\) [Fig. 5(b)]. Since the idler frequency is out of resonance from the input at \(\omega_1 + \delta_1\), it is not affected by the internal-loss resonance, and the \(G_{12}\) spectrum is therefore characterized by the parametric amplification alone. The parametric-amplification resonances are determined by the local minima of the denominator in Eq. (57). For small pump detunings, \(|\delta| < \sqrt{\Gamma_1 \Gamma_2}\), a single resonance exists approximately on the tilted line \(\delta_1 = \delta + \delta(\Gamma_1 - \Gamma_2) / (\Gamma_1 + \Gamma_2)\) (the blue curve in the lower panel). For larger values of \(\delta\), this resonance approaches the line \(\delta_1 = 0\) again, while, at the same time, the spectrum develops a shoulder into the blue-detuned (red-detuned) region for \(\delta > 0\) (\(\delta < 0\)) (the red curve), from which a second resonance peak eventually arises (the green curve). For balanced modes, \(\Gamma_1 = \Gamma_2 = \Gamma\), the resonances would be identical to those found for the degenerate parametric amplifier [25], namely, a single resonance at \(\delta_1 = \delta(\Delta = 0)\) for \(|\delta| \leq \sqrt{\epsilon^2 + \Gamma^2}\), and two split resonances, \(\delta_1 = \delta \pm \sqrt{\Delta^2 - \epsilon^2 - \Gamma^2}\), at \(\delta > \sqrt{\epsilon^2 + \Gamma^2}\).

### E. Four-mode linear amplification

Now we turn to the linear response in the presence of a strong intracavity field. Such a field can be generated either by an input signal with another frequency or by parametric oscillation. In this case, the amplification picture changes qualitatively. The strong microwave field in the cavity acts as an additional parametric pump that generates additional idlers, and the picture becomes multimodal.

We first discuss a general situation, then derive the Bogoliubov transformation coefficients within the balanced-mode model. The results directly apply to amplification of noise in the threshold region in the presence of a strong tone. The case of developed parametric oscillation is special, and it is analyzed separately.

Suppose the input signal has the form

\[
B_1(t) = [B_1 + b_1(t)]e^{-i\Delta_1 t};
\]

i.e., in addition to a stronger signal \(B_1\) with detuning \(\Delta_1\) from \(\omega_1 + \delta\), a weaker classical signal \(b_1(t)\) is applied. Amplification of the strong component is described by Eqs. (38)–(42) (with \(\Delta_1\) replacing \(\Delta\)).

The presence of a weak input component will generate an addition to the intracavity field, \([A_n + a_n(t)]e^{i\delta_1 t}\), \(a_n \ll A_n\), which is described using the linearized equations

\[
i\dot{a}_1 + \Delta_1 a_1 + \zeta_1 a_1 + i\Gamma_1 a_1 + \tilde{e} a_2^* + 2\alpha A_1 A_2^* a_2 + \alpha_1 A_1^* a_1^* = \sqrt{2\Gamma_{10}} b_1(t),
\]

\[
i\dot{a}_2 - \Delta_2 a_2 + \zeta_2 a_2 + i\Gamma_2 a_2 + \tilde{e} a_1^* + 2\alpha A_1^* A_2 a_1 + \alpha_2 A_2^* a_2^* = \sqrt{2\Gamma_{20}} b_2(t).
\]

Here, we introduce the renormalized \(\zeta\) coefficients,

\[
\tilde{\zeta}_1 = \delta + 2\alpha_1 |A_1|^2 + 2\alpha |A_2|^2,
\]

\[
\tilde{\zeta}_2 = \delta + 2\alpha_2 |A_2|^2 + 2\alpha |A_1|^2,
\]

and the renormalized pump strength,

\[
\tilde{e} = e + 2\alpha A_1 A_2.
\]

A weak input in the second mode, \(b_2(t)\), is added for completeness.

In these equations, we see an additional feature: the amplitude, \(a_1\), of the first mode hybridizes not only with the conjugated amplitude, \(a_1^*\), of the second mode—as it is in the empty cavity—but also with the second-mode amplitude, \(a_2\), as well as with its own conjugate, \(a_1^*\). This additional feature can be understood as the result of the parametric effect generated by the strong intracavity field with frequencies \(\omega_{12} + \delta\): owing to the self-Kerr effect, the second harmonics are generated, \(2\omega_{12} + 2\delta\), which act as two additional current pumps producing a degenerate parametric resonance within each mode [15]. Furthermore, the cross-Kerr effect also generates two current pumps, with the combination frequencies \(\omega_2 - \omega_1\) and \(\omega_2 + \omega_1\), the former producing parametric frequency conversion and the latter generating parametric amplification in addition to the generic flux pump.

The spectrum of the cavity response is illustrated in Fig. 6: the weak signal \((S)\) detuned by \(\Delta\) from the strong field of the first mode generates a “primary” idler \((I_1)\) detuned by \(-\Delta\) from the strong field of the second mode as well as two “secondary” idlers \((I_2, I_3)\) detuned by \(\mp \Delta\) from the strong field of the respective modes.

In accord with the structure of Eq. (60), we consider a general form of the input field,
and a corresponding form of the intracavity field,
\[ a_n(t) = a_n(\Delta)e^{-i\Delta t} + a_n(-\Delta)e^{i\Delta t}. \]  
(64)

The output field, \( c_n(t) \), will have the same structure.

It is convenient to write the resulting equations for static amplitudes in matrix form, introducing the two-component vectors
\[ a(\Delta) = \begin{pmatrix} a_1(\Delta) \\ a_2(\Delta) \end{pmatrix}, \quad b(\Delta) = \begin{pmatrix} b_1(\Delta) \\ b_2(\Delta) \end{pmatrix}, \]  
(65)

\[ T(\Delta)a(\Delta) + \mathcal{E}a^*(\Delta) = \text{diag}(\sqrt{2\Gamma_n})b(\Delta), \]
\[ T^*(\Delta)a^*(\Delta) + \mathcal{E}^*a(\Delta) = \text{diag}(\sqrt{2\Gamma_n})b^*(-\Delta), \]  
(66)

where
\[ T(\Delta) = \begin{pmatrix} \Delta + \Delta_3 + \tilde{\zeta} + i\Gamma_1 & 2a|A_1A_2|e^{i\psi} \\ 2a|A_1A_2|e^{-i\psi} & \Delta - \Delta_3 + \tilde{\zeta}_2 + i\Gamma_2 \end{pmatrix}, \]  
(67)

and
\[ \mathcal{E} = \begin{pmatrix} \alpha_1|A_1|^2e^{2i\theta_1} & \tilde{e} \\ \tilde{e} & \alpha_2|A_2|^2e^{2i\theta_2} \end{pmatrix}. \]  
(68)

\( \theta_{1,2} \) and \( \psi = \theta_1 - \theta_2 \), are the phases of the strong intracavity field. The matrix \( T \) here describes the hybridization of the resonant modes \( a_1 \) and \( a_2 \), while the matrix \( \mathcal{E} \) provides the amplification-type coupling to the conjugate pair \( (a_1^*, a_2^*) \).

Inverting Eq. (66), we find the intracavity fields and formulate, using the input-output relation, Eq. (8), the Bogoliubov transformation with the matrix coefficients,
\[ c(\Delta) = \hat{U}(\Delta)b(\Delta) + \hat{V}(\Delta)b^*(\Delta). \]  
(69)

These coefficients define the gains for the signal, \( G_{11}(\Delta) = |U_{11}(\Delta)|^2 \), and the primary idler, \( G_{12}(\Delta) = |V_{21}(\Delta)|^2 \), as well as the gains for the secondary idlers,
\[ G_{11}(\Delta) = |c_1(\Delta)/b_1(\Delta)|^2 = |V_{11}(\Delta)|^2, \]
\[ G_{12}(\Delta) = |c_2(\Delta)/b_1(\Delta)|^2 = |U_{21}(\Delta)|^2. \]  
(70)

1. Balanced-mode model

To further analyze the multimode amplification process and to explicitly evaluate the Bogoliubov coefficients, we apply the methods of the multimode-squeezing theory [39,40]. This theory operates with a set of “supermodes” that diagonalize the matrix Bogoliubov transformation, Eq. (69).

To do this, one needs to diagonalize the matrices \( T \) and \( \mathcal{E} \) in Eq. (66), and this can be relatively simply done for the balanced modes. In this case, the intracavity-field amplitudes are approximately equal for a strong on-resonance input \( (\Delta_0 = 0) \), close to the threshold, Eq. (49); \( |A_\sigma| = |A| \), hence, \( \tilde{\zeta}_n = \tilde{\zeta} \). In the parametric-oscillation regime, the intracavity-field amplitudes are also equal, Eq. (31), and the frequency shift is absent, \( \Delta_0 = 0 \).

With these approximations, the matrix \( T(\Delta) \) is diagonalized by a unitary rotation,
\[ U = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i\psi/2} & e^{-i\psi/2} \\ e^{-i\psi/2} & e^{i\psi/2} \end{pmatrix}. \]  
(71)

\[ U^T T(\Delta) U = \text{diag}(\Delta + \xi_+ + i\Gamma, \Delta + \xi_- + i\Gamma), \]
\[ \xi_{\pm} = \tilde{\zeta} \pm 2a|A|^2 = \delta + (4a \pm 2a)|A|^2. \]  
(72)

Matrix \( T^*(\Delta) \) is diagonalized with the same rotation. Moreover, matrix \( \mathcal{E} \) is also diagonalized with the same rotation,
\[ U^T \mathcal{E} U^* = \text{diag}(|e_+|^2, |e_-|^2). \]  
(73)

In the supermode basis, the field amplitudes take the form
\[ a_\sigma(\Delta) = U_{\sigma n}a_n(\Delta), \sigma = \pm, \]  
and similarly for the input and output fields, \( b_\sigma \) and \( c_\sigma \).

As a result, Eq. (66) splits in the supermode basis into two independent blocks,
\[ (\xi_\sigma + \Delta + i\Gamma)a_\sigma(\Delta) + e_\sigma a_\sigma^*(\Delta) = \sqrt{2\Gamma_0}b_\sigma(\Delta), \]
\[ (\xi_\sigma - \Delta - i\Gamma)a_\sigma^*(\Delta) + e_\sigma^* a_\sigma(\Delta) = \sqrt{2\Gamma_0}b_\sigma^*(\Delta). \]  
(74)

Here, \( \Gamma_\sigma = \Gamma_n \) is assumed, neglecting internal losses.

Equation (74) is similar to the linearized Eq. (38) for amplification below threshold, which allows us to readily get the diagonal, two-mode Bogoliubov transformation,
\[ c_\sigma(\Delta) = u_\sigma(\Delta)b_\sigma(\Delta) + v_\sigma(\Delta)b_\sigma^*(\Delta), \]  
(75)

with the Bogoliubov coefficients
\[ u_\sigma(\Delta) = \frac{\xi_\sigma + \Delta - i\Gamma}{\xi_\sigma + \Delta + i\Gamma}(\xi_\sigma - \Delta - i\Gamma) - |e_\sigma|^2, \]
\[ v_\sigma(\Delta) = \frac{2i\Gamma e_\sigma}{(\xi_\sigma + \Delta + i\Gamma)(\xi_\sigma - \Delta - i\Gamma)} - |e_\sigma|^2. \]  
(76)

These coefficients satisfy relations similar to Eq. (58),
\[ |u_\sigma(\Delta)|^2 - |v_\sigma(\Delta)|^2 = 1, \]
\[ u_\sigma(\Delta)v_\sigma^*(\Delta) - v_\sigma(\Delta)u_\sigma^*(\Delta) = 0. \]  
(77)

Rotating back to the initial basis, we get the matrix Bogoliubov transformation for the fields of the original modes, Eq. (69), where \( \hat{U} = U \text{ diag}(u_+, u_-) U^T \),
\[ \hat{U}(\Delta) = \frac{1}{2} \begin{pmatrix} (u_+ + u_-) & (u_+ - u_-) e^{i \phi} \\ (u_+ - u_-) e^{-i \phi} & (u_+ + u_-) \end{pmatrix}, \] (78)

and \[ \hat{V} = \mathbf{U} \text{diag}(v_+, v_-) \mathbf{U}^\dagger, \]

\[ \hat{V}(\Delta) = \frac{1}{2} \begin{pmatrix} (v_+ + v_-) e^{i \phi} & (v_+ - v_-) \\ (v_+ - v_-) & (v_+ + v_-) e^{-i \phi} \end{pmatrix}. \] (79)

These equations define amplification gains for all four modes involved. For the signal and the primary idler, we have the gains

\[ G_{11}(\Delta) = |U_{11}(\Delta)|^2 = \frac{1}{4} |u_+ - u_-|^2, \]
\[ G_{12}(\Delta) = |V_{21}(\Delta)|^2 = \frac{1}{4} |v_+ - v_-|^2, \] (80)

and, for the secondary idlers,

\[ G_{11}(-\Delta) = |V_{11}(-\Delta)|^2 = \frac{1}{4} |v_+ + v_-|^2, \]
\[ G_{12}(-\Delta) = |U_{21}(-\Delta)|^2 = \frac{1}{4} |u_+ - u_-|^2. \] (81)

Analyzing these equations with the help of Eq. (76), one can find that the secondary gains are directly proportional to the intracavity-field intensity, \(|A|^2\), while the gains (80) persist in the limit \(|A|^2 = 0\).

Applying the obtained formulas to the case of strong input close to the parametric threshold, Eqs. (48) and (55), we find the Bogoliubov coefficients of the supermodes (for \(\delta = 0\)),

\[ u_\sigma(\Delta) \approx -2\Gamma^2 \frac{\zeta_+^2 - \zeta_-^2}{\zeta_+^3 - \Delta^2 - 2i \Gamma \Delta}, \]
\[ v_\sigma(\Delta) \approx \frac{2i \sigma^2}{\zeta_+^3 - \Delta^2 - 2i \Gamma \Delta}, \] (82)

with \(\zeta_+ = \sqrt{3} \zeta\) and \(\zeta_- = \zeta / \sqrt{3}\). These equations show that amplification of the supermode \(\sigma = -\) is more efficient, as illustrated in Fig. 7(b).

The linear gain spectra for a detuned input tone \(b_1(\Delta)\) in the presence of a dominant on-resonance input \(B_1\) are illustrated in Fig. 7(c). The amplitudes \(|A_{1,2}|^2\) of the cavity field generated by \(B_1\) are shown in Fig. 7(a) and are used in Eqs. (66)–(69) to compute the linear gains. Around the threshold, \(\epsilon \approx \Gamma\), the cavity amplitudes are approximately equal, \(|A_1|^2 \approx |A_2|^2\), and fulfill the conditions of Eq. (47).

\[ u_+ \approx 1, \quad v_+ \approx -\frac{\Gamma^2}{2c^2}, \quad \epsilon \gg \Gamma. \] (85)
modes in the presence of internal damping. We remind the
detunings. The plots are made using the general equa-

FIG. 8. Linear gain spectra for the signal and the primary idler
above threshold, obtained from Eqs. (66)–(69). (a) The signal
gain \( G_{11}(\Delta) \) and (b) the primary idler gain \( G_{12}(-\Delta) \) vs the input-
signal detuning \( \delta \) and the pump detuning \( \delta \); the horizontal
dashed lines in the color plots indicate cuts presented in the lower
panels, while the thin gray lines in (b) indicate the positions of
resonant peaks. The bright region indicates the resonant peak at
the radiation frequency \( \Delta_0(\delta) \). The blue strip outside parametric-
oscillation region, \( \delta > \delta_{th} \approx 2\sqrt{\Gamma_1^2} \), in (a) is due to internal
losses, while the blue strip within the parametric-oscillation
region in (b) is due to energy transfer to the secondary idlers;
see Fig. 9. \( \epsilon = 2\sqrt{\Gamma_1^2} \), \( \Gamma_{20} = 3\Gamma_{10} \), \( \Gamma_{11} = 1.8\Gamma_{10} \), \( \Gamma_{21} = 4\Gamma_{10} =
(4/3)\Gamma_{20} \), \( \alpha_2 = 3\alpha_1 \), and \( \alpha_1 = \sqrt{\Gamma_{10}^2/200} \).

The anomalous behavior of the supermode \( \sigma = -1 \)
implies that it solely defines all of the gains close to the
oscillation frequency, and well above the threshold at all
frequencies. In the latter region, all four gains have
approximately the same asymptotic scaling,

\[
G_{11}(\pm \Delta) \approx G_{12}(\pm \Delta) \approx \frac{(4/9)\Gamma^2 e^2}{\Delta^2 (\Delta^2 + 4\Gamma^2)}, \quad \epsilon \gg \Gamma. \tag{86}
\]

In Figs. 8 and 9, the linear gain spectra above the
threshold are shown for different pump- and input-signal
detunings. The plots are made using the general equations
(66)–(69) to illustrate the behavior of unbalanced
modes in the presence of internal damping. We remind
the reader that \( \Delta \) in the parametric-oscillation regime, \( \delta < \delta_{th} \),
refers to the deviation from the frequency of the oscillation.

\[
\Delta_0 [\text{Eq. (30)}]. \text{ For the signal detuning, we again use the}
notation \( \delta_1 = \omega_i - \omega_s \) rather than \( \Delta \).

Figure 8 illustrates the linear gain spectra of the signal,
\( G_{11}(\Delta) \), and the primary idler, \( G_{12}(-\Delta) \). Outside the
parametric-oscillation region, \( \delta > \delta_{th} = 1.9\sqrt{\Gamma_1^2} \), the
cavity is empty and the detuning \( \Delta \) here refers to the reference frequency \( \omega_i + \delta_1 \), corresponding to the
input detuning \( \delta_1 = \delta + \Delta_1 \). The primary idler has the
frequency \( \omega_2 + 2\delta - \delta_1 \).

The spectrum is similar to that discussed and shown in
Fig. 5, where \( \Delta_0 \) now plays the role of \( \delta = 0 \) in the latter.
For \( \delta > \delta_{th} \), the spectrum \( G_{12}(-\Delta) \) has two resonance
peaks [the green curve in the lower panel of Fig. 5(b)]. One
of these peaks is accompanied by a dip in \( G_{11}(\Delta) \) stemming
from the internal losses. When approaching \( \delta_{th} \), this dip
gradually becomes shallower due to the proximity of the
parametric-oscillation threshold, while one of the reso-
nance peaks of \( G_{12}(-\Delta) \) disappears.

For balanced modes where \( \Delta_0 = 0 \), these resonance
positions are similar to the degenerate resonance [25]: a
single resonance at \( \delta_1 = \delta \), i.e., \( \Delta = 0 \), for \( \delta_{th} \leq \delta \leq \sqrt{\epsilon \Gamma^2} \),
which splits into \( \delta_1 = \delta \pm \sqrt{\epsilon^2 + \Gamma^2} \) at \( \delta = \sqrt{\epsilon^2 + \Gamma^2} \).

At \( \delta = \delta_{th} \), the parametric resonance lies at
\( \delta_1 = \delta_{th} \), \( \Gamma_1 \), \( \Gamma_2 \), \( \Gamma_{10} = 3\Gamma_{20} \), \( \Gamma_{11} = 1.8\Gamma_{10} \), \( \Gamma_{21} = 4\Gamma_{10} =
(4/3)\Gamma_{20} \), \( \alpha_2 = 3\alpha_1 \), and \( \alpha_1 = \sqrt{\Gamma_{10}^2/200} \).

Within the parametric-oscillation region \( \delta < \delta_{th} \), the
reference frequencies shift to \( \omega_1 + \delta + \Delta_0 \) and \( \omega_2 + 2\delta - \delta_1 \), respectively. Therefore, the relation of the input detuning \( \delta_1 \)
to \( \Delta \) becomes \( \delta_1 = \delta + \Delta_0 + \Delta_1 \), and the idler frequency is
\( \omega_2 + 2\delta - \delta_1 \). The gains of the signal and the idler show
strong resonance where the input frequency coincides with
the frequency of the parametric oscillation, \( \delta_1 = \delta + \Delta_0(\delta) \),
in the whole parametric-oscillation region. This observation
agrees with the analytical result derived for the balanced
modes, Eq. (86). Such behavior is drastically different from
the degenerate case, where the linear gain diverges only at the threshold.

The behavior of the secondary idler gains, $G_{11}(-\Delta)$ and $G_{12}(\Delta)$, are illustrated in Fig. 9. These idlers are measured at the frequencies $\omega_1 + 2\delta - \delta_1 + 2\Delta_0$ and $\omega_1 + \delta_1 - 2\Delta_0$, respectively. Because of the distribution of the input power over the four output modes, the spectral characteristics for each of the idlers become more complicated than for the conventional two-mode amplification below threshold, such as nonmonotonic behavior away from the resonance; this is e.g. also seen in $G_{12}(\Delta)$ at $\delta = 0$ (the blue curve) in Fig. 8.

Figure 10 illustrates the linear gain spectrum of the primary idler, $G_{12}(\Delta)$, as a function of the pump strength $\epsilon$ and the input detuning. It is calculated from Eqs. (66)–(69), where the parametric-oscillation amplitudes $A_{10}$ and $A_{20}$ are taken into account above threshold, $\epsilon > \sqrt{\Gamma_1 \Gamma_2}$, while, below threshold, with $A_n = 0$, the linear gains are identical to those in Eqs. (56) and (57). Above threshold, the gain diverges when the input is in resonance with the parametric oscillation for all pump strengths, $\delta_1 = \delta + \Delta_0(\epsilon)$, in accord with Figs. 8 and 9. Another interesting feature is that the gain does not decrease to zero with increasing pump strength, as it does in the degenerate case. In fact, all of the gains increase with $\epsilon$, in agreement with Eq. (86).

1. Phase locking and regularization of gain divergence

The divergence of the linear response in the oscillation regime found in Eqs. (83) and (84) is a hallmark of nondegenerate parametric resonance [29,34–36]. The divergence is related to the degeneracy of the free oscillation state with respect to the mode-relative phase. Indeed, the divergence is caused by the zero value of the determinant of the supermode dynamical matrix, which implies that this matrix has at least one zero eigenvalue. On the other hand, the zero eigenvalue of the linearized dynamical matrix indicates an indifferent equilibrium of the oscillator state.

To eliminate the divergence, one needs to go beyond the linear approximation, which can be done for an on-resonance input at $\Delta = 0$ (we remind the reader that the nonlinear response at finite detuning is nonstationary).

Our strategy will be to first transform the original nonlinear equations, Eq. (38), to the supermode basis, and then to linearize the equations with respect to $a_+$ while keeping the nonlinear terms in $a_-$. In terms of the supermode amplitudes for the balanced modes, Eq. (38) takes the form

\[
\frac{3\alpha}{2} |A_\sigma|^2 + \alpha |A_{-\sigma}|^2 + i\Gamma A_\sigma + \left(\sigma\epsilon - \frac{\alpha^2}{2}A_{-\sigma}^2\right)A_\sigma = \sqrt{2\Gamma}b_\sigma,
\]

where we introduce the notation $b_\sigma = U_{\sigma n}B_n$ and assume, for simplicity, that $\delta = 0$ and $\Gamma = \Gamma_0$.

The free solution is nontrivial only for the supermode $\sigma = +$,

\[
A_{+0} = \sqrt{2} |A_0| e^{i\theta_0}/2,
\]

\[
A_{-0} = 0.
\]

By separating the free solution, $A_\sigma = A_{0\sigma} + a_\sigma$, and linearizing the equation for $\sigma = +$, we reproduce the first equation in Eq. (74). Linearization of the equation for $\sigma = -$ with respect to $a_-$ yields a nonlinear extension of the second equation in Eq. (74),

\[
\frac{3\alpha}{2} |a_-|^2 + \zeta_+ + i\Gamma a_- + e_- a_-^2 = \sqrt{2\Gamma}b_-.
\]

It is convenient to introduce, for brevity, the quantity

\[
Q = \zeta_- + i\Gamma = \frac{2}{3} \sqrt{\epsilon^2 - \Gamma^2} + i\Gamma,
\]

and variables $\tilde{a}_- = a_- e^{-i\theta_0}/2$ and $\tilde{b}_- = b_- e^{-i\theta_0}/2$. The equation then takes the form

\[
\frac{3\alpha}{2} |\tilde{a}_-|^2 \tilde{a}_- + Q\tilde{a}_- + Q\tilde{a}_-^2 = \sqrt{2\Gamma}\tilde{b}_-.
\]

Following the standard way of inverting this equation and substituting the solution into the input-output relation, we obtain the nonlinear Bogoliubov transformation

\[
\tilde{\epsilon}_- = \frac{\left(\frac{3\alpha}{2} |\tilde{a}_-|^2 + Q^2\right)^2 - |Q|^2}{2i\Gamma Q} \tilde{b}_- + 2i\Gamma Q \tilde{b}_-^* \frac{\det}{\det}
\]

\[
= \tilde{a}_- \tilde{b}_- + \tilde{\epsilon}_- \tilde{b}_-^*,
\]

\[
\det = \frac{3\alpha}{2} |a_-|^2 \left(\frac{3\alpha}{2} |a_-|^2 + Q + Q^2\right).
\]
One can straightforwardly verify that the relation between the nonlinear Bogoliubov coefficients $|\tilde{\alpha}_-|^2 - |\tilde{\beta}_-|^2 = 1$ still holds. Summarizing, more accurate calculation including nonlinearity results in a regular response to the on-resonance input.

This result, however, creates a problem. The “input” amplitude, $\tilde{b}_-(e^{-i\psi/2}b_1 - e^{i\psi/2}b_2) e^{-i\Theta_0/2}/\sqrt{2}$, in Eq. (92) contains the uncertain phase $\psi$, which is also present in the Bogoliubov coefficients in the original modes, Eq. (78). This phase has been treated thus far as a free parameter, but, in fact, it is locked in the driven oscillator, as is mentioned in Sec. III C 1.

To reveal the locking effect, we make a polar decomposition of the total intracavity fields, $A_{1,2} = r_{1,2} e^{i(\Theta \pm \psi)/2}$, and the supermode amplitudes then read

$$A_\pm = \frac{r_1 \pm r_2}{\sqrt{2}} e^{i\Theta/2}. \quad (94)$$

Using this representation, we are able to formulate the constraint, $\text{Im}(A_-/A_+) = 0$, which reads, for $\tilde{a}_-$,

$$\text{Im}\frac{\tilde{a}_-}{\sqrt{2} |A_0| + \tilde{a}_+} = 0, \quad (95)$$

with $\tilde{a}_+ = a_+ e^{-i\Theta_0/2}$, or

$$\sqrt{2} |A_0| \text{Im} \tilde{a}_- + \text{Im}(\tilde{a}_- \tilde{a}_+^*) = 0. \quad (96)$$

This nonlinear equation establishes a missing relation between the oscillation relative phase and the on-resonance input amplitudes.

Having in hand Eq. (96), we are now able to construct a consistent solution to Eq. (91) in the linear approximation. In this limit, Eq. (96) reduces to $\text{Im} \tilde{a}_- = 0$, which yields the linearized solution

$$\tilde{a}_- = \text{Re} \tilde{a}_- = \sqrt{\frac{\Gamma}{2Q}} \tilde{b}_- \quad (97)$$

and the constraint on the source, $\text{Im}(Q^* \tilde{b}_-) = 0$, or

$$Q^* \tilde{b}_- = Q e^{i\Theta_0} b_-^*. \quad (98)$$

One can explicitly extract the phase factor from this equation and express it through the mode inputs, e.g., for the single-mode input, $B_2 = 0$,

$$e^{i\psi} = e^{-i\Theta_0} \frac{Q^*}{Q} B_1 e^{i\Theta_1}. \quad (99)$$

Thus, the uncertain relative phase of the free oscillator is locked by the on-resonant input and defined by the phase of this input.

Owing to the phase-locking effect, the on-resonance output field becomes regular,

$$c_- = \frac{Q + Q^*}{2Q} b_- \quad (100)$$

in the linear approximation.

In fact, the phase locking can also be used to eliminate the divergence of the linear response to a detuned input at $\Delta \to 0$. To this end, we note that the singular gains in Eq. (86) are defined for a single harmonic input, $b_- (\Delta)$, at detuning $\Delta$, while $b_-^* (\Delta)$ at detuning $-\Delta$ is assumed to be zero [cf. gain definitions at finite detuning, e.g., Eqs. (80) and (81)]. However, at zero detuning, a regular Bogoliubov transformation results from the interference of the input amplitudes, $b_- (0)$ and $b_-^* (0)$.

Taking this remark into account, we consider a slightly broadened input whose spectrum contains contributions of both positive and negative harmonics in $\Delta$. Expressing the Bogoliubov transformation in Eqs. (75) and (76) through $Q$,

$$c_- (\Delta) = \frac{2i \Gamma [Q^* b_- (\Delta) - Q e^{i\Theta_0} b_-^* (-\Delta)] + \Delta^2 b_- (\Delta)}{\Delta (\Delta + 2i \Gamma)}, \quad (101)$$

we insert Eq. (98) into the square brackets to get

$$Q^* [b_- (\Delta) - b_- (0)] - Q e^{i\Theta_0} [b_-^* (-\Delta) - b_-^* (0)]. \quad (102)$$

Assuming a spectrally smooth input, $b_- (\Delta) - b_- (0) \approx b_-^* (\Delta)$, we arrive at the output field,

$$c_- (\Delta) \approx \frac{2i \Gamma [Q^* b_-^* (0) + Q e^{i\Theta_0} b_- (0)] + \Delta b_- (\Delta)}{2i \Gamma + \Delta}, \quad (103)$$

which is regular at $\Delta = 0$.

**IV. QUANTUM FLUCTUATIONS**

In this section, we consider quantum fluctuations of the output field of the nondegenerate parametric amplifier. We use the results of the classical analysis in Sec. III to compute the noise spectral densities and evaluate the effect of the noise squeezing and the output signal-to-noise ratio. The amplifier output consists of the sum of the classical signals studied so far, $C_n (t)$, and the quantum noise represented by the bosonic operators, $c_n (t)$, in both parametrically coupled modes. The output is concentrated around the frequencies of the respective modes, $\omega_n + \delta$, within the bandwidths, $\Gamma_n$. The measurement of the output microwave signals are performed via homodyne detection [42], when the output fields are mixed with the fields of two local oscillators, $A_{LO} e^{i(\omega_n + \delta)t + \Theta_n} + c.c.$, and low-frequency envelopes are filtered out, yielding the quadratures.
\[ X(t) = \sum_{n=1,2} \left[ x_{n}^{\theta_{n}}(t) + x_{n}^{\theta_{1}}(t) \right] \]
\[ = \sum_{n} \left\{ \left[ C_{n}(t) + c_{n}(t) \right] e^{-i\theta_{n}} + \text{H.c.} \right\} \]  

(in this section, we use the notation \( \theta_{1,2} \) for the local-oscillator phases, rather than the phases of the classical oscillator amplitudes, which are not discussed here). The spectral power for the obtained quadratures is defined as

\[ P(\Delta) = \lim_{T \to \infty} \frac{1}{2T} \left| \int_{-T}^{T} dt X(t) e^{i\Delta t} \right|^{2} \]
\[ = P_{0}(\Delta) + S(\Delta), \]  

where \( P_{0}(\Delta) \) refers to the coherent-signal component and reads, for a single input tone with frequency \( \omega_{1} + \delta \),

\[ P_{0}(\Delta) = 2\pi\delta(\Delta) \left[ \sum_{n} \left( C_{n} e^{-i\theta_{n}} + C_{n}^{*} e^{i\theta_{n}} \right) \right]^{2}. \]  

The second term in Eq. (105) refers to the noise component and is commonly quantified with the squeezing spectral density [43],

\[ S(\Delta) = \int_{-\infty}^{\infty} dt e^{i\Delta t} \langle x(t)x(0) \rangle = \sum_{nm} S_{nm}^{\theta_{n}\theta_{m}}(\Delta). \]  

Noise squeezing is manifested in the anisotropy of the quadrature spectral density with respect to the local-oscillator phases, which results from the interference between the signal and the idler. Noise squeezing in a single mode is not possible in the two-mode linear amplification regime. On the other hand, under the four-mode nonlinear amplification, noise squeezing is detectable even in the single-mode measurement.

**A. Squeezing spectral density**

The partial components of the squeezing spectral density in Eq. (107) can be expressed through Fourier harmonics of the noise quadratures,  

\[ S_{nm}^{\theta_{n}\theta_{m}}(\Delta) = \int_{-\infty}^{\infty} d\Delta' \langle x_{n}^{\theta_{n}}(\Delta)x_{m}^{\theta_{m}}(\Delta') \rangle = S_{nm}^{\theta_{n}\theta_{m}}(\Delta), \]  

where

\[ x_{n}^{\theta_{n}}(\Delta) = \int_{-\infty}^{\infty} \frac{dt}{\sqrt{2\pi}} e^{i\Delta t} x_{n}(t) \]
\[ = c_{n}(\Delta)e^{-i\theta_{n}} + c_{n}^{\dagger}(-\Delta)e^{i\theta_{n}}. \]  

Hereafter, the averaging is assumed to be over the input vacuum state.

To compute the correlation functions in Eq. (108), we use the linearized Bogoliubov transformation either in the form of Eqs. (56) and (57)—for the two-mode squeezing—or in the form of Eqs. (69), (78), and (79)—for the four-mode squeezing of balanced modes. In the general case of unbalanced modes, Eqs. (66)–(69) have to be used.

Owing to the linear form of the Bogoliubov transformation, it can be readily extended to the quantum case by replacing the classical amplitudes with the bosonic operators. The Bogoliubov transformation preserves the canonical commutation relations; i.e., the output operators are bosonic provided that the input operators are bosonic [31],

\[ [c_{n}(\Delta), c_{m}^{\dagger}(\Delta')] = [b_{n}(\Delta), b_{m}^{\dagger}(\Delta')] = \delta_{nm}\delta(\Delta - \Delta'). \]  

This property is fulfilled in the absence of internal losses (otherwise, one should add additional input noise channels), and, in the two-mode case, it follows from the properties of the \( u - v \) coefficients in Eq. (58). In the four-mode case, the supermode operators respect the commutation relation due to similar relations between the \( u - v \) coefficients in Eq. (77), and, since the supermodes are connected to the original modes via unitary rotation, the commutation relations hold also for the mode operators (cf. Ref. [39]).

The latter argument does not, however, apply to the parametric-oscillator regime. In this case, the Bogoliubov coefficients in Eqs. (78) and (79) depend on the free oscillation phase \( \psi \). As we found in the classical analysis, this phase is defined by the input, and therefore it is susceptible to the input noise. Therefore, this phase undergoes quantum fluctuation, which is correlated with the input quantum noise. As a result, the structure of the output noise correlation functions must be qualitatively different from that in the subthreshold region, and from conventional two-mode squeezing for the degenerate oscillator [25]. This topic requires a separate treatment, which goes beyond the scope of this paper.

**B. Weak signal, two-mode noise squeezing**

First, we analyze Eqs. (107) and (108) in the case of two-mode squeezing for amplification of a weak signal below threshold. In this case, the input-output relation [Eq. (56)] with linearized Bogoliubov coefficients [Eq. (57)] applies independently to both signal and noise. For equal local-oscillator phases, \( \theta_{1} = \theta_{2} = \theta \), we get

\[ S_{n}^{\theta}(\Delta) = |u_{n}(\Delta)|^{2} + |v_{n}(-\Delta)|^{2}, \]
\[ S_{12}^{\theta}(\Delta) = u_{1}(\Delta)v_{2}(-\Delta)e^{-2i\theta} + u_{2}(\Delta)v_{1}(-\Delta)e^{2i\theta}, \]  

\[ = [S_{21}^{\theta}(\Delta)]^{*}. \]  

The full spectral density can be transformed, after regrouping using the symmetry properties of the \( u - v \) coefficients, to the form
\[ S^\theta(\Delta) = \sum_{\pm} \left[ e^{-2r(\pm\Delta)} + 2 \sinh 2r(\pm\Delta) \cos^2 \left( \frac{\chi(\pm\Delta)}{2} - \theta \right) \right], \]  

(112)

where we introduce the squeezing parameter, \( r(\Delta) \), through the relation

\[ |v_1(\Delta)| = |v_2(-\Delta)| = \sinh r(\Delta), \]

(113)

and the phase

\[ \chi(\Delta) = \arg[u_1(\Delta)v_2(-\Delta)]. \]

(114)

As one can see from Eq. (111), the output noise mixed with only one local oscillator, \( S_1(\Delta) \), does not contain \( \theta \)-dependent interference terms, implying that the noise of a single mode is not squeezed but merely amplified. This behavior results from the large difference in the signal and idler frequencies. In the limit of strong (but still linear) amplification, \( G_{11} \approx G_{12} \gg 1 \), close to the threshold, \( \sqrt{\Gamma_1\Gamma_2} - \epsilon \ll \Gamma_n \) (\( \delta = 0 \)), the spectral density is proportional to the gain,

\[ S_1(\Delta) \approx 2|u_1(\Delta)|^2 = 2G_{11}(\Delta), \]

(115)

and has a sharp peak localized at small \( |\Delta| \lesssim \sqrt{\Gamma_1\Gamma_2} - \epsilon \ll \Gamma_n \), shown in Fig. 11.

In order to achieve noise squeezing, one needs to employ two local oscillators, in which case the full noise, Eq. (112), includes the interference term, and the amplification effect described by this term can be canceled by the appropriate choice of the local-oscillator phase \( \theta \).

In this maximum-squeezing direction, the spectral density has a sharp dip, as illustrated in Fig. 11, with a minimum value, \( S_{\text{min}}(\theta) \approx 1 /[2G_{11}(\theta)^2] \), while, in the \( \pi/2 \)-shifted maximum-amplification direction, it has a sharp peak with a maximum value of \( S_{\text{max}}(\theta) \approx 8G_{11}(\theta)^2 \).

### 1. Signal-to-noise ratio

The efficiency of amplification of the signal with respect to the noise is quantified with the signal-to-noise ratio,

\[ \text{SNR} = \frac{\max P_0^\theta}{\bar{S}^\theta}, \]

(117)

where the overbar indicates integration over some bandwidth \( -\Delta/2, \Delta/2 \).

In the case of the homodyne detection with one local oscillator, the signal-output amplitude is \( C_1 = u_1(0)B_1 = -\sqrt{G_{11}(0)}B_1 \). The resulting spectral power of the signal is, according to Eq. (106),

\[ \overline{P}_0^\theta = 8\pi G_{11}(0)\cos^2(\theta - \theta)|B_1|^2. \]

(118)

Integrating the noise over a small bandwidth, \( \Delta/2 \ll \sqrt{\Gamma_1\Gamma_2} - \epsilon \), we get \( \overline{S}_1 \approx 2G_{11}(0)\Delta \) and

\[ \text{SNR} = 4\pi |B_1|^2 / \Delta. \]

(119)

This is half of the input SNR value. The factor 1/2 reflects the noise added by the idler.

Homodyne detection with two local oscillators adds the idler contribution also to the signal output, \( C_2 = v_2(0)B_1^* \), which results in the spectral power,

\[ \overline{P}_0^\theta = 32\pi G_{11}(0)\cos^2\left(\theta + \frac{\pi}{4}\right) \times \cos^2\left(\frac{\chi(0)}{2} - \theta\right)|B_1|^2. \]

(120)

Comparing this result with Eq. (112), we find that the maximum-squeezing direction for the noise and the signal coincide. For the maximum-amplification direction, the signal-to-noise ratio,

\[ \text{SNR} = 8\pi |B_1|^2 / \Delta, \]

(121)

is equal to the input SNR.

The absence of improvement of the signal-to-noise ratio in the linear amplification regime is explained by the fact that the coefficients of the Bogoliubov transformation are the same for the noise and for the signal.
C. Strong signal, four-mode noise squeezing

The situation is different for the nonlinear amplification discussed in Sec. III C 3, where the nonlinear frequency shifts define the height and the width of the resonance, $\alpha_n |A_n|^2 \gg \sqrt{|\Gamma_1\Gamma_2 - e^2|}$. We remind the reader that this regime is valid across the threshold region, including the oscillator region, as long as the intracavity field of the signal dominates over the oscillation field.

In this case, the components of the noise spectral density are expressed through the matrix Bogoliubov coefficients in Eqs. (78) and (79), and they have the form

$$S_{nm}(\Delta) = U_{nm}(\Delta)U^*_{mn}(\Delta) + V^*_{nm}(\Delta)V_{mn}(\Delta)$$

$$+ U_{nk}(\Delta)V_{mk}(\Delta)e^{-2i\theta}$$

$$+ V^*_{nk}(\Delta)U^*_{mk}(\Delta)e^{2i\theta}. \quad (122)$$

Because of the presence of the secondary idlers, one would expect that the noise of one mode could already be squeezed. Using the balanced-mode model, we compute the diagonal component, $S_{11}$, in Eq. (122).

$$S_{11}^0(\Delta) = \frac{1}{2} \sum_{\sigma=\pm} \left( |u_{\sigma}(\Delta)|^2 - |v_{\sigma}(\Delta)|^2 + 2|u_{\sigma}(\Delta)v_{\sigma}(\Delta)| \left( 1 + \cos[\psi + \chi_{\sigma}(\Delta) - 2\theta] \right) \right). \quad (123)$$

This component consists of independent contributions of both supermodes, where each contains an interference term similar to Eq. (112).

The optimum squeezing direction for each supermode is defined by the phase, $\chi_{\sigma}(\Delta) = \arg[u_{\sigma}(\Delta)v_{\sigma}(\Delta)]$, and these phases are different for different supermodes, $\chi_{\sigma}(0) = -\sigma\pi/2$, as follows from Eq. (82). Together with the value $\psi = 2\theta + \pi/2$, which follows from Eq. (55), this gives the interference terms in Eq. (123) proportional to $[1 + \cos 2(\theta - \theta - \theta)]$. Therefore, the two noise supermodes cannot be squeezed simultaneously.

The spectral power of the coherent signal has a form similar to Eq. (118), with the nonlinear gain [cf. Eqs. (52) and (48)]

$$G_{11}(0) \approx \frac{2\Gamma^2}{\xi^2}, \quad (124)$$

and the maximum-amplification direction $\theta = \theta_B$. Comparing this value with the noise squeezing directions we find that it coincides with the squeezing direction of the supermode $\sigma = +$, while the contribution of the supermode $\sigma = -$ is amplified. The noise spectral density of the latter component has a sharp peak confined to the interval $|\Delta| \lesssim \xi^2/\Gamma$, according to Eq. (82), and has the peak value

$$S_{11}^0(\Delta) \approx 2 \left( \frac{2\Gamma^2}{\xi^2} \right)^2 = \frac{2}{9} G_{11}(0). \quad (125)$$

The corresponding output SNR is,

$$\text{SNR} = 36\pi \frac{|B|}{\Delta}, \quad (126)$$

which is 9 times larger than the linear result, Eq. (121). This enhancement of the signal-to-noise ratio results from the difference between the differential gain, which characterizes the noise, and the nonlinear gain of the signal; the former is always smaller for the nonlinear amplification.

A detailed numerical study confirms the validity of the adopted approximations for the absolute values of the intracavity fields and the Bogoliubov coefficients that lead to Eq. (126). However, the numerically evaluated phases of these quantities deviate from the analytical values, indicating high sensitivity of the phases to the approximation made. This deviation leads to drastic further enhancement of the SNR.

The result of the numerical study is illustrated in Fig. 12 for the representative case of the signal input, $|B| = 0.1\Gamma$, at the threshold, $\epsilon = \Gamma$. In Fig. 12(a), we show the noise spectral density $S_{11}(\Delta)$ versus $\Delta$ and $\theta$, and, in Fig. 12(b), we compare $S_{11}^0(0)$ (the red line) with the spectral power of the signal $P_0^\ast$ (the green dashed line). As expected, the squeezing direction of the supermode $\sigma = -$ (the light-blue dotted line) approximately coincides with the maximum signal amplification. However, the spectrum of the supermode $\sigma = +$ (the dark-blue dotted line) is shifted by less than $\pi/2$ from the spectrum of the supermode $\sigma = -$. This shift results in stronger suppression of the overall noise in the direction of the maximum signal amplification. The maximum SNR value is achieved at $\theta = \theta_B + 0.06\pi$, where $P_0^\ast \approx 1820\pi|B|/3$ and $S_{11}(0) \approx 14.5$, giving

$$\text{SNR} \approx 125\pi \frac{|B|}{\Delta}. \quad (127)$$

This is about 30 times larger than the linear result, and 15 times larger than the input value.

We conclude this section with a discussion of the noise squeezing in a homodyne detection with two local oscillators. To this end, we compute the cross-mode correlation function,

$$S^0_{12}(\Delta) = \frac{1}{2} \sum_{\sigma=\pm} \sigma |u_{\sigma}(\Delta)|^2 e^{i\psi} + |v_{\sigma}(\Delta)|^2 e^{-i\psi}$$

$$+ [u_{\sigma}(\Delta)v_{\sigma}(\Delta)e^{-2i\theta} + c.c.]$$

$$= |S^0_{21}(\Delta)|^2, \quad (128)$$
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and collect all of the correlation-function components to obtain after some algebra,

\[
S^\theta(\Delta) = 2\{e^{-2r_+} + \sinh 2r_+[1 + \cos(\chi_+ - 2\theta)]\}\cos^2\frac{\psi}{2} + 2\{e^{-2r_-} + \sinh 2r_-[1 - \cos(\chi_- - 2\theta)]\}\sin^2\frac{\psi}{2},
\]

(129)

here, \(|v_n(\Delta)| = \sinh r_\sigma(\Delta)\).

Given the relation \(\chi_\sigma(0) = -\sigma \pi/2\), we find that the optimum squeezing is achieved at \(\theta = \pi/4\) regardless of the \(\psi\) value, where both terms in the square brackets turn to zero. Therefore, the full squeezing of the noise is possible. At the same time, the spectral power of the strong coherent signal in this case is given by Eq. (120), with \(\chi(0) = -\pi/2\), and the signal turns to zero for the noise squeezing direction \(\theta = \pi/4\).

A more accurate numerical computation of the nonlinear gain and the squeezing spectral density supports our conclusion based on analytics about coinciding directions of the signal and total noise squeezing, although numerical value for this direction deviates from the analytical one, \(\theta \approx 0.36\pi\), as illustrated in Fig. 13.

**D. Squeezed vacuum**

In this section, we discuss the properties of the squeezed-vacuum noise under nondegenerate parametric resonance.

In the case of two-mode squeezing, the Bogoliubov transformation, Eq. (56), can be written through a squeezing operator similar to the degenerate resonance [43],

\[
c_n(\Delta) = e^{i\eta_n(\Delta)} Sb_n(\Delta)S^\dagger,
\]

(130)

where \(\xi(\Delta) = r(\Delta)e^{\rho(\Delta)}\), with \(\rho = \arg(v/u) + \pi\), and \(\eta_n = \arg u_n |\rho(\Delta)|\) and \(r(\Delta)\) are identical for both modes by virtue of the second property in Eq. (58). Then the squeezed-vacuum wave function has the form

\[
|\Psi\rangle = S|0\rangle,
\]

(131)

and it can be written explicitly using the decomposition formula [44,45] and skipping the phase prefactor,

\[
|\Psi\rangle = \prod_\Delta \sum_n g_n(\Delta) \cosh r(\Delta)^{-1} \langle n(1,\Delta)|n(2,-\Delta)\rangle;
\]

(132)

here, \(g(\Delta) = \tanh r(\Delta)e^{\rho(\Delta)}\), and \(|n(j,\Delta)\rangle\) is the \(n\)-photon state at the frequency \(\omega_j + \delta\) with detuning \(\Delta\). In other words, the squeezed vacuum consists of an uncorrelated set of states, each being formed by correlated photon pairs of conjugated modes, \((1,\Delta), (2,-\Delta)\).

For the four-mode squeezing, we start with the Bogoliubov transformation in the supermode basis and present Eq. (75) in the form

\[
c_\sigma(\Delta) = Sb_\sigma(\Delta)S^\dagger,
\]

(133)

where \(\xi_\sigma(\Delta) = r_\sigma(\Delta)e^{i\eta_\sigma(\Delta)}\) and \(\rho_\sigma = \arg(v_\sigma/u_\sigma) + \pi\), and where we omit a phase prefactor. Since the operator \(S\) is a
scalar in the mode space, the Bogoliubov transformation for the original modes can be written through the same operator,

\[ c_n(\Delta) = S b_n(\Delta) S^\dagger, \quad (134) \]

and the exponent of \( S \) expressed in the original mode basis reads

\[ \sum_{\sigma,\delta} \int_0^{\infty} d\Delta' \xi_n(\Delta') U_{\sigma,\delta n}^\dagger U_{\sigma,\delta n}^e b_\sigma^e(\Delta') b_n^e(-\Delta') - \text{H.c.} \quad (135) \]

The four-mode squeezed-vacuum wave function has the form

\[
|\Psi\rangle = \prod_{\Delta > 0} \frac{1}{\cosh r_+ (\Delta) \cosh r_-(\Delta)} \times \exp \left\{ \frac{g_a + g_\delta}{2} \right\} e^{i\omega b_1^e(\Delta) b_1^e(-\Delta)} \times \exp \left\{ \frac{g_a - g_\delta}{2} [b_1^e(\Delta) b_2^e(-\Delta) + b_2^e(\Delta) b_1^e(-\Delta)] \right\} |0\rangle,
\]

(136)

with \( g_a = \tanh r_\sigma e^{i\varphi_\sigma} \). This four-mode vacuum consists of a set of independent correlated photon pairs that belong to all possible combinations of the state quartet, \((1, \pm \Delta), (2, \pm \Delta)\). It is worth noting that the admixture of the pairs from the same mode (the first of the two exponentials) is controlled by the intracavity field, \( A_n \), and is sensitive to the phase of the strong field \( \varphi \), while the admixture of the pairs that belong to the different modes (the third line) is predominantly controlled by the flux pumping, \( \varphi \).

**V. FREQUENCY CONVERSION**

In this last section, we consider the regime of frequency conversion. In this regime, the pump frequency is chosen close to difference of the cavity resonances, \( \Omega = \omega_2 - \omega_1 + 2\delta \), \( \omega_2 > \omega_1 \), and the dynamics of the system is described by Eq. (20) in the rotating frame \( \omega_1 - \delta \) and \( \omega_2 + \delta \).

Consider a nonlinear response to an input consisting of equally detuned signals in each mode, \( B_n(t) = B_n(\Delta)e^{i\Delta t} \). The classical dynamical equations for the intracavity-field amplitudes, \( A_n(\Delta) \), read

\[
(\Delta + \zeta_1 + i\Gamma_1)A_1(\Delta) + eA_2(\Delta) = \sqrt{2\Gamma_{10}}B_1(\Delta),
\]

\[
(\Delta + \zeta_2 + i\Gamma_2)A_2(\Delta) + eA_1(\Delta) = \sqrt{2\Gamma_{20}}B_2(\Delta).
\]

(137)

Here, the \( \zeta_n \) values are defined slightly differently compared to the amplification case,

\[
\zeta_1 = -\delta + \alpha_1|A_1|^2 + 2\alpha|A_2|^2, \\
\zeta_2 = \delta + \alpha_2|A_2|^2 + 2\alpha|A_1|^2.
\]

Solving for \( A_n \) we derive the input-output relation

\[
\begin{pmatrix} C_1 \\ C_2 \end{pmatrix} = \mathcal{V}(\Delta) \begin{pmatrix} B_1 \\ B_2 \end{pmatrix},
\]

(139)

where \( \mathcal{V}(\Delta) \) is the intermode scattering matrix with the matrix elements

\[
\begin{align*}
\mathcal{V}_{11}(\Delta) &= 1 - \frac{2i\Gamma_{10}(\Delta + i\Gamma_1 + \zeta_2)}{D(\Delta)}, \\
\mathcal{V}_{22}(\Delta) &= 1 - \frac{2i\Gamma_{20}(\Delta + i\Gamma_2 + \zeta_1)}{D(\Delta)}, \\
\mathcal{V}_{12}(\Delta) &= \frac{2ie\sqrt{\Gamma_{10}\Gamma_{20}}}{D(\Delta)} = \mathcal{V}_{21}(\Delta), \\
D(\Delta) &= (\Delta + i\Gamma_1 + \zeta_1)(\Delta + i\Gamma_2 + \zeta_2) - \epsilon^2.
\end{align*}
\]

(140)

In the absence of internal damping, \( \Gamma_n = \Gamma_{n0} \), this matrix is unitary,

\[
\mathcal{V} \mathcal{V}^\dagger = \mathcal{V}^\dagger \mathcal{V} = 1, \quad |\mathcal{V}_{11}| = |\mathcal{V}_{12}| = |\mathcal{V}_{21}|, 
\]

(141)

which ensures preservation of the photon number during the conversion.

We note that the unitary property of the scattering matrix is to be considered with care since the transformation, Eqs. (139) and (140), is not a linear operation. It implicitly depends on the input via the intracavity Kerr effect, Eq. (138). Thus, this transformation cannot be automatically extended to the quantum regime.

The denominator in Eq. (140) never turns to zero; thus, no intrinsic instability occurs, and a sufficiently small input induces a small intracavity field. In this case, a linear approximation is appropriate, \( \zeta_{1,2} \approx \pm \delta \), and Eqs. (139) and (140) apply to the quantum regime.

In Fig. 14, we show the linear reflection [Fig. 14(a)] and conversion [Fig. 14(b)] spectra, \( |\mathcal{V}_{11}(\delta_1)|^2 \) and \( |\mathcal{V}_{12}(\delta_1)|^2 \), of the parametric conversion process for the input signal, \( B_1(\delta_1) \), versus the input and pump detunings.

For a pump detuned far away from the resonance, \( |\delta| \gg \sqrt{\Gamma_1 \Gamma_2} \), the spectrum is dominated by a loss resonance centered at \( \delta_1 = 0 \) (the green dashed line and the green curve). Close to the parametric resonance, \( \delta < \sqrt{\Gamma_1 \Gamma_2} \), the intermode coupling appears as an avoided crossing [the red and blue dashed lines and curves in Fig. 14(a)] that is accompanied by the emergence of the converted signal, Fig. 14(b). The points of maximum conversion are indicated by white markers.
FIG. 14. Linear frequency conversion as function of input-signal detuning \(\delta_1\) and pump detuning \(\delta\). (a) The reflection coefficient \(|V_{11}(\delta_1)|^2\) quantifies the response in the input mode and exhibits an avoided crossing of a loss resonance; the solid color lines in the lower panel correspond to the respective cuts at different \(\delta_1\)'s in the upper panel, indicated by dashed lines. (b) The conversion coefficient \(|V_{12}(\delta_1)|^2\) quantifies the response in the second mode emerging at detuning, \(\delta_2 = 2\delta + \delta_1\); the white markers indicate points of maximum conversion. Observe different color codes in the main panels of (a) and (b). \(\Gamma_2 = 3\Gamma_{10}\), \(\Gamma_1 = 1.8\Gamma_{10}\), \(\Gamma_2 = 4\Gamma_{10} = 4/3\Gamma_{20}\), \(\alpha_2 = 3\alpha_1\), and \(\alpha_1 = \sqrt{\Gamma_{10}\Gamma_{20}}/100\).

A full reciprocal conversion between the modes is possible in the absence of internal losses. The criterion is given by the zero reflection coefficient, \(|V_{11}|^2 = 0\). The corresponding conditions read, for the linear regime,

\[
e^2 = \Gamma_1\Gamma_2 \left(1 + \frac{4\delta^2}{(\Gamma_2 - \Gamma_1)^2}\right), \quad \Delta = \frac{\Gamma_1 + \Gamma_2}{\Gamma_2 - \Gamma_1} \delta. \tag{142}
\]

It is instructive to compare these equations to the ones for the parametric instability in the amplification regime, Eqs. (27) and (28): the two criteria coincide at the zero pump detuning, \(\delta = 0\). At finite pump detuning, full conversion is still possible, but, in this case, the input must be detuned accordingly. The efficiency of the frequency conversion at different pump strengths is illustrated in Fig. 15.

FIG. 15. Efficiency of the (linear) parametric conversion vs the pump strength \(e\) (the green lines), characterized by the conversion (dashed line) and reflection (solid line) coefficients. These coefficients are compared with the gains in the parametric amplification (the red lines) of a signal (the solid line) and an idler (the dashed line). \(\delta = 0, \delta_1 = 0, \Gamma_2 = 3\Gamma_1\), and \(\alpha_2 = 3\alpha_1 = 3\sqrt{\Gamma_1\Gamma_2}/100\).

VI. CONCLUSION

In this paper, we study nondegenerate parametric resonance in a tunable superconducting microwave cavity. The main focus is put on the nonlinear properties of the resonance, stemming from the nonlinear current-phase dependence of the SQUID controlling the cavity. We analyze nonlinear gains in the strong amplification regime at the parametric-oscillation threshold, and we evaluate the maximum values of the gains. We show that the linear response of an empty cavity has the property of two-mode squeezing, while the response of a cavity filled with radiation has a four-mode structure. We identify the parametric-oscillation regime and show that the oscillation frequencies deviate from the cavity resonances, with the deviations growing with the strength of the pump. A continuous degeneracy of the oscillator state with respect to the oscillation phase causes divergence of the linear response at the oscillation frequencies for all pump strengths above the threshold. We find that injection of a weak on-resonance signal locks the oscillation phase and makes the response regular. We also calculate noise squeezing spectral densities in the two-mode and four-mode regimes, and we find that the output signal-to-noise ratio in the four-mode regime can significantly exceed the input value. Finally, we investigate the parametric frequency conversion and identify the conditions for full and reversible conversion.
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APPENDIX: PARAMETRIC-OSCILLATION STATE

To find solutions of Eq. (24) for a self-sustained oscillation above the parametric threshold, we consider
the ansatz \( A_{1,2}(t) = r_{1,2} e^{i\theta_{1,2}} e^{-i\Delta t} \) and substitute it into the homogeneous equation

\[
\begin{align*}
(\Delta_0 + \zeta_1 + i\Gamma_1) r_1 + e\epsilon r_2 e^{-i\theta} &= 0, \\
(\Delta_0 + \zeta_2 + i\Gamma_2) r_2 + e\epsilon r_1 e^{-i\theta} &= 0,
\end{align*}
\]

where \( \Theta = \theta_1 + \theta_2 \). Then we separate the real and imaginary parts of the equations.

The imaginary parts read

\[
\begin{align*}
\Gamma_1 r_1 - e\epsilon r_2 \sin \Theta &= 0, \\
\Gamma_2 r_2 - e\epsilon r_1 \sin \Theta &= 0,
\end{align*}
\]

and yield

\[
\frac{r_1}{r_2} = \sqrt{\frac{\Gamma_2}{\Gamma_1}}, \quad \sin \Theta = \frac{\sqrt{\Gamma_1\Gamma_2}}{\epsilon} > 0. \tag{A3}
\]

The real parts read

\[
\begin{align*}
(\Delta_0 + \zeta_1) r_1 + e\epsilon r_2 \cos \Theta &= 0, \\
(\Delta_0 + \zeta_2) r_2 + e\epsilon r_1 \cos \Theta &= 0,
\end{align*}
\]

from which we extract the relation

\[
\frac{\Delta_0 + \zeta_1}{\Delta_0 + \zeta_2} = \frac{r_2^2}{r_1^2} = \frac{\Gamma_1}{\Gamma_2}, \tag{A5}
\]

which defines the detuning \( \Delta_0 \),

\[
\Delta_0 = \frac{\zeta_2 \Gamma_1 - \zeta_1 \Gamma_2}{\Gamma_1 + \Gamma_2}. \tag{A6}
\]

Using this equation, we compute

\[
\Delta_0 + \zeta_1 = \frac{(\zeta_1 + \zeta_2) \Gamma_1}{\Gamma_1 + \Gamma_2}, \tag{A7}
\]

and, substituting in Eq. (A4), we derive an equation for \( \cos \Theta \),

\[
\cos \Theta = \frac{\zeta_1 + \zeta_2 \sqrt{\Gamma_1 \Gamma_2}}{\epsilon \Gamma_1 + \Gamma_2} = \pm \frac{\sqrt{\epsilon - \Gamma_1 \Gamma_2}}{\epsilon}. \tag{A8}
\]

Writing explicitly \( \zeta_n \) through \( r_n \) in this equation and excluding \( r_2 \) using Eq. (A3), we finally get

\[
\frac{r_1^2}{\alpha_1 \Gamma_2 + \alpha_2 \Gamma_2 + 2\alpha (\Gamma_1 + \Gamma_2)^2}, \tag{A9}
\]

where we also use Eq. (29). The upper (lower) sign in Eqs. (A8) and (A9) corresponds to the unstable (stable) solution.


