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Abstract 
 
This thesis deals with three distinct topics within the areas of modeling, analysis and 
circuit design with microwave field effect transistors (FETs).  

First, the extraction of FET small-signal model parameters is addressed. A method 
is presented where the model parameter uncertainties are derived from S-parameter 
measurement uncertainties and uncertainties in the parasitic elements. This allows a 
method to be presented where each model parameter is determined with minimum 
uncertainty, thus being optimal in a statistical sense. Accurate extractions can thereby 
be performed independent of the specific device characteristics or bias point.  

Thereafter, analysis of intermodulation distortion (IMD) in power amplifiers (PAs) 
is treated. A new analysis method is described where the large-signal IMD behavior 
of PAs can be analytically predicted. The method allows the IMD generating 
mechanisms to be identified, thus providing a tool for tailoring device characteristics 
for IMD reduction. The method has been used to predict the large-signal IMD 
behavior of LDMOS and CMOS PA circuits. The IMD prediction capabilities of 
common large-signal transistor models have been evaluated, which led to 
modifications to an industry-standard LDMOS model being proposed.  

Finally, FMCW radar transceivers are described. A FET transceiver suitable for 
FMCW radars is presented. The transceiver utilizes the FET simultaneously to 
amplify the transmitted signals and as a resistive mixer to down-convert the received 
signal. Therefore, unlike most existing FMCW radar transceivers, the transmitted and 
received signals do not need to be separated. Since AM noise rejection is important in 
FMCW radars, a similar balanced FET transceiver is also presented. Compared to the 
unbalanced transceiver, the AM noise performance is substantially improved. The 
transceivers’ simple topology and the elimination of the need for separation of 
transmitted and received signals make them suitable for integration in MMIC 
technology. 
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Chapter 1. Introduction 

Microwave applications have evolved from low volume customized products to a 
mass market during the last decade. The largest production volume is associated with 
mobile communications equipment (< 5 GHz), but large quantities of microwave 
circuits are also produced for satellite television receivers (10–12 GHz). Microwave 
and millimeter wave circuits are used in fixed point-to-point as well as point-to-
multipoint microwave links (7–40 GHz). These links are mainly used for high capac-
ity transmission within mobile communications networks. The need for high capacity 
transmission will most likely continue to grow with the implementation of the third- 
and fourth generation cellular telephone networks. Military and radio astronomy 
applications still dominate for frequencies above 40 GHz.  However, the high de-
mands on transmission capacity will probably open these frequencies to large volume 
commercial applications in the near future [1]. 

 
A short time to market is crucial in commercial large-volume production. This can be 
achieved with short prototyping turnaround times and first time success for circuit 
designs. Since large-volume production also requires high circuit yield, manufactur-
ing and modeling uncertainties have to be accounted for at the design stage [2]. Accu-
rate device models and knowledge of the model uncertainties are therefore crucial.  

The active device, in most cases a field effect transistor (FET), is usually the most 
critical part of a microwave circuit design. Although FET models and parameter 
extraction methods are commonly used, there are no available methods for evaluating 
the uncertainty in the obtained parameters. This problem is addressed in [Papers A-C] 
and Chapter 2, which gives a background to these methods. 

 
Transmission capacity and cost is also of primary concern in commercial large-
volume products. This demands full utilization of the available spectral bandwidth 
and the use of inexpensive components. Effective spectral utilization is achieved with 
complex modulation schemes, which requires low distortion levels of the transmitted 
signals [3]. Hence, it is necessary with a thorough understanding of the mechanisms 
distorting the signals in microwave transmitters.  

Laterally diffused metal oxide semiconductor (LDMOS) transistors are today used 
as the most cost-effective components for high power amplification in e.g. cellular 
base-stations [4, 5], while integrated complementary metal oxide semiconductor 
(CMOS) amplifiers are used for hand-held transceivers [6-9]. However, a simple 
explanation for the distortion in power amplifiers (PAs) based on these devices has 
not been available. [Paper D] and [Paper E] describe such methods. These as well as 
other methods are discussed in Chapter 3.  
 



2 INTRODUCTION 

 

Automotive intelligent cruise control (AICC) and collision avoidance radars [10, 11] 
are potential mass-market products for the 80 GHz frequency range. In order to re-
duce the cost of production the entire radar transceiver has to be integrated on a single 
chip. Existing solutions require space consuming off-chip separation of the transmit-
ted and received signals, thus preventing full-scale integration. [Paper F] and [Pa-
per G] present a solution to this problem. Chapter 4 describes this and other existing 
methods used for low-cost radar transceivers designs.  
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Chapter 2. Statistical estimation of FET small-
signal model parameters 

The traditional use of FET small-signal models is for linear circuit analysis. Besides, 
they also serve as basis for empirical large-signal models and their parameters are 
used to evaluate FET processing variations.  

For metal-semiconductor FETs (MESFETs) and high electron mobility transistors 
(HEMTs), the small-signal model parameters are usually determined from the direct 
extraction method, originally proposed by Dambrine et al. [12]. Extensions to the 
original method are reported in [13, 14], and it is now used also for other devices, 
such as metal-oxide-semiconductor FETs (MOSFETs) [15]. In all cases above, 
accuracy in the modeled response and extracted model parameters is of primary 
concern. 

Despite this wide range of applications, very little work has been reported on how 
to determine the uncertainty in the extracted results.  

In this chapter, the first section gives an overview of the direct extraction method, 
and how various sources of uncertainty enter the method. Consequently, the true 
model parameter values can not be determined but only estimated with some 
uncertainty.  

Section 2.2 describes a method for estimating the model parameters with minimal 
uncertainty. A simple R–C model example is used to illustrate the method. The 
uncertainty in the modeled S-parameter response is also treated.  

This statistical estimation method is in Section 2.3 applied to FET model direct-
extraction. Emphasis is on the measurement and parasitic element uncertainties and 
how they affect the estimation results. Different applications of the obtained results 
are also presented. 

The final Section 2.4 is used to discuss the assumptions for the method used. The 
possibility of extending it to equivalent circuit modeling in general is also treated. 

2.1 Overview 
This section gives an overview of the direct extraction method and the different 
sources of uncertainty that enter in the method.  

2.1.1 FET small-signal equivalent circuit model 
Fig. 2-1 shows a small-signal equivalent circuit commonly used for modeling MES-
FETs and HEMTs. It has been shown to be valid up to very high frequencies [14]. 
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j
mi v g e ωτ−= ⋅ ⋅

 
Fig. 2-1. High-frequency FET small-signal model. 

The model in Fig. 2-1 is composed of an intrinsic part and parasitic elements repre-
senting the connections to access the intrinsic device. The parasitic elements are 
usually considered bias independent, while the intrinsic FET model parameters are 
inherently bias dependent and represent the physical phenomena dominating the 
device operation.  

2.1.2 Nomenclature 
Before describing methods to accurately determine the model parameters in Fig. 2-1 
it is necessary to distinguish between deterministic and statistic model parameter 
quantities. The terms shown in Fig. 2-2 will be used. 

  
Fig. 2-2. Terms used to distinguish between deterministic and statistic quantities in 
model parameter estimation. 

The true model parameter values in Fig. 2-1 are unknown but may be estimated from 
measurements.  

2.1.3 The direct extraction method 
For HEMTs and MESFETs, the parameters of the model in Fig. 2-1 are normally 
estimated using the direct extraction method1 [12] outlined in Fig. 2-3.  

                                                 
1 The term direct extraction is established and therefore kept as an expression, 

although direct estimation would be more appropriate in this text. 
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Fig. 2-3. The direct extraction method. 

The direct extraction procedure consists of three main steps. 

Step 1: Estimation of the parasitic elements 

The first step is normally to estimate the parasitic element parameters from measure-
ments at zero drain–source bias voltage (VDS,bias) (cold-FET measurements).  

Parasitic capacitances are usually estimated from measurement where the gate–
source bias voltage (VGS,bias) is kept below the turn-on voltage [12, 14]. This 
simplifies the model in Fig. 2-1, and the parasitic capacitance values can be estimated 
from the admittance (Y) parameters [12].  

The parasitic resistances and inductances are then estimated by forward-biasing the 
gate–source junction. The resistance and inductance values can then be estimated 
iteratively [12], whereas for simpler topologies they may be estimated directly from 
the impedance (Z) parameters [12, 13, 15].  

Step 2: De-embedding 
After the parasitic elements have been estimated, they are de-embedded from 
subsequent active measurements. 

The most common de-embedding technique is to successively remove the influence 
of each parasitic element by subtracting its Z- or Y- parameters from the measurement 
[12]. In this case the de-embedding sequence has to be tailored for a specific parasitic 
element topology. 

A general de-embedding method was presented by Pucel et al. [16]. They used a 
port-admittance matrix to represent the parasitic element network between the 
extrinsic and intrinsic gate- and drain terminals. The same de-embedding equation 
may thus be used for any parasitic element topology. However, except for trivial 
cases, the port-admittance matrix can not be derived manually from the parasitic 
element network.  

In [Paper C], we present a general de-embedding method similar to the one in [16], 
but with a nodal-admittance matrix representation of the parasitic element network 
instead. Contrary to the representation in [16], the nodal-admittance matrix may be 
derived manually from the parasitic element network using standard circuit theory 
methods [17]. Hence, a symbolic de-embedding expression can be found, and the 
influence of individual parasitic elements on the intrinsic behavior can be studied. 
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Step 3: Estimation of the intrinsic model parameters 
The de-embedding algorithms return the intrinsic Y-parameters, which are used to 
calculate the intrinsic model parameters versus frequency [13, 14].  

Ideally, the calculated model parameters should present a constant behavior versus 
frequency, thus making it irrelevant at which measurement frequencies their true 
values are extracted from.  

In practice, stochastic deviations are superimposed on the true values. The 
calculated model parameters therefore present a stochastic behavior versus frequency, 
as shown in Fig. 2-4.  

0 10 20 30 40 50
66

68

70

72

74

Frequency [GHz]

C
gs

 [f
F

]

 
0 10 20 30 40 50

0

0.2

0.4

0.6

0.8

1

Frequency [GHz]

τ 
[p

s]

 
Fig. 2-4. Example of calculated model parameters versus frequency. 

The true model parameter values are unknown but normally estimated by simply 
averaging the calculated model parameters over predetermined frequency ranges. The 
frequency ranges are found empirically for every parameter depending on the specific 
device characteristics [13]. This empirical estimation procedure gives no information 
about the uncertainty in the obtained parameter estimates and may result in erroneous 
results if wrong frequency ranges are used. 

Sources of uncertainty 
The stochastic model parameter deviations originate from uncertainties in the 
estimation method. Two different sources of uncertainty are identified in the direct 
extraction method, as illustrated in Fig. 2-5. 

  
Fig. 2-5. Sources of uncertainty and their resulting deviations in the direct extraction 
method. 
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One major source of uncertainty is in the measured S-parameters. This is due to 
limited accuracy of the vector network analyzer (VNA) and the calibrations 
performed. Walters et al. [18] studied the influence of these uncertainties on 
estimated FET model parameters for different frequencies. No details were given 
about the uncertainty analysis performed though.  

Anholt et al. [19] investigated the model parameter sensitivity to parasitic element 
deviations. They performed a numerical sensitivity analysis, where each of the 
parasitic elements was manually perturbed 10% and the resulting difference in the 
estimated model parameters observed. No statistical discussions were presented 
however. 

2.1.4 Statistical model parameter estimation 
In [Paper A] and [Paper B], we have presented a comprehensive uncertainty analysis 
for the direct extraction method. The model parameter uncertainties are analytically 
derived from measurement and parasitic element uncertainties. These results are used 
for estimating the model parameters. Similar methods are used in statistical signal 
processing [20]. 

This method has, to the best of our knowledge, not been used for model extraction 
purposes before. It will therefore be described by a simple estimation example in the 
following section. Details specific for the FET model parameter estimation will be 
treated separately, in Section 2.3. 

2.2 Simple parameter estimation example 
A simple R–C circuit is used in this section to illustrate the statistical model parame-
ter estimation method. Artificial measurement data, with added normal-distributed 
noise is used. The true parameter values are then known and the quality of the pa-
rameter estimate can be evaluated. Although an ideal case, it illustrates the basic ideas 
behind the statistical model parameter estimation technique for equivalent circuit 
models. 

2.2.1 Example circuit and measurements 
Suppose that noisy S-parameter measurements are available over a wide frequency 
range for a device modeled by the simple R–C circuit in Fig. 2-6. This could repre-
sent, for example, measurements of S22 on the combination of Cds and gds in the FET 
model (see Fig. 2-1).  

    

S
11

 
Fig. 2-6. Example R–C circuit model and S11 measurement. 
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Intuitively, the resistance should be estimated from low frequency measurements, 
since it is short circuited at high frequencies by the capacitance. The capacitance, on 
the other hand, has high reactance at low frequency and is therefore masked by the 
resistance in parallel. At high frequency, the measurement uncertainties become 
larger and the capacitance approaches a short circuit. The capacitance should there-
fore be estimated at an intermediate frequency range.  

Model parameter values versus frequency 
The model parameters, R and C, are easily calculated from the real- and imaginary 
parts of Y11 (which is calculated from S11). Fig. 2-7 shows the model parameter values 
versus frequency.  
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Fig. 2-7. Calculated model parameters versus frequency.  

Apparently R ≈ 250 Ω and C ≈ 50 fF in this example. Their true values can not be 
uniquely determined from the measurement but only estimated with some uncer-
tainty. These uncertainties should be quantified by e.g. confidence intervals, and 
presented together with the estimated values for R and C. For this purpose an uncer-
tainty analysis is needed as described in the following section.  

2.2.2 Uncertainty analysis 
To allow for the following analysis we need to consider the true model parameter 
values as being known. The variations observed in Fig. 2-7 are stochastic deviations 
from the true R and C values.  

The model parameter deviations are transformed from deviations in the measured S-
parameters. This transformation is nonlinear but, since the deviations are usually 
small, it may be linearized. A first-order sensitivity analysis may therefore be used to 
relate the S11 deviations to the deviations in R and C. 

Sensitivity analysis 

Sensitivity analysis is often included in electrical computer aided engineering (CAE) 
programs, where it is used to quantify how sensitive an output signal is to deviations 
in internal circuit parameters [21]. However, generally, these sensitivity analyses can 
not be used for our intended purpose. We are interested in the opposite situation, i.e. 
how sensitive the internal circuit parameters (R and C) are to deviations in an output 
signal (S11).  
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The relative sensitivity2 (K), which will be used here, tells the percentage change in 
e.g. R for a 1% change in |S11|. Mathematically this is expressed by 

 
11

11 11

11 11 11 11

KR
S

S SR R R

R S S S S

∆ ∆∆ ∂≅ =
∂

, (2-1) 

which also gives the definition of the sensitivity in R to S11 magnitude devia-
tions,

11
KR

S . A similar expression is used for phase sensitivities,  

 
1111 11

11

KR
S

R R R
S S

R S ∠
∆ ∂≅ ∆∠ = ∆∠

∂∠
. (2-2) 

Absolute phase deviations are used since the phase already is a relative measure of 
the arc-length to the radius. 

Fig. 2-8 shows how the sensitivities are used to calculate the model parameter 
deviations from the S-parameter deviations. The Y-parameters are used as an 
intermediate step to ease the sensitivity calculations as illustrated in the figure.  

Y
SK

C
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R
YK

 
Fig. 2-8. Illustration of how the sensitivities (K) are used to calculate the model 
parameter deviations from deviations in the S-parameter measurement. The Y-parameter 
domain is used intermediately to ease the sensitivity calculations. 

The resulting model parameter sensitivities to deviations in the S11 magnitude and 
phase are shown versus frequency in Fig. 2-9. 
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Fig. 2-9. Frequency dependence of the relative model parameter sensitivities to 
deviations in the S-parameter magnitude and phase.  

                                                 
2 Hereafter only relative sensitivities will be treated. The word relative will 

therefore be omitted.  
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Fig. 2-9 shows that R is most sensitive to |S11| deviations, whereas C is more sensitive 
to deviations in ∠S11, as expected. In order for a parameter to be well defined, its 
sensitivities should be small since the sensitivity to measurement noise will then also 
be low.  

In Fig. 2-9, the resistance has smaller sensitivity at low frequency, although it is 
quite low over the entire frequency range. The capacitance, on the other hand, has a 
sensitivity that decreases at higher frequencies, indicating that it is more well-defined 
there. However, to know where it is most well-defined, the measurement uncertainties 
must also be considered.  

Uncertainty representation 

The S-parameter deviations arise from measurement uncertainties that are random and 
thus described by probability distributions. The exact distributions are usually 
unknown. In practice, however, they are often assumed to be normal distributed. This 
may be partially justified by the central limit theorem, since each of them is 
composed of a large number of small and reasonably independent uncertainty 
contributions [22]. 

The S-parameter magnitude and phase deviations are normal-distributed with zero 
mean and known variances (σ2) in this example. It is also assumed that these 
deviations are independent. The model parameter variances may then be calculated 
using the sensitivities in (2-1) and (2-2) together with well-known variance formulas 
[22]: 

 ( ) ( )
11 1111 11

2 22 2 2K KR R
R S SS Sσ σ σ∠ ∠= +  (2-3) 

 ( ) ( )
11 1111 11

2 22 2 2K KC C
C S SS Sσ σ σ∠ ∠= + . (2-4) 

Fig. 2-10 shows the resulting model parameter uncertainties versus frequency. The 
uncertainties are indicated by ±2σ error bars, corresponding to 95% confidence 
intervals for the normal distribution.  
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Fig. 2-10. Calculated model parameters and their estimated uncertainties versus 
frequency. The error bars display a 2σ (95%) confidence interval. 

2.2.3 Parameter estimation 
In traditional estimation methods, the calculated model parameter values are simply 
averaged over a predetermined frequency range. However, with knowledge about the 
parameter uncertainties, a weighted average may be performed to improve the 
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estimate. The estimation uncertainty is minimized by assigning less weight to more 
uncertain extractions and vice versa. The appendix of [Paper A] describes how this is 
done.  

As previously mentioned, the uncertainty analysis needs the true model parameter 
values. Initially, we use the frequency dependent values in Fig. 2-7 for the uncertainty 
analysis. As new estimates are made, the uncertainty analysis is refined. The model 
parameter estimates are not very sensitive to the uncertainty analysis results and three 
iterations are normally sufficient. 

The resulting parameter estimates for this example become: 

 
[ ]

[ ]
ˆ 249.72 0.91 Ω
ˆ 49.82 0 28 fF

R

C .

 ±=
 ±=

, (2-5) 

where a 95% confidence interval is also given. Since the S-parameters were normal-
distributed, and only linear operations have been used, the estimated model parame-
ters will also be normal-distributed with mean- and variances given from (2-5) above.  

The model parameter estimates correspond well to the true values used for 
generating the artificial measurement data: R = 250 Ω and C = 50 fF. 

In this example, the R̂  and Ĉ  distributions become uncorrelated. This is due to the 
fact that they are extracted independently from the real and imaginary parts of Y11, 
respectively. This is generally not the case. Correlations between the estimated 
parameters can be determined by using the formal statistical method presented in 
[Paper B]. 

2.2.4 Uncertainty in the modeled response 
It is often desired to know the uncertainty also in the modeled S-parameters. This may 
be the case when a FET manufacturer supplies a device model. As a user of this 
model, we may want to know the design margins for a certain gain. Such information 
is usually not available.  

It is possible to use the sensitivity analysis again, but now in the reverse direction, 
to get this information. This is illustrated in Fig. 2-11.  

S
YK Y

CK

Y
RK

 
Fig. 2-11. Illustration of how the sensitivities (K) are used to derive the modeled S-
parameter uncertainties from uncertainties in the estimated model parameters.  

Fig. 2-12 shows confidence intervals for the magnitude and phase of the original S11 

measurement and the estimated model.  
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Fig. 2-12. Estimated 95% confidence interval for measured and modeled S11. Note that 
the model confidence interval is very narrow and appears as a single line.  

It might seem counterintuitive that the model can represent the device better than the 
measurement it was extracted from, as seen in Fig. 2-12. This originates from the 
assumption that the chosen model topology is correct. A very accurate estimation of 
the two model parameters R and C can then be made by collecting information from 
S11 measurements over the entire frequency range. Everything in the measurements 
that does not match the set of possible S-parameter frequency responses is treated as 
noise. 

However, in practice, it is a matter of philosophy whether to rely on the model 
topology or the measurement.  

2.3 FET model parameter estimation 
The same method used for estimating the R–C model parameters in the previous 
section has been applied to estimate the FET model parameters in [Paper A] and 
[Paper B]. This section reviews the FET model parameter estimation method and 
presents applications of the results obtained.  

2.3.1 Uncertainty contributions 
A first-order sensitivity analysis, similar to the one used in the R–C example, has 
been used for the FET model uncertainty analysis. Fig. 2-13 illustrates how the 
sensitivities are used for calculating the model parameter uncertainties in the direct 
extraction process. 

The model parameter uncertainties are related to the S-parameter uncertainties in 
[Paper A]. These results are generalized in [Paper B] where also the uncertainty 
contribution from parasitic elements is investigated. The S-parameter- and parasitic 
element uncertainties in Fig. 2-13 need therefore to be quantified before the model 
parameter uncertainties can be estimated.  
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Fig. 2-13. Model parameter sensitivities to S-parameter and parasitic element 
deviations. Intermediate steps used in the sensitivity calculations are omitted.  

S-parameter uncertainty 
The S-parameter uncertainties have several contributions, e.g. knowledge about the 
calibration standards, the type of calibration performed, and contact repeatability. The 
S-parameter measurement uncertainties are generally difficult to estimate.  

Williams et al. [23] presented a method to estimate the measurement uncertainties 
in on-wafer measurements by comparison with a reference thru-reflect-line (TRL) 
calibration.  

Another common method to evaluate the measurement uncertainties is by 
measurements on a high impedance transmission line standard whose response may 
be predicted accurately [24, 25]. The measurement error may thus be calculated as the 
difference between the measurements and the theoretical predictions. Using this 
method together with careful on-wafer probed TRL and line-reflect-match (LRM) 
calibrations we have found the uncertainties obtained to be close to the ones specified 
for the VNA3. 

In [Paper A], we have developed S-parameter uncertainty models from the Agilent 
8510C VNA worst-case uncertainty specifications shown in Fig. 2-14 [26].  

                                                 
3 The uncertainty specifications are given for coaxial measurements under well-

defined conditions given in [26] "8510C Network Analyzer Data Sheet," Agilent 
Technologies 1999. 
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Fig. 2-14. Example of VNA worst-case measurement uncertainty specifications. 

The VNA uncertainties depend on the measured S-parameter magnitudes and 
frequency as seen in Fig. 2-14. We have further assumed that the uncertainties at 
different measurement frequencies are uncorrelated. More comprehensive VNA 
uncertainty models can be found at [27].  

Any of these uncertainty models may be implemented with the estimation method 
presented in [Paper B]. 

Parasitic element uncertainty 

The parasitic elements are estimated using separate cold-FET measurements prior to 
the active measurements. Once estimated, the parasitic element values are fixed and 
used for de-embedding the active measurements at all frequencies. Uncertainties in 
the parasitic element values will therefore influence the model parameters at all 
frequencies. 

The influence of parasitic element uncertainties has been studied in [Paper B]. 
There, empirically uncertainties were assumed for them. However, their uncertainties 
originate from cold-FET measurement uncertainties and the method used to 
determine them.  

Probe position uncertainty 

The probe positions are uncertain in relation to the designated nominal reference 
plane during on-wafer measurements, as illustrated in Fig. 2-15.  

 
Fig. 2-15. On-wafer probe position uncertainties. 

Walters et al. [18] have studied the influence of probe position uncertainties for the 
case of automated probe positioning across a wafer. The probe separation was 
assumed accurate, but it was estimated that the probes could be displaced up to 20 µm 
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in the X-direction (see Fig. 2-15). Displacement in the Y-direction was neglected. In 
our opinion it will have minor impact. 

The gate- and drain parasitic element networks in Fig. 2-1 may be considered as 
lumped element representations of transmission lines [14]. In [Paper B] we propose 
that the probe displacement may be modeled as a corresponding deviation in the 
length of these transmission lines, which results in parasitic capacitance and 
inductance uncertainties. These uncertainty contributions are therefore treated in the 
same way as parasitic element uncertainties.  

2.3.2 Model parameter uncertainties and estimation 
In [Papers A and B], the S-parameter uncertainty contribution is used to estimate the 
model parameters. The uncertainty in the estimation is then dominated by the 
parasitic element uncertainty contribution as demonstrated in [Paper B].  

S-parameter uncertainty contribution versus frequency 
Fig. 2-16 shows the S-parameter uncertainty contribution obtained for two of the 
model parameters in [Paper B]. The measurements are made on an indium-phosphide 
(InP)-HEMT device [28], biased for amplifier operation.  
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Fig. 2-16. Calculated model parameters versus frequency with their S-parameter 
uncertainty contributions illustrated by 95% confidence interval error bars. The 
horizontal line corresponds to the Best Linear Unbiased Estimator (BLUE) parameter 
estimation. 

Optimal weighted average 

As mentioned in the previous section, an optimal weighted average method may be 
used to estimate the true model parameter values. At each frequency, the calculated 
model parameter value is assigned a weighting factor related to its uncertainty. The 
uncertainty in the averaged model parameter estimate is thereby minimized [Pa-
per A].  

This estimation is performed on each model parameter individually, without 
considering correlation between them. It is further required that the model parameter 
uncertainties for different frequencies are uncorrelated, which may not be the case if a 
detailed S-parameter uncertainty model is used.  

The Best Linear Unbiased Estimator 
The general problem of estimating model parameters from uncertain measurements is 
commonly treated in statistical signal processing [20].  
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For the FET model estimation problem, it is possible to use the Best Linear 
Unbiased Estimator (BLUE) [20], [Paper B]. The BLUE may be considered as a 
generalization of the optimal weighted average method, but it is also capable of 
handling any kind of present covariances. This facilitates the use of a very realistic 
uncertainty model in the estimation.  

In Fig. 2-16, the BLUE estimate of the model parameters are shown as horizontal 
lines. The estimates are slightly offset compared to the measured values. Most likely 
this is due to covariance between the measured parameters. The BLUE estimates 
presented are optimal in a global sense where correlations between different model 
parameters are considered.  

In addition to optimal estimation, the BLUE also gives the covariance matrix for the 
estimated parameters. Its diagonal elements are the estimation variances, and thus 
quantify the estimation uncertainty. However, for a consistent statistical 
representation of the estimation uncertainty, the complete covariance matrix is 
needed. The estimation uncertainty may then be accounted for and set in relation to 
other kinds of statistical model parameter variations, such as FET processing 
variations. 

Only the S-parameter uncertainty contributions were used with the BLUE in 
[Paper B]. The model parameter estimation uncertainties due to S-parameter 
uncertainties become very small compared to the uncertainty contributions from the 
parasitic elements.  

Influence of uncertainties in parasitic elements and probe positioning 
Fig. 2-17 shows the influence of parasitic element and probe positioning uncertainties 
versus frequency for two of the parameters estimated in [Paper B].  

The frequency range with the lowest S-parameter uncertainty contribution 
dominates the model parameter estimation. The parasitic element uncertainty 
contribution will therefore be determined from the frequency range with the lowest S-
parameter uncertainty contribution. This is also true for the probe positioning 
uncertainties.  

In Fig. 2-17, Cgs will approximately be determined within the frequency range 20 to 
50 GHz. The probe positioning uncertainty contribution will therefore be 
approximately 6–8% and dominate the total parameter estimation uncertainty. For τ, 
the total estimation uncertainty will be ≈10%. 
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Fig. 2-17. The individual uncertainty contributions from the parasitic elements (□),the 
probe position (+), and the S-parameters (—). 
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2.3.3 Uncertainty in the modeled response 
Similar to the R–C example, the sensitivity analysis in [Paper A] has also been used 
in the reverse direction to calculate the uncertainty in the modeled S-parameter 
response. Fig. 2-18 shows the obtained results.  
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Fig. 2-18. S-parameter uncertainty for the estimated model (Model) and the 
measurement it was estimated from (Measurement).   

It is interesting to note that the uncertainty in the modeled S11 response approaches 
zero at low frequency. This is due to the chosen model topology, see Fig. 2-1. It 
forces the input impedance to become infinite (S11 ≡ 1) at low frequency, independent 
of any model parameter or the measured S11. |S21| has no such restrictions and may 
take any value. The modeled |S21| uncertainty is therefore non-zero and, in this case, 
higher than the measurement it was estimated from. 

The calculations in Fig. 2-18 are based on the sensitivity analysis in [Paper A], 
where the parasitic element uncertainties were not considered. The model parameters 
were further estimated from non-overlapping frequency ranges. The model parameter 
uncertainties are then independent, which was required for the analysis.  

A further step will be to perform the model response uncertainty calculations in 
[Paper A] using the sensitivity and uncertainty analyses in [Paper B]. This would 
allow the parasitic element uncertainties to be considered and thus give a better 
indication of the expected model response uncertainty.  

2.4 Discussion and applications 
In our work we have performed a systematic analysis of the influence of uncertainties 
present during the FET model parameter estimation process. This allowed us to de-
velop a statistical FET model parameter estimation method in [Paper A] and [Pa-
per B]. Similar methods are used in statistical signal processing applications but have, 
to our knowledge, never been applied to equivalent circuit modeling before.  

2.4.1 Assumptions 
Our estimation method has been based on the following assumptions: 

All measurement uncertainties are normal distributed with known variances  
It is usually a reasonable assumption that the measurement uncertainties are normal 
distributed. Even if this is not exactly the case, it does not have a severe impact since 
several independent contributions are added in the estimation method. Their 
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combined effect approaches a normal distribution according to the central limit 
theorem.  

However, it is usually not possible to accurately know their variances, and empirical 
uncertainty models need to be used [29]. The consequence of such errors is typically 
that the uncertainties in the model parameters are under- or overestimated, however, 
without much influence on the parameter estimate itself.  

A first-order sensitivity analysis can be used 
The S-parameter measurement and parasitic element uncertainties are usually small. 
Even so, we have experienced that a first-order sensitivity analysis may be insuffi-
cient in some cases.  

Neglecting higher order sensitivities is expected to have minor effect on the model 
parameter estimates since the uncertainty analysis only concerns the weighting of the 
calculated model parameters versus frequency. The accuracy of the derived 
estimation uncertainty could be affected though. Nevertheless the obtained estimation 
uncertainty is probably less than in traditional methods where the uncertainties are not 
considered at all. 

The model topology is correct  
The entire concept of estimating model parameters becomes doubtful if the 
measurements are made on a device which can not be represented by the chosen 
topology. This is a common problem in all estimation methods.  

True model parameter values exist 

The true model parameters have been considered as deterministic and defined from 
physical properties of the device. 

An alternative approach is to consider the true model parameter values as being 
stochastic. This is the case when Bayesian estimation is used [20]. In that case, no 
unique values exist for the true model parameters but rather probability density 
functions (PDF). These PDFs represent a priori knowledge of the parameters. The 
model parameter estimate is formed by combining the prior knowledge with the 
results obtained from measurements. The prior knowledge could in our case be used 
to reject nonphysical negative parameter values. 

2.4.2 Applications 

FET process monitoring 
As part of monitoring their process variations [30] FET device manufacturers and 
monolithic microwave integrated circuit (MMIC) foundries usually perform model 
extractions for every wafer and process batch. The resulting model parameters are 
stored in a database for statistical evaluation [31]. Moreover, MMIC foundries usu-
ally implement model parameter statistics in their FET models. This allows circuit 
designers to account for the process variations.  

However, since no methods, except for the ones in [Paper A] and [Paper B], are 
available to evaluate the uncertainty in the extracted model parameters, it might 
happen that parameter variations interpreted as originating from process variations are 
in fact due to measurement uncertainties.  
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Statistical simulations 
Monte-Carlo simulations are commonly used to study the influence of FET model 
statistics on circuit performance [2]. These simulations may be combined with an 
optimizer to perform yield optimization, in which the circuit parameters are tuned to 
maximize the fraction of manufactured circuits satisfying the circuit specifications 
[32].  

The modeled response uncertainty due to model estimation uncertainties was 
predicted from the sensitivity analysis in Section 2.3.3. If the model parameter 
uncertainties due to manufacturing process variations are reasonably small and 
normal-distributed, the same method could also be used for predicting their influence 
on circuit performances. The need for time-consuming Monte Carlo simulations 
could thus be eliminated.  

Automatic multi bias model parameter estimation 
The estimation method presented in [Paper A] and [Paper B] requires very little extra 
information compared with normally used FET model extraction methods. 
Considering also that the method performs optimal estimations independent of the 
device characteristics or the bias point, it should be attractive for implementation in 
automatic multi bias model extraction software. As an added feature, the method 
automatically reports the uncertainty in the performed estimation.   

It should be noted that the same method used for estimating the intrinsic model 
parameters could be implemented also for the cold-FET extraction of the parasitic 
elements. That would provide good estimates for the parasitic elements and their 
uncertainties, which is required for the intrinsic model parameter estimation above. 

Other applications 

In our work we have applied the model parameter estimation method to FETs. It may 
as well be applied to equivalent circuit models for other devices, such as bipolar 
transistors, diodes, or any other electrical device or circuit having an associated 
model, as long as the assumptions above are fulfilled. 
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Chapter 3. Analysis of intermodulation 
distortion in FET power amplifiers 

Modern communications systems use complex amplitude- and phase modulation 
schemes to maximize the transmission capacity [3]. Very low levels of nonlinear 
intermodulation distortion (IMD) are then required in the transceiver components to 
prevent errors in the transmitted data [33, 34]. The IMD also appears as sidebands to 
the desired transmitted signal that can mask adjacent weaker signals.  

The dominant origin of IMD in the transmitter is usually power amplifier (PA) 
nonlinearities. The IMD specifications must therefore be considered together with 
output power and efficiency requirements when designing PAs for such applications. 
As a compromise, PAs are typically operated at high input power levels and biased 
close to the turn-on voltage for class AB operation [35].  

The input signal cannot be considered as a small perturbation from a fixed bias 
point under these conditions. Still, PA IMD is often analyzed using weak-signal 
methods where low-order Taylor-series representations of the nonlinearities are used.  

Accurate PA IMD prediction requires that a true large-signal analysis is performed. 
However, contrary to output power and efficiency, no analysis methods exist that 
allow the origins of PA IMD behavior to be understood under realistic large-signal 
conditions. Empirical, numerical, or even weak-signal methods are therefore used to 
determine the compromise between output power, efficiency, and IMD in PA design. 
The results obtained cannot reveal the mechanisms generating IMD. Hence, 
suboptimal performance may result.  

The first section of this chapter gives an overview of nonlinear PA operation. 
Commonly used IMD figures-of-merit (FOMs) and methods to characterize IMD in 
PAs are then described. An overview of IMD analysis methods is also given. 

Section 3.2 reviews commonly used weak-signal IMD analysis methods. These 
methods serve as a background for understanding large-signal IMD behavior.  

Large-signal analysis methods are treated in Section 3.3. In particular, our work on 
analytical large-signal IMD analysis methods is described. These methods allow the 
mechanisms responsible for measured large-signal IMD behavior to be identified and 
understood. Numerical simulation methods otherwise used to predict large-signal 
IMD are also reviewed.  

Section 3.4 discusses large-signal models for IMD prediction. These are used in 
combination with numerical IMD simulation methods for detailed IMD prediction. 
Different methods to test the suitability of large-signal models for this purpose are 
described. We have applied such methods to evaluate commercially used 
LDMOSFET and MOSFET models.  

Conclusions are drawn in the final section. 
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3.1 Overview 
This section reviews basic PA concepts and commonly used IMD characterization 
methods. An overview of the IMD analysis methods treated is given at the end. 

3.1.1 Basic power amplifier operation 
Fig. 3-1 shows a general representation of a FET PA circuit. MOSFET devices are 
treated as three-terminal devices by assuming that the body and source terminals are 
connected.  

 
Fig. 3-1. General power amplifier circuit representation. 

The dynamic drain–source voltage (vDS) and dynamic drain–source current (iDS) are 
related by a trajectory for a given load-impedance and VDS,bias, with the dynamic gate–
source voltage (vGS) being the independent variable. This trajectory is called the load-
line and is plotted with the dc IDS/VDS characteristics in Fig. 3-2(a).  

VDS,dc

IDS,dc
IDS,max

VGS,dc
increasing

VDS,bias

IDS,bias

  
 (a) (b) 

Fig. 3-2. (a) Typical FET dc IDS/VDS-characteristics (thin lines) and load-line (thick line) 
for power amplifier operation; (b) IDS/VGS characteristic with the drain bias assumed to 
be in the saturated region. The class of operation is defined from the gate–source bias 
voltage (VGS,bias). 

The RF output power is maximized when the load-line has its extreme points reach-
ing the maximum voltage and current limits, as shown in Fig. 3-2(a). This is achieved 
by adjusting the load-impedance and VDS,bias [36]. 
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The device in Fig. 3-2(a) is biased in the middle of the saturated region. This 
corresponds to class A operation. The classic classes of operation are defined from 
the gate–source bias voltage (VGS,bias) as illustrated in Fig. 3-2(b).  

Practical PAs are usually biased towards class AB or class C to improve efficiency 
[35]. However, more input power is then required to maintain the same output power. 
This limits the overall efficiency improvement. 

Detailed methods to predict output power and efficiency are described in [36].  

3.1.2 PA IMD behavior and characterization methods 
Before IMD prediction methods are treated, some commonly used methods to charac-
terize IMD in PAs are reviewed. Measurements of a CMOS PA are used to exemplify 
typical behavior [Paper E]. 

Two-tone measurements 
PA IMD is traditionally tested by two-tone measurements. Two sinusoidal signals 
with narrow frequency separation are simultaneously applied to the PA input. Due to 
the PA nonlinearities, IMD sidebands will emerge in the output signal, as illustrated 
in Fig. 3-3.  

 
 (a) (b) 

Fig. 3-3. (a) Output current components generated from a third-order nonlinearity; (b) 
Measured output power spectrum. 

In practice, more IMD sidebands will appear adjacent the ones shown in Fig. 3-3. 
However, the IMD sidebands in Fig. 3-3 are usually dominant. IMD is therefore, 
hereafter, referring to these sidebands if not otherwise mentioned. 

Fig. 3-3(a) shows that IMD is generated not only as sidebands, but also on top of 
the desired frequency components. The sign of the IMD components determines if the 
output power is expanded or compressed compared to the linear, undistorted, 
response. This also indicates the strong relationship present between one-tone gain 
characteristics and IMD behavior [37]. 

Fig. 3-4 shows an illustration of two-tone measurement results commonly expected. 
The extrapolated input/output third-order intercept point (IIP3/OIP3) FOMs are also 
defined in the figure. 
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Fig. 3-4. Idealized two-tone measurement results. The third-order input/output intercept 
point (IIP3/OIP3) figures of merit and the carrier-to-intermodulation (C/I) defined in the 
figure.  

The behavior in Fig. 3-4 appears if a weakly nonlinear PA is measured, in which the 
device nonlinearities may be accurately represented by a third-order Taylor-series 
expansion (cf. Section 3.2). For most practical PAs, this assumption fails as already 
discussed. Particularly for LDMOS and CMOS PAs this is true as shown in [Paper D] 
and [Paper E], respectively.  

Two-tone measurements obtained in class C and class AB for a practical CMOS PA 
are shown in Fig. 3-5 [Paper E].  
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Fig. 3-5. Measured two-tone output power and IMD power levels versus input power for 
class C and class AB operation. IMDL and IMDU correspond to measurements of the 
lower- and upper IMD sidebands, respectively.  

First, it is observed that the IMD slope is far from being three even at very low input 
power levels in Fig. 3-5. A slope of three is predicted for a weak nonlinearity. IIP3 
and OIP3 therefore become misleading for the PA IMD performance. Yet these 
FOMs are often reported for PAs. 

Second, both measurements in Fig. 3-5 present irregular IMD versus input power 
behavior. For class C, one IMD minimum (sweet-spot) is observed close to the 
compression point, whereas two sweet-spots appear at intermediate power levels in 
class AB. Especially for class AB, these sweet-spots are very beneficial since their 
combined effect improve the IMD performance over a wide input power range. The 
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mechanisms behind both these characteristics may be explained using the analysis 
methods in Section 3.3. 

Third, the class AB measurements present IMD asymmetries between the upper and 
lower sidebands. Carvalho and Pedro [38] explained that this originates from either 
reactive base-band impedance at f1 − f2 or reactive device nonlinearities. This is also 
treated in [35] and has important implications on the IMD performance when 
wideband signals or linearization techniques are applied [39].  

Wideband IMD measurements 

Two-tone measurements are nowadays often replaced by measurements with a wide-
band input signal. The wideband signal has statistical properties more similar to the 
ones used in real applications.  

Fig. 3-6 shows the distorted output signal spectrum for a wideband code division 
multiple access (W-CDMA) input signal.  
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Fig. 3-6. Example of PA output signal spectrum for a wideband input signal. Adjacent 
channel power ratio (ACPR) relates in-band total power to the IMD power in an 
adjacent channel. 

Fig. 3-6 shows that the PA nonlinearities create a broadening of the input spectrum 
(spectral regrowth) rather than discrete sidebands as in the case of a two-tone input 
signal. 

The wideband input signal may be considered as being composed of an infinite 
number of sinusoidal components. To a first approximation, each combination of two 
sinusoidal components may be interpreted in the same way as the two-tone 
measurements above. The resulting IMD level is determined from the device 
nonlinearity and the number of frequency combinations resulting in a particular 
frequency. The probability that the two frequencies considered are widely separated is 
small. The IMD level will therefore decrease with the distance from the input signal 
bandwidth, thus creating the typical spectral regrowth pattern shown in Fig. 3-6.  

For weakly nonlinear circuits, it is possible to relate the wideband and two-tone 
measurements. Pedro and Carvalho [40] presented a detailed treatment of this subject.  

IMD is commonly specified as the adjacent channel power ratio (ACPR) for 
wideband input signals. ACPR is defined as the total integrated power in either of the 
adjacent channels related to the total power in the desired channel, and corresponds to 
C/I in the two-tone case. 

ACPR 
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Discussion 
Many of the fundamental IMD phenomena observed in two-tone measurements also 
appear for wideband input signals despite their completely different statistical proper-
ties. This is the case for e.g. IMD sweet-spots and asymmetries. However, the input 
power is stochastic for wideband signals, which tends to smear out the IMD charac-
teristics compared to the two-tone measurements. Improvements in two-tone IMD 
behavior will nevertheless result in corresponding improvements when a realistic 
wideband input signal is applied [Paper E].  

The IMD analysis methods presented in the following sections assume a two-tone 
input signal if not otherwise mentioned.  

3.1.3 Intermodulation distortion analysis methods 
The IMD behavior observed in PAs results from an interaction between the device 
nonlinearities and the embedding circuit. Generally, no closed-form solutions can be 
found for the resulting IMD and iterative numerical analysis methods, such as har-
monic-balance, are used.  

Analytical PA IMD analysis may still be performed under certain simplifying 
assumptions. The following two sections focus on such analysis methods. They can 
be used to understand how IMD is generated, and thus how it may be improved in 
PAs.  

The methods treated are categorized according to the input power regimes they are 
suited for as weak- and large-signal analysis methods (see Fig. 3-7).  

 
Fig. 3-7. Overview of PA IMD analysis methods treated.  
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3.2 Weak-signal IMD analysis 
This section gives an introduction to commonly used weak-signal analysis methods. 
These use low-order Taylor-series expansions to approximate the device nonlineari-
ties. This allows an analytical treatment of the PA IMD behavior by power-series 
analysis for memoryless nonlinearities or by Volterra-series analysis in the general 
case.  

The weak-signal analyses are valid as long as the load-line does not traverse any 
strong nonlinearity, such as the turn-on or compression regions. The number of terms 
required for the Taylor series to be reasonably accurate would then rapidly increase 
(and eventually diverge) turning these analyses inefficient. For illustration, Taylor 
series with three terms will be used in this section. 

3.2.1 Power series 
If the IMD components generated are not fed back to the nonlinearity inputs, a 
straightforward power-series analysis may be used1. Fig. 3-8 shows a schematic of 
the PA in that case. 

 
Fig. 3-8. The power amplifier described with a transfer-nonlinearity. 

The device nonlinearity in Fig. 3-8 may be approximated by its third-order Taylor 
series,  

 ( ) 2 3
, 1 2 3OUT IN OUT dc IN IN INi v I G v G v G v= + + + . (3-1) 

The coefficients Gn are proportional to the n’th order derivatives of the nonlinearity at 
the bias point.  

It may be easily shown [41] that the generated IMD components in iOUT are 
proportional to G3, 

 
3

3IMD ING v∝ . (3-2) 

Note that the weak-signal IMD sign is therefore equal to the sign of G3. The impor-
tance of the weak-signal IMD sign is discussed further in Section 3.3. Equation (3-2) 
also predicts the 3 dB/dB slope of weak-signal IMD versus input power as shown in 
Fig. 3-4. 

3.2.2 Transfer function 
For a FET PA, vIN and iOUT in Fig. 3-8 would be interpreted as vGS and iDS, respec-
tively. However, straightforward power-series analysis may in general not be applied 
to FET PAs since the vDS dependence of iDS has been neglected. Feedback is caused 
by IMD components of iDS being converted to IMD components in vDS by the load-
impedance.  

                                                 
1 The special case with memoryless feedback is treated separately in Section 3.2.2. 
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The feedback may be considered as an internal node if a specific VDS,bias and load-
impedance is considered. This allows the PA to be described by a new nonlinear 
transfer function (TF) iOUT(vIN). Hence, straightforward power-series analysis can 
again be used. It is still required that the feedback is memoryless. The load-
impedance should therefore be purely resistive. Fig. 3-9 shows the resulting 
schematic of the PA circuit. 

 
Fig. 3-9. Transfer function, iOUT(vIN), representation of the PA circuit when a specific 
load-impedance and VDS,bias is considered. 

Carvalho and Pedro [42] used this method to analyze IMD in MESFET PAs. In [Pa-
per D] and [Paper E] we applied the same method on LDMOS and CMOS PAs to 
study the influence of VGS,bias and input power on weak-signal PA IMD behavior. 

The influence of the input- and output networks is small at low frequency, thus 
making vIN ≈ vGS and iOUT ≈ iDS. The TF may then be approximated from the load-line, 
which determines the relation between iDS and vGS (see Fig. 3-2). It is generally 
impossible to find an explicit expression for the TF. In [Paper D] and [Paper E], the 
TF and its derivatives were obtained from harmonic-balance simulations with 
accurate large-signal transistor models (cf. Section 3.4).  

Fig. 3-10 shows a typical TF and its derivatives, in this case obtained for a CMOS 
PA.  
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Fig. 3-10. Typical FET PA transfer function, iOUT(vIN), and its derivatives, Gn, versus 
gate-bias voltage. The corresponding classes of operation are indicated in top of the 
figure.  

Equation (3-2) showed that weak-signal IMD is proportional to G3. From Fig. 3-10, 
both the weak-signal IMD magnitude and sign is therefore seen to vary with VGS,bias 
for a CMOS PA. As an example, it is noted that G3 is zero at VGS,bias ≈ 0.8 V. This 
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corresponds to a weak-signal sweet-spot that can give good IMD performance in 
small-signal amplifiers [Paper E]. This weak-signal sweet-spot is useless for PA 
applications since higher order contributions and large-signal effects will dominate 
the IMD behavior. 

The TF representation has the advantage that it is valid for any input power level. In 
Section 3.3 it will be used to analyze the IMD behavior in large-signal operation 
where the signal excursion traverses the TF strong nonlinearities thus violating the 
assumptions for the other weak-signal analysis methods. 

3.2.3 Volterra series 
Volterra-series analysis, which is based on theories by Volterra [43], is a general 
method that can be used for circuits with both feedback and memory effects. It is 
therefore the most common method for general analytical IMD analysis. Fig. 3-11 
shows the PA circuit in the general case. 

 
Fig. 3-11. The PA described as a nonlinear circuit with feedback. 

For analyzing circuits with Volterra series, the nonlinear-currents method described 
in [41] is commonly used. The method is compatible with existing linear circuit 
analysis tools, and is based on a successive analysis of increasing orders of interaction 
(mixing orders) in the circuit. For every order, the nonlinear elements are succes-
sively replaced by corresponding nonlinear-current sources that depend on the Tay-
lor-series expansion coefficients and lower-order voltages.  

Pedro et al. [44] and Minasian [45] have used Volterra-series to investigate the 
influence of terminating impedances and device characteristics on small-signal FET 
amplifier IMD. It has also been used by Zhou and Kenney [46] and Pedro and 
Carvalho [40] to analyze IMD under wideband excitation.  

Wambacq and Sansen [47] used Volterra series to develop symbolic circuit analysis 
tools. They used these methods to characterize the IMD behavior of common analog 
CMOS circuits in [48].  

Although not suited for analyzing IMD in PAs under normal operating conditions, 
weak-signal Volterra- and power-series analysis are still the only methods available 
that allow an analytical treatment.  
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3.3 Large-signal IMD analysis 
Large-signal methods need to be used for PA IMD prediction under normal operating 
conditions. Numerical methods are usually employed for this purpose.  

First in this section commonly used numerical methods are reviewed. However, 
they do not reveal what mechanisms determine the IMD behavior obtained, but are 
useful as general circuit analysis tools for detailed IMD simulation. Alternative 
methods have rarely been reported.  

The rest of this section therefore focuses on our work on analytical IMD analysis 
methods. These are approximate but allow the behavior of measured large-signal 
IMD behavior of PAs to be predicted and understood.  

3.3.1 Numerical methods 

Harmonic balance 

Harmonic-balance analysis (HB) was first presented by Nakhla and Vlach [49]. HB is 
now the most commonly used numerical PA IMD analysis method and is imple-
mented in most commercial CAE tools. Rizzoli and Neri review the development of 
the method in [50]. Recent developments are reported in [51]. 

The method is based on an iterative algorithm where the circuit is split in a linear- 
and a nonlinear network, and an initial voltage spectrum is guessed at the interface 
between those. The voltage spectrum is then iterated until the current spectral 
components match at the interface between the networks [41, 49].  

The linear network is suited for calculations in frequency domain. There is, 
however, no general way to calculate the nonlinear current spectral components 
directly in frequency domain. The voltage spectrum must therefore first be converted 
to a time-domain waveform. This is used to calculate the nonlinear current waveform, 
which is finally converted back to frequency domain. Two discrete Fourier-
transforms (DFTs) are needed in each iteration, which reduces the numerical 
precision and speed of the method, especially if several independent input frequencies 
are considered.  

Spectral balance 
Spectral-balance analysis (SB) is an iterative method closely related to HB, with the 
difference that the nonlinear current spectral components are calculated directly in 
frequency domain. The problems related to DFT can therefore be avoided.  

A review of SB methods is given by Steer et al. in [52]. They also proposed the 
arithmetic operator method where the four basic arithmetic operators (+,–,×,÷) are 
represented by corresponding frequency domain operators [53]. A drawback is that 
the device models need to be reformulated with these operators. In [53], power series 
were used for the device model. Carvalho and Pedro [54] used Hermite rationals 
instead. They used SB to predict multi-tone IMD behavior in both weak- and large-
signal regimes.  

Närhi [55] described a related method where the bias dependent intrinsic Y-
parameters are modeled by Chebyshev polynomials. This allowed the device strong 
nonlinearities to be better represented, which is important for large-signal IMD 
prediction.  
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Envelope transient 
The input signal present in a real PA application is an up-converted stochastic base-
band signal. This results in the base-band signal appearing as an envelope to the 
rapidly varying radio frequency (RF) carrier. Such signals can not be represented in 
frequency domain by a finite number of discrete frequencies. For IMD analysis with 
realistic input signals, the frequency domain methods above are therefore not suitable. 

For this purpose, the envelope-transient analysis technique was presented by Ngoya 
and Larcheveque [56], Rizzoli et al. [57], and Sharrit [58], all within a short period of 
time. 

The method combines HB analysis for the RF carrier with transient analysis for the 
discretized envelope. This results in a time evolving HB solution that can be 
interpreted in time- or frequency domain as desired.  

The method can handle envelope memory, as well as, high frequency memory 
effects, but usually requires that the RF frequency is much higher than the base-band 
signal bandwidth.  

3.3.2 Asymptotic IMD 
Carvalho and Pedro [42] presented an IMD analysis method where conclusions about 
the weak-signal and asymptotic large-signal IMD signs are combined to predict dif-
ferent distinct IMD versus input power characteristics. In particular, they concluded 
that the large-signal IMD sweet-spots that had been reported for MESFETs [59] and 
LDMOS transistors [60] were due to change of sign in IMD between the weak- and 
large-signal input power regimes.  

Consider, as an example, a PA operated in class C and described by the TF shown 
in Fig. 3-10. The weak-signal IMD will then be positive, due to the positive G3 
observed in class C.  

On the other hand, the output power must saturate for sufficiently large input signal. 
As shown in Fig. 3-3, the measured output power is composed of an IMD part added 
to the linear response. The IMD must therefore become negative in saturation to 
compress the output power. 

By combining these facts for the IMD sign in weak-signal and asymptotic large-
signal operation, it is concluded that IMD must change sign at some power level for 
class C operation. This explains the appearance of a sweet-spot close to saturation in 
the CMOS class C measurements in Fig. 3-5.  

A similar reasoning can be used for other modes of operation to predict different 
distinct IMD versus input power characteristics [42].  

A similar method was used in [Paper D] to analyze LDMOS IMD behavior. 
However, the turn-on knee abruptness of LDMOS transistors compared to MESFETs 
made it necessary to revise the analysis in [42]. The resulting analysis method used is 
a special case of the one described below. 

3.3.3 Piecewise transfer-function (PWTF) 
This method was presented in [Paper E] and is based on approximating the TF repre-
sentation of the PA by a piecewise function. This allows the large-signal IMD to be 
expressed analytically. Since the TF representation of the PA is used, it is assumed 
that VDS,bias and load impedance are fixed, and that reactive effects may be neglected. 
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The first order TF derivative, G1, is approximated by a piecewise linear function as 
shown in Fig. 3-12. 
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Fig. 3-12. Simulated first order transfer-function derivative, G1, and a piecewise linear 
approximation of it. The corresponding third-order derivative is a set of Dirac-delta 
functions as indicated by arrows in the figure. 

The piecewise G1 approximation could be used to predict large-signal output power, 
but since that behavior is regular and easy to conceive, attention is on predicting IMD 
instead. The resulting third-order derivative, G3, is considered for this purpose.  

G3 becomes a set of Dirac-delta functions (impulses) located at the piecewise linear 
G1 breakpoints. The impulses have magnitudes equal to the change of slope in each of 
the G1 breakpoints (see Fig. 3-12). 

It can be shown [Paper E] that each of the G3 impulses gives an individual IMD 
contribution depending on its magnitude, Ki, and voltage position, Vi, equal to: 
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where A is the input signal amplitude. Hence, the total IMD is found by adding the 
contributions from all impulses in G3 that are traversed by the input signal excursion. 

Only five breakpoints are used for the TF approximation in Fig. 3-12. This allows 
the mechanisms behind each of them to be interpreted as summarized in Table 3-1. 

Table 3-1. Interpretation of the mechanisms behind the breakpoints in G1. 

G1 breakpoint, i Device and PA mechanism 
#1 Turn-on; quadratic iDS(vGS) dependence at low currents 
#2 Roll-off from quadratic towards linear dependence  
#3 Quadratic to linear dependence 
#4 iDS compression when vDS decreases along the load-

line and approaches the triode region (see Fig. 3-2) 
#5 iDS saturation 

 
Each of these breakpoints adds to the total IMD in iOUT when they are traversed by the 
input signal. Fig. 2-7(a) illustrates how these contributions add to the total IMD when 
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the input signal amplitude, A, is swept and class AB operation is considered. Fig. 
2-7(b) shows the total IMD in dB scale versus input power. Note the two IMD 
changes of sign (filled circles) in Fig. 2-7(a), and the corresponding two sweet-spots 
appearing in Fig. 2-7(b). 
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Fig. 3-13. Large-signal IMD predicted by the PWTF method for class AB operation. 
IMD sweet-spots are indicated with filled circles.  
a) The total IMD current (markers) and the individual contributions (numbered). Note 
that the vertical scale is normalized to the input amplitude squared.  
b) The total large-signal IMD current in dB-scale versus input power for class AB 
operation. Weak-signal (WS) and harmonic-balance (HB) simulation predictions are 
also shown. 

The IMD behavior predicted by the PWTF method in Fig. 2-7(b) agrees well with the 
HB simulations and with the behavior of class AB measurements in Fig. 3-5. Evi-
dently, only a few TF breakpoints are needed to predict complex large-signal IMD 
behavior well.  

Since the breakpoints could be identified from fundamental PA and device 
mechanisms (Table 3-1), it is possible to use (3-3) and Fig. 2-7(a) to understand how 
they interact in creating the large-signal behavior measured.  

Fig. 2-7(b) also illustrates that the PWTF analysis is a pure large-signal analysis. 
For weak-signal operation, when the input signal does not traverse any breakpoint, 
zero IMD is predicted. The analysis should thus be used together with a weak-signal 
analysis from Section 3.2 to predict the overall IMD versus input power behavior.  

In combination, they can reproduce very well the behavior simulated with HB and 
an accurate transistor model. Methods for evaluating the accuracy of a transistor 
model for IMD analysis are described in Section 3.4.  

3.3.4 Transfer-function measurement setup 
The IMD analyses presented in our work are based on a TF representation of the PA. 
The TF has been determined using large-signal models and HB simulations. How-
ever, as high-frequency oscilloscopes are becoming available, the setup shown in Fig. 
3-14 could eventually be used to measure it instead. It is important to note that the TF 
cannot be determined from dc measurements since the bias circuitry prevents any 
deviations in vGS and vDS from their bias voltages. 
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Fig. 3-14. Proposed setup for dynamically measuring the PA transfer-function. 

The TF dependence of the load impedance could also be evaluated if a load-pull 
system is available. However, only resistive load-impedances may be used due to the 
assumptions of the TF representation.  

A potential problem is that the measured TF may present hysteresis if reactive 
effects are present in the device or the terminating networks. At moderate excitation 
frequency, these effects are expected to have minor effect.  

3.3.5 PWTF analysis applications 

Turn-on knee analysis 
Cripps [35] pointed out that the device turn-on characteristic to a large extent deter-
mines the large-signal IMD behavior of practical Class AB PAs. A numerical analysis 
was performed to study different turn-on knee characteristics. The same results could 
be obtained analytically using the PWTF analysis. 

Device linearization 
The influence of the turn-on region is seen in the appearance of the leftmost sweet-
spot in Fig. 2-7. It can be shown, using the PWTF analysis, that it appears at an input 
power level which depends on VGS,bias. Recently, there has been an interest to utilize 
this feature to create quasi-linear devices by combining several devices with slightly 
different turn-on voltages on the same chip. Thus, more sweet-spots will emerge that 
may be combined to create an overall favorable IMD behavior. Promising results are 
reported in [61].  

Optimization of device characteristics 

The PWTF analysis provides an analytical tool for finding the TF characteristic that 
results in a desired large-signal PA IMD behavior. The resulting TF gives information 
to device manufacturers on how their device characteristics should be tailored for 
optimal IMD performance in PA applications. 



 Large-signal models suitable for IMD prediction 35 
    

   

3.4 Large-signal models suitable for IMD prediction  
The methods described in the previous sections can be used to understand measured 
IMD behavior. However, a detailed prediction of IMD normally requires numerical 
simulation with a large-signal transistor model.  

Compared to the desired output signal, the IMD levels present in PAs are very low. 
Details in the device characteristics not detectable from I/V- and S-parameter 
measurements need therefore to be accurately modeled. 

This section describes different methods used for extracting2 large-signal FET 
models when accurate IMD prediction is desired. Methods to evaluate the ability of 
the models for IMD prediction in PA circuit applications are also discussed. 

3.4.1 Extraction methods 

Empirical models 

Empirical large-signal models are usually based on multi-bias extraction of associated 
small-signal models. The bias dependencies of the extracted model parameters are 
then reproduced with suitable algebraic functions which form the large-signal model.  

It is often desired to use a direct-extraction method [12] for the small-signal model 
parameter extraction. It is fast, reliable, and known to present well-behaved model 
parameter variations with bias [62]. The methods presented in Chapter 2 are well 
suited for this purpose since they allow optimal model parameter extractions to be 
performed for every bias point individually. 

For other model topologies, not suited for direct-extraction, optimizer-based 
methods may be used. Niekerk et al. [63] presented a multi-bias extraction method 
that we have found very useful. They simultaneously optimize different bias-points 
versus measurements. The bias-dependent parameters are assigned independent 
values for every bias-point whereas the same values are used for the bias-independent 
parasitic element parameters. Their method is decomposition based, which means that 
the optimization it made on one parameter at a time in descending order depending on 
its relative influence on the global error. The sensitivity to the starting values and the 
risk of finding local minima is thereby minimized [64].  

Empirical models have the advantage that they are based on measurements. 
Therefore, little prior knowledge of the device structure is needed, and the model can 
be extracted with the transistor mounted in the environment it is supposed to operate. 

Physical models 
Physical models take physical device properties, such as geometrical dimensions and 
doping levels, as input parameters and use physical relationships to derive the transis-
tor characteristics. The models are usually scalable and therefore suitable for transis-
tor-dense analog integrated circuit (IC) designs. So far, it is mainly used for MOS-
FETs and bipolar junction transistors (BJTs). 

The BSIM3version3 from Berkeley University [65] and the MOS Model 11 from 
Philips [66] represent physical3 MOSFET models that are commonly used within 
industry. Both models have almost 100 parameters. Normally, only the device 
manufacturer has enough knowledge to properly assign all model parameter values, 

                                                 
2 The term extraction has a more general meaning here compared to Chapter 2. 
3 They both contain, to a certain extent, empirical expressions as well. 
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although measurement-based procedures for extracting some of the parameters are 
presented along with the model definition.  

3.4.2 Verification of large-signal models 
Before the large-signal models described above are used for predicting IMD in PAs, 
they should be verified for this purpose. Methods commonly used are described be-
low. 

Prediction of derivatives 
It follows from the weak-signal analysis that a FET large-signal model needs to pre-
dict the iDS derivatives well to be suited for weak-signal IMD analysis [67, 68]. The 
derivatives should if possible be extracted from measurements and compared to the 
ones obtained from differentiation of the model.  

Maas and Crosmun [68] presented a method to extract the derivatives from 
measurements by only considering the vGS dependence of iDS. Pedro et al. [44] 
generalized this method to include both the vGS and vDS dependencies, where also the 
importance of including the vDS dependence was stressed.  

The principle is to apply, simultaneously, low frequency sinusoidal signals (10–
100 MHz) to the gate- and drain device terminals. The harmonic and intermodulation 
power levels are then measured using a spectrum analyzer at the device output. Since 
the linear equivalent circuit is assumed known, it is possible to determine the 
complete set of iDS derivatives.  

We used this method in [Paper D] to measure the derivatives of an LDMOS 
transistor. A new large-signal model was also proposed. The results of the derivative 
measurement and model predictions are shown in Fig. 3-15.  
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Fig. 3-15. Measured (markers) LDMOS iDS derivatives versus gate bias voltage, VGS,bias. 
Derivatives predicted by the model in [Paper D] are also shown (lines).  

It is important that a large-signal model is built up from suitable functions that allow 
the higher order derivatives (especially gm3) to be well represented for every bias-
point. For MESFETs and HEMTs this is well known, and a good example, in this 
respect, is the HEMT model in [67]. There, gm3 (rather than iDS) was modeled and the 
resulting expression integrated twice to give the desired iDS model. Thereby, good 
weak-signal IMD prediction capabilities were guaranteed. 
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In [Paper D] it was shown that the industry-standard Motorola Electro-Thermal 
(MET) model [69] has a description of the turn-on knee that is not sharp enough to 
describe the LDMOS behavior. A modification to the model equations is proposed 
that result in improved IMD prediction capabilities. 

[Paper E] evaluates the abilities of the CMOS BSIM3v3 model to reproduce 
measured derivatives. The model is shown to describe the derivatives and thus the 
weak-signal IMD behavior well for the tested device. A similar test is made for the 
MOS Model 11 in [70]. 

Power-spectrum measurements 
Angelov et al. [71] have used power-spectrum measurements to validate their large-
signal HEMT model [72, 73]. They applied a low frequency sinusoidal signal to the 
gate terminal and measured the harmonic content at the drain terminal. The measure-
ments were made versus bias and input power and compared to simulations with their 
model. The description of strong nonlinearities can be verified if a large input signal 
is applied.   

Two-tone measurements 
The most commonly used method for evaluating large-signal models for PA applica-
tions is to perform two-tone measurements where the input power level is swept (see 
Fig. 3-5). Compared to the derivative extraction methods, which are made at low 
input power, two-tone measurements can be used to evaluate the description of the 
strong nonlinearities. The accuracy of the iDS current model can be evaluated if the 
measurement is performed at low frequency. This was used to evaluate our LDMOS 
large-signal model in [Paper D] and the BSIM3v3 model in [Paper E].  

Clark et al. [74] used two-tone measurements to develop a black-box behavioral PA 
model. Ku et al. [39] swept the two-tone spacing to study PA memory effects.  

Two-tone measurements have limited value for device model extraction, since the 
results depend on the PA load impedance and excitation frequency used.  

3.5 Conclusions 
This chapter has concentrated on analytical IMD analysis methods. The results of 
these methods give insight in the mechanisms for generating the IMD behavior ob-
served in practical PAs. These IMD analysis methods can be used in combination 
with existing methods for analyzing output power and efficiency to determine an 
initial compromise between them as required in PA designs. 

Final optimization of the PA performance requires numerical simulation with 
accurate large-signal transistor models. The commonly used numerical simulation 
methods have been reviewed. Methods to evaluate the accuracy of large-signal 
transistor models for IMD prediction have also been covered. 

FET PAs have been considered in this chapter. However, most presented methods 
are general an applicable to PAs with other devices.   
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Chapter 4. FMCW radar transceivers 

As integrated of microwave circuits have become commercially available, a mass-
market for low cost, short-range radars has emerged. Applications where those radars 
are used include automotive cruise control, automotive collision avoidance, door 
openers, and fluid level sensors. Since the operating frequency is very high in some of 
these systems, special care must be taken to select a radar principle and circuit 
solution that is easily integrated in MMIC technology. This is necessary to keep the 
cost of the radar at a minimum. For this reason, most of these radars are built using 
the frequency modulated continuous waveform (FMCW) radar technique. In contrast 
to pulsed radars, in which short pulses with high power are transmitted [75], these 
radars transmit and receive a signal at low but continuous power. FMCW radars can 
therefore use simpler solid-state transmitters since the demands on the power 
handling capability of the transmitter are set by the peak power. 

In this chapter, the FMCW radar principle is described and common transceiver 
topologies discussed. Finally two FMCW radar transceivers suitable for MMIC 
integration [Paper F] and [Paper G] are presented. 

4.1 Principle of operation 
FMCW radars can be used to measure the range to and velocity of objects in front of 
the radar. To enable these measurements, the transmitted (TX) signal properties must 
be varied in time [75-77]. This is done by frequency modulation (FM) of the TX 
signal. For short-range radars, the frequency is most often swept triangularly versus 
time. The information about the object in front of the radar is then extracted from the 
difference between the TX frequency (fTX) and received (RX) signal frequency (fRX). 
A simple FMCW radar transceiver can then be realized as shown in Fig. 4-1, where 
the RX to TX frequency difference signal is found at the intermediate frequency (IF) 
port of the mixer. 

 
Fig. 4-1. Simple FMCW radar transceiver principle. 
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First, the object in front of the radar is assumed to not move relative to the radar, i.e. 
v = 0. Fig. 4-2 then shows the frequency of the different signals appearing in the 
transceiver versus time when a triangular FM is applied.  

ffTX ∆+

ffTX ∆−

IFf

 
Fig. 4-2. Triangular frequency sweep for distance measurements in FMCW radars. 

Since the TX wave has to travel to the object and back to the receiver, the RX 
frequency waveform will be delayed by the total round-trip time, 2τ. 

Starting by studying the FM phase where fTX is increasing, the frequency increase 
rate is equal to 

 ( )
2

4
1/ 2FM FM

FM

f
f f

f
ρ ∆= = ∆ ⋅  (4-1) 

The delay caused by the round-trip time of the wave will then cause a frequency 
difference between RX and TX resulting in an IF frequency (fIF) equal to 

 2IF FMf τ ρ= ⋅  (4-2) 

 
Since fIF can be measured and FMρ  is known, round-trip time, 2τ, can be found. The 

distance to the object, R, is then given by 
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where co is the free-space speed of light. 
For the other phase of the FM, where the slope is negative, the resulting fIF will 

have opposite sign. However, in the simple transceiver in Fig. 4-1 positive and 
negative frequencies appear as equal at IF. 

For the range detection to be unambiguous, the transmitted wave must return to the 
receiver within the same modulation cycle it was transmitted. This corresponds to 

 0

2max
M

c
R

f
=  (4-4) 

For short-range radars, the maximum range of the radar is usually set by the receiver 
noise floor. 
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The range uncertainty is mainly set by imperfections in the FM waveform. For 
linear modulation, the range uncertainty, δR, can be related to the maximum 
frequency deviation, δf, from the ideal triangular FM waveform as [76, 78] 

 
2

f R
R

f

δδ ⋅=
∆

 (4-5) 

Equation (4-5) shows that the range uncertainty is proportional to the range. 
Maximum uncertainty therefore occurs at the maximum range of the radar. Different 
techniques to improve the range uncertainty by sweep linearization have been 
proposed [79-81]. 

If the object in front of the radar no longer is static, but moves with a constant 
velocity, v, receding from the radar, the RX frequencies in Fig. 4-2 will be affected. 
Due to the Doppler effect, the frequency of the RX signal will be shifted proportional 
to the object's velocity. The frequency shift due to the Doppler effect (Doppler shift) 
in the case of FMCW radars has been derived in [76] and is shown to be 
approximately equal to 

 02 /d TXf f v c= − ⋅  (4-6) 

where fTX is the frequency of the transmitted wave. The resulting frequencies in the 
transceiver are shown in Fig. 4-3 versus time. 

−
IFf
+

IFf

ffTX ∆+

ffTX ∆−

 
Fig. 4-3. Triangular frequency sweep in FMCW radars for distance and velocity 
measurements. 

The total IF frequency will have contributions both from the round-trip time and from 
the Doppler shift. For the positive slope of the FM, the total frequency at IF is given 
by 

 02 2 /IF TX RX IF d FM TXf f f f f f v cτ ρ+ = − = − = ⋅ + ⋅  (4-7) 

or, with the use of (4-1), 

 08 2 /IF FM TXf f f f v cτ+ = ⋅ ∆ ⋅ + ⋅  (4-8) 

Equation (4-8) depends on the instantaneous TX frequency, which varies as shown in 

Fig. 4-3. However, usually ∆f  fTX and can therefore be considered unaffected by the 

FM. 
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For the negative slope phase of the FM, the corresponding frequency increase rate, 

FMρ , will be negative. This results in  

 08 2 /IF TX RX IF d FM TXf f f f f f f f v cτ− = − = − − = − ⋅ ∆ ⋅ + ⋅  (4-9) 

or, since negative and positive frequencies can not be distinguished,  

 08 2 /IF FM TXf f f f v cτ− = ⋅ ∆ ⋅ − ⋅  (4-10) 

The object's distance can now be found by taking the average of fIF over one 
modulation period, IFf , since 

 ( )1
8

2IF IF IF FMf f f f fτ+ −= + = ⋅∆ ⋅  (4-11) 

The distance to the object, R, is related to τ which yields,  
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In a similar way, the object's velocity is found from the difference between the 
positive and negative slope IF frequencies, 

 04 /IF IF IF TXf f f f v c+ −∆ = − = − ⋅  (4-13) 

or 
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The maximum velocity that can be uniquely detected, is when the Doppler shift 
totally cancels the frequency shift caused by the round-trip time of the TX signal. In 
Fig. 4-3 this corresponds to 0IFf + = . The maximum velocity is then given by 

 04 4FM FM
max

TX TX

f f c R f f
v

f f

τ ⋅ ∆ ⋅ ⋅ ⋅ ∆ ⋅= − =  (4-15) 

4.2 Sources of noise 
In FMCW radars, the transmitters and receivers are used simultaneously. Since the 
power level of the TX signal is much higher than the incident RX signal, leakage 
from TX to RX may saturate the receiver mixer and thus reduce the radar sensitivity. 
Furthermore, noise sidebands on the TX signal will be down-converted in the receiver 
leading to a decreased dynamic range [75-77, 79]. The down-conversion of noise 
sidebands to the TX signal in the receiver can be analyzed by separating the noise in 
amplitude modulation (AM) and FM noise contributions. 

4.2.1 AM noise 
Down-conversion of AM noise sidebands to the TX signal is generally the most 
severe problem. This effect can be reduced if a balanced mixer with good AM noise 
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suppression is used in the receiver [77, 82, 83]. However, there exists no way to 
prevent the AM noise sidebands from also appearing on the RX signal from being 
down-converted to IF in the receiver. 

4.2.2 FM noise 
For short-range radars, the correlation between the TX and RX signals is very strong. 
Therefore, when the TX signal is used to down-convert the RX signal (Fig. 4-1), the 
FM noise will be suppressed at IF [77, 83]. Because of this effect, the FM noise 
power at IF, SFM, is proportional to 

 
2

2

0 0

2 2
sin FM FM

FM

R f R f
S

c c

π π   ⋅ ⋅ ⋅ ⋅∝ ≅   
   

 (4-16) 

Since fIF is proportional to the range, R, equation (4-16) shows that FM noise is 
substantially suppressed for short-range radars. As an example, a modulation rate, 
fFM, of 1 kHz gives an FM noise suppression of 53 dB at 100 m due to this effect. TX 
oscillator FM noise is therefore often less severe than AM noise for short-range 
radars [77]. 

4.3 Transceiver topologies 
As discussed in the previous section, good isolation from TX to RX is usually critical 
when designing FMCW radar transceivers.  

A circulator is therefore often used, as shown in Fig. 4-1, to separate the transmitted 
and received signals [84-86]. The isolation obtained in circulators is typically 15-20 
dB, but can be improved to 30-35 dB over a narrow frequency band [77]. The 
circulator can be built as a passive ferrite component or with active devices for 
integration in MMIC technology [87]. Also isolating hybrids and power dividers have 
been used for separation of transmitted and received signals [88, 89].  

Even if the isolation in the circulator or hybrid is good, antenna port mismatch and 
reflections from objects close to the radar may cause an overall poor TX to RX 
isolation. The isolation can be improved by using an internal reference path, tuned to 
cancel these undesired reflections [90]. 

To further improve the TX to RX isolation, separate transmitter and receiver 
antennas can be used, as shown in Fig. 4-4 [91-93]. 

 
Fig. 4-4. Simple FMCW transceiver with separation of transmitted and  
received signals using individual antennas. 
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Separate antennas for transmission and reception can give an isolation of up to 60 dB 
[77]. However, this requires the antennas to be large and widely separated in order to 
create narrow beams and avoid electromagnetic interaction. Transceiver designs with 
separate TX and RX antennas become space consuming and therefore not suitable for 
high volume production in commercial applications.  

A few transceiver topologies have also been proposed, where separation of 
transmitted and received signals is not needed [77, 94]. In [94] two diodes are used 
simultaneously for output power generation and down-conversion of the received 
signal making it attractive for integration in MMIC technology. However, since the 
MMIC processes are usually optimized for FETs, the diodes necessary for this design 
may be of poor quality. 

As described above, separation of transmitted and received signals is a problem in 
most FMCW radar transceivers. In [Papers F] and [Paper G] two FET FMCW radar 
transceivers are presented which do not suffer from this problem.  

 
Fig. 4-5. FET FMCW radar transceiver. 

Fig. 4-5 shows a schematic of the FET transceiver in [Paper F]. The FET is operated 
at intermediate bias voltages, where it is amplifying the TX oscillator signal and at 
the same time serves as a resistive FET mixer [95] for down-conversion of the RX 
signal. A detailed analysis of the FET transceiver has been made in [24].  

As shown in Fig. 4-5, the FET transceiver has a very simple topology in which no 
separation is needed between the TX and RX signals. Lack of isolation between the 
TX and RX will appear as mismatch at the TX/RX port and is not likely to saturate 
the FET. 

To improve the AM noise suppression properties of the FET transceiver in 
[Paper F], a balanced version of the transceiver is presented in [Paper G].  
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Fig. 4-6. Balanced FET FMCW radar transceiver. 

The balanced transceiver consists of two unbalanced FET transceivers connected in a 
singly balanced quadrature hybrid configuration as shown in Fig. 4-6. This 
configuration suppresses down-conversion of AM noise in the TX oscillator to IF.  

Both transceivers have been characterized in terms of output power, frequency 
response, AM noise suppression, and double sideband (DSB) noise performance 
[Paper G].  

4.4 Conclusions 
Two FET transceivers suitable for FMCW radars have been presented. The fact that 
no separation of the TX and RX signals is needed, their simple topology and that they 
are based on a FET devices make them suitable for integration in MMIC technology 
for commercial high volume applications.   
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Chapter 5. Summaries of appended papers 

Seven papers are appended to the thesis (A–G). Papers A–C are related to FET model 
extraction whereas Paper D and Paper E treat the problem of predicting 
intermodulation in power amplifiers. Paper F and Paper G deal with a new FMCW 
radar transceiver topology.  

5.1 Paper A 

Optimal parameter extraction and uncertainty estimation in intrinsic FET small-
signal models 
The parameters of FET small-signal models are usually determined using the direct-
extract method. In this paper we perform a theoretical uncertainty analysis of the 
model parameters obtained with that method. The analysis allows the derivation of 
model parameter uncertainties as a function of the S-parameter measurement 
uncertainties. Hence, an optimal extraction method is proposed where the model 
parameters are extracted with minimal uncertainty. 

The model parameter uncertainties result in a corresponding uncertainty when the 
model is used for simulation. The uncertainty analysis is used also in the reverse 
direction to study the uncertainty in the modeled response.  

5.2 Paper B 

Statistical estimation of transistor small-signal model parameters 
This paper is a generalization of the uncertainty analysis in [Paper A] where 
correlation between the S-parameter measurement uncertainties can be handled. This 
allows a very realistic representation to be used for the S-parameter measurement 
uncertainty. The uncertainty contributions from parasitic elements and measurement 
reference plane uncertainties are also investigated. These are shown to dominate the 
uncertainties in the estimated model parameters.  

The presented estimation method is very general and thus applicable to parameter 
estimation for a variety of equivalent circuit models.  

5.3 Paper C 

A general de-embedding method 

Paper C presents a general de-embedding method suited for FET modeling 
applications. The de-embedding equation is derived from a nodal-admittance matrix 
representation of the embedding (parasitic-element) network. Hence, the same de-
embedding equation may be used independent of the parasitic-element topology. The 
method is exemplified on a standard FET parasitic element network. The results 
obtained allow the influence of the individual parasitic elements on the intrinsic FET 
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behavior to be studied. We have used these results for the uncertainty analysis in 
[Paper B]. 

5.4 Paper D 

Prediction of IMD in LDMOS transistor amplifiers using a new large-signal 
model 
In this paper we study the IMD behavior of LDMOS transistor PAs. Two-tone meas-
urements are presented for different classes of operation. In particular we explained 
the origin of two very beneficial IMD minima appearing in class AB operation. An 
analysis is presented where it is shown that the sharp turn-on knee in LDMOS transis-
tors may explain the appearance of these minima.  

To accurately predict the measured IMD phenomena we also proposed a new large-
signal model. The model is based on Motorola’s industry-standard LDMOS model, 
but modified to predict IMD better. 

5.5 Paper E 

A comprehensive analysis of IMD behavior in RF CMOS power amplifiers 
This paper presents a new large-signal IMD analysis method. It may be seen as a 
generalization of the method used to explain the LDMOS behavior in [Paper D]. The 
method allows the large-signal IMD to be regarded as a sum of individual contribu-
tions. Each contribution can be identified from the device characteristics, when oper-
ated along the PA load-line. We use this method to predict the large-signal IMD 
behavior of a CMOS PA circuit. The weak-signal IMD behavior and the ability of the 
industry-standard BSIM3v3 MOSFET model to predict measured performances for 
different classes of operation are also investigated. 

5.6 Paper F 

A FET transceiver suitable for FMCW radars 
Paper F presents a new topology suitable for FMCW radar transceivers. We use a 
FET simultaneously as an amplifier for the transmitted signal and as a resistive mixer 
for the received signal. Hence the need for dual antennas, a circulator, or a coupler for 
the separation of the transmitted and received signals is obviated in FMCW radar 
applications. Measurements of a 10 GHz transceiver prototype are used to verify the 
principle. The transceiver’s simple topology makes it suitable for commercial high-
volume applications.  

5.7 Paper G 

A balanced FET FMCW radar transceiver with improved AM noise performance 
AM noise is often limiting the performance of FMCW radars. In this paper we have 
improved the AM noise performance of the transceiver in [Paper F] by using a 
balanced topology. This resulted in 20 dB improvement in the AM noise performance 
compared with the unbalanced transceiver in [Paper F]. 
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