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#### Abstract

We present a variation of Martin-Löf's logical framework with $\beta \iota-$ equality, extended with first-order parameterized algebraic data types and recursive pattern-matching definitions. Our contribution is a proof of normalization for the proposed system, from which we obtain decidable type-correctness. Our result holds under the assumption that the call relation of the recursive definitions is well-founded.

Recursive definitions can be read as intuitive specifications, which makes it easier to understand their intended meaning, compared to definitions that use only pre-defined recursion operators, called elimination rules in type theory. Pattern-matching definitions can be seen as the underlying mechanism with which we describe elimination rules. The arguments used to justify recursively defined elimination rules are essentially the same as those justifying patternmatching definitions. The use of pattern-matching takes the proof system closer to the look and feel of a programming language like Haskell (Peyton Jones, 2003) or ML (Milner et al., 1990; Leroy et al., 2004).

We use the Size-Change Principle for Program Termination (C.S. Lee, N.D. Jones, A. Ben-Amram 2001) to establish that the recursive definitions have a well-founded call relation. The size-change criterion subsumes many known characterizations of terminating recursions, including primitive recursion and lexicographical ordering, but it also deals transparently with permuted arguments and mutual recursion. When instantiating the size-change relation for this criterion to be constructor decomposition, it corresponds closely to what we could call well-founded structural recursion.
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## Chapter 1

## Introduction

Constructive type theory combines two concepts: Firstly, it is a formalism in which we can express mathematical notions, assert propositions and construct proofs. Secondly, it can be seen as a dependently typed ${ }^{1}$ functional programming language with a syntax similar to Haskell (Peyton Jones, 2003) and ML (Milner et al., 1990; Leroy et al., 2004). In Haskell and ML, the strong static typing helps to eliminate run-time errors of a kind that frequently occur in programs written by humans. This makes programs more reliable, and also saves time from debugging. With dependent types we have also the ability, if we desire, to express semantic properties about the programs. In type theory, one can check mechanically if a program fulfills a given specification or not. From the mathematical point of view, one can check the correctness of proofs.

A recent example of a type theoretic correctness proof of a complex piece of software can be found in Leroy (2006) and Blazy et al. (2006), who proved formally the correctness of an optimizing compiler for a C-like programming language. The proof is based on the Coq (The Coq Development Team, 2006) proof assistant. Another important result that shows the applicability of type theory is the proof of the four colour theorem by Gonthier (2004). The problem was conjectured in 1852 by Francis Guthrie, and many failed attempts were made until it was proved by Appel \& Haken (1976), assisted by computer. However, the proof involves a billion case distinctions which each had to be verified. A computer program written in assembly code checked the cases, but the program itself was not formally verified. Moreover, thousands of cases also had to be verified manually. Therefore the reliability of the proof have been questioned. As opposed to Appel and Haken's work, Gonthier's proof has been completely formalized in type theory, giving it a level of reliability far beyond what could be obtained by human inspection. An interesting point was made concerning their proof - the success was largely due to the fact that they, quoting Gonthier, approached the Four Colour Theorem mainly as a programming problem, rather than a formalization problem.

[^1]In this dissertation we will present a system influenced by Martin-Löf's type theory (1972; 1984), where we emphasize the programming style using terminating recursive definitions by pattern-matching on algebraic data types to represent proofs by induction and computation. We give sufficient conditions for the correctness and decidability of type-correctness in this system. This approach makes the development of type theoretic definitions look and feel like functional programming.

### 1.1 Historical background

We present a brief historical overview of the developments preceding constructive type theory. We will do so focusing on a few, particularly important concepts that we want to emphasize.

### 1.1.1 Brief history of recursion schemes

An early example of recursive computation can be found in The Sand Reckoner by Archimedes c. 250-212 BC (Cf. Newman, 1956) who, before the notion of exponentiation was established, showed the existence of a number bigger than the number of sand grains that would be needed to fill the universe, as known from that time, approximated as a sphere centered in the sun, spanning the fixed stars. He calculated this number to be roughly $10^{64}$. To exceed this, he constructed a notation system for numbers as a double recursion scheme: ${ }^{2}$

$$
\begin{aligned}
& h_{0}(x)=1 \\
& h_{n+1}(0)=h_{n}(a) \\
& h_{n+1}(x+1)=a \cdot h_{n+1}(x)
\end{aligned}
$$

where $a=10.000^{2}$, or "a myriad myriads", the largest named number at that time. From the scheme he constructed the number $h_{a}(a)$, which equals $10^{\left(8 \cdot 10^{16}\right)}$, or ten to the power of eighty quadrillions !

Recursive functions were first systematically studied in modern mathematics by Dedekind, Hilbert, Herbrand (1931) and others. Dedekind (1888), took an important step towards today's notion of primitive recursion. The following theorem can be traced back to Dedekind's result: ${ }^{3}$

$$
\begin{aligned}
& \text { Assume } a_{0} \in A \text { and } F: \mathbb{N} \times A \rightarrow A \\
& \text { Then there is a unique } H: \mathbb{N} \rightarrow A \text { such that } \\
& \qquad \begin{aligned}
H(0) & =a_{0} \\
H(n+1) & =F(n, H(n)) \text { for all } n \in \mathbb{N}
\end{aligned}
\end{aligned}
$$

[^2]The above system of equations is called a schema for primitive recursion. If $A$ is $\mathbb{N}^{k}$, the schema characterizes the class of primitive recursive functions on natural numbers. The theorem can be used to justify recursive definitions of new functions - once the defining equations obey the schema, one can be sure that there exists one and only one such function.

Hilbert (1925) defined functionals over natural numbers using primitive recursion-functions that may take functions as arguments and may return a function, what we call higher-order functions in functional programming today. There he formulated the following examples defining the functionals ${ }^{4} \iota$ and $\varphi$

$$
\begin{aligned}
\iota(f, a, 1) & =a \\
\iota(f, a, n+1) & =f(a, \iota(f, a, n)) \\
\varphi_{1}(a, b) & =a+b \\
\varphi_{n+1}(a, b) & =\iota\left(\varphi_{n}, a, b\right)
\end{aligned}
$$

as instances of the general schema

$$
\begin{aligned}
\rho(\mathfrak{g}, \mathfrak{a}, 0) & =\mathfrak{a} \\
\rho(\mathfrak{g}, \mathfrak{a}, n+1) & =\mathfrak{g}(\rho(\mathfrak{g}, \mathfrak{a}, n), n)
\end{aligned}
$$

The first functional, in its applied form $\iota(f, a, n)$, takes some function $f$ and iterates it $n$ times on $a$. The second schema, defining $\varphi_{n}(a, b)$, gives rise to a sequence of functions of two variables $\varphi_{1}, \varphi_{2}, \varphi_{3}, \ldots$, where the first one is addition, the second one multiplication, the third one exponentiation, the fourth one is the so-called tower function, which is the $b$-fold exponentiation of $a$ :

$$
\left.\varphi_{4}(a, b)=a^{\left(a^{\left(a^{(a \cdot a} \cdot a\right.}\right)}\right)
$$

iterated $b$ times. Ackermann (1928) proved that $\varphi_{a}(a, a)$ could not be defined with primitive recursion, by showing that it grows faster than any primitive recursive function.

Herbrand (1931) presented schemata defining first-order recursive functions as systems of first-order recursive equations. His formulation of recursive functions did not restrict the functions to be primitive recursive. Herbrand's version of Hilbert's and Ackermann's function, was written as follows:

$$
\begin{aligned}
\varphi(n+1, a, b) & =\varphi(n, a, \varphi(n+1, a, b-1)) \\
\varphi(n, a, 1) & =a \\
\varphi(0, a, b) & =a+b
\end{aligned}
$$

In Herbrand's scheme one could introduce any number of new functions $f_{i}\left(x_{1}, x_{2}, \ldots, x_{n_{i}}\right)$, using functions already defined, and possible occurrences of $f_{i}$ in the right-hand sides of the defining equations, provided, quoting Herbrand:

[^3]they make the actual computation of the $f_{i}\left(x_{1}, x_{2}, \ldots, x_{n_{i}}\right)$ possible for every given set of numbers, and it is possible to prove intuitionistically that we obtain a well-determined result.

Gödel (cf. Feferman, 1986) continued to study recursive functions, influenced by Herbrand and Hilbert. In Gödel's version of Herbrand's equations, the restriction mentioned above about the obligation to prove intuitionistically the totality of the function to be defined was dropped. An improvement of Herbrand's equations can be found in McCarthy (1963a), who imposed restrictions to enforce a unique solution.

Kleene (1938) introduced the notion of partial functions. Church (1941) introduced the lambda-calculus as a model for computations. The fact that the Herbrand/Gödel recursive functions were extensionally equivalent to Church's lambda-calculus-what we now call general recursive functions-was discovered later, but we will not use the notion of general recursive functions in our work.

### 1.1.2 Reasoning about inductively defined objects

McCarthy (1962) pioneered reasoning with programs as mathematical objects and initiated the investigation of automatic proof-checking. Curry (Curry \& Feys, 1958) and McCarthy (1963b), introduced the notion of abstract syntax. Landin $(1964,1966)$ suggested how to use inductive data types to represent programming languages and computing machines. Burstall (1969), suggested how to use structural induction to prove properties about syntactical objects, and he also introduced the case-notation. Their proofs had the shape of recursive programs, but proofs were not considered as objects in their formalism.

### 1.1.3 Martin-Löf's type theory

Martin-Löf's intuitionistic type theory (Martin-Löf, 1972, 1984) has brought together the concepts we presented in the previous sections. Martin-Löf's type theory has been primarily intended for "mathematical logic as foundations (or philosophy) of mathematics" (Martin-Löf, 1984). However, as described in Nordström, Petersson and Smith (1990), Martin-Löf's type theory also provides a formalism in which one can reason about programs and their specifications. One can state and prove properties about both recursive data types and recursive functions, and in the system, proofs are objects represented in the formalism.

Sets (also known as algebraic data types) are specified using construction schemes, called introduction rules, together with computation rules, called elimination rules, specified as structural primitive recursion schemes for the corresponding data types. The structure of a proof in Martin-Löf's type theory follows that of Gentzen's system of natural deduction (Prawitz, 1965; Gentzen, 1969), built up of introduction rules and elimination rules. The ideas of Brouwer, Heyting and Kolmogorov (cf. Curry \& Feys, 1958) and later Curry and Howard, in 1969 (Howard, 1980) of how to interpret propositions as types and proofs as programs have found their realization in Martin-Löf's type theory. This was
made possible through the use of a dependently typed lambda-calculus (as opposed to the simply typed lambda-calculus, which is sufficient for representing propositional logic). Previous use of dependent types can be found in de Bruijn (1968), in the AUTOMATH proof system. Dependent types also appeared in Curry's work already in 1956 (cf. Seldin, 2002).

### 1.2 Technical background

We will here give a short introduction to some basic concepts of what we could call a formal system for Martin-Löf-style type theory, following the syntax of the logical framework, which can be found in Nordström et al. (1990). Henceforth we will refer to "type theory" as the system we present here, although a wide range of type theories actually exists. Type theory has many similarities to strongly statically typed functional programming languages, for instance Haskell (Peyton Jones, 2003), and we will show how concepts in type theory correlate to concepts in functional programming. ${ }^{5}$

### 1.2.1 Types, elements and judgements

The syntactical expressions of type theory are thought of as trees, rather than strings of symbols. There are two categories of expressions: types and elements. The notion of type in type theory plays the role of sets in set theory. A type is a collection of objects-its elements. An important difference to set theory is in the interpretation of functions. Instead of explaining a function $f: A \rightarrow B$ as a set of pairs taken from $A \times B$, one considers $f$ as an algorithm that for every object $a$ in $A$, uniquely computes an object $f a$ in $B .{ }^{6}$

## Typing judgements

We can make judgements involving types and their elements. Judgements should not be confused with propositions: we can make the judgement " $A$ is a type", when we have the reason why $A$ should qualify as a valid type expression. We will write this as $\vdash A$. Having established that $A$ is a type, we can make the judgement " $a$ is an element of $A$ ", which will be written $\vdash a: A$. When we introduce new types, we introduce simultaneously the rules of how to form their objects. When we refer to objects, we also have to mention which types they belong to.

[^4]
## Inference rules and derivations

There are inference rules governing what conclusions one may make from previously established judgements, presented in the form

where $J_{1}, \ldots, J_{n}$ are the premises and $J$ is the conclusion of the rule. If $n=0$, the list of premises is empty, and the rule is seen as an axiom. Inference rules can be nested in each other to form derivations $D$, of the form

where a valid derivation must be built exclusively from the given inference rules, eventually ending with axioms.

### 1.2.2 Ground types and computations

The basic types considered in type theory are called ground types (also called sets, base types, small types or canonical types). They correspond to algebraic data types in functional programming. Examples are booleans, natural numbers, lists, pairs and sums.

## Introduction rules

For a type expression $A$ to qualify as a ground type, we must give an inductive definition consisting of a set of rules called introduction rules, that specify how the objects in the type $A$ are built up syntactically. ${ }^{7}$ The introduction rules correspond to the constructors of the corresponding data type in functional programming.

## Elimination rules

Having given the introduction rules of $A$, one must give a set of rules called elimination rules of $A$, one for each of the given introduction rules. These play a two-fold role: in the proof system point of view, they serve as induction principles, prescribing how to prove properties about arbitrary objects in $A$, and from the programming point of view, they serve as generic recursion operators, similar to folds in functional programming.

To simplify the presentation, we will not explain the elimination rules until later. We will assume that computation rules can be defined directly by giving their recursion schemes. In Martin-Löf's presentations of type theory, one has to give the elimination rules first, and then one may introduce other computation schemes, provided that they can be interpreted in terms of elimination rules.

[^5]
## Lambda terms

In addition to the elimination rules, there is a built-in notion of computation based on substitution. The mechanisms to perform these computations are based on the reduction rules of lambda-calculus. An abstraction is a term of the form $\lambda x$.t, sometimes written $(x) t$. It denotes a nameless function, corresponding to the mathematical notation $x \mapsto t$, mapping its argument $x$ to the term $t$, in which $x$ may occur free. The actual value, $u$, that $x$ is assigned to is substituted for $x$ in $t$, the result is written $t[u / x]$. For instance $\lambda x . x+x$ is the function that doubles its argument, and so $(\lambda x . x+x) 5$ reduces to $(x+x)[5 / x]$, which is the same as $5+5$, which is eventually computed to 10 .

## Canonical and non-canonical forms

For objects in ground types, we distinguish between their canonical and noncanonical forms. A canonical object in $A$ must have the shape as it appears in the conclusion in one of the introduction rules of $A$. In functional programming this corresponds to that the object is in head constructor form. A non-canonical object may be a variable or an object that is not yet computed to canonical form. For instance from the previous example, $(\lambda x \cdot x+x) 5$ is non-canonical, whereas the result 10 is canonical.

From the computation rules we can also extract equality rules, prescribing when two arbitrary objects in the given type are computed to the same canonical form.

### 1.2.3 Introducing new sets

In the logical framework presentation of type theory, the type Set is the type of ground types. That $A$ is an object of Set is expressed by making the judgement $\vdash A$ : Set. The objects $A$ can be thought of as codes for ground types. Attached with the type Set, there is also an operation El, that converts a set-code into a type. This is expressed by the inference rule

$$
\frac{\vdash A: \text { Set }}{\vdash \operatorname{El} A}
$$

We can think of Set as a universe of sets, restricted to the sets we have described so far.

## Booleans

Let us introduce the set of booleans, Bool. Having introduced Bool as a setconstructor, we can infer that El Bool is a well-formed type:

$$
\frac{\vdash \text { Bool : Set }}{\vdash \text { El Bool }}
$$

Elements of this type have canonical forms 'true' and 'false', and so we give the introduction rules:

We can define boolean functions, conjunction and negation, for instance,

$$
\begin{aligned}
& \text { and : El Bool } \rightarrow \text { El Bool } \rightarrow \text { El Bool } \\
& \text { and true } x=x \\
& \text { and false } x=\text { false } \\
& \text { not }: \text { El Bool } \rightarrow \text { El Bool } \\
& \text { not true }=\text { false } \\
& \text { not false }=\text { true }
\end{aligned}
$$

Using the inference rule

$$
\frac{\vdash f: A \rightarrow B \quad \vdash a: A}{\vdash f a: B}
$$

we can derive that, for instance, 'and true false' is a boolean expression.

$$
\frac{\vdash \text { and }: \text { El Bool } \rightarrow \text { El Bool } \rightarrow \text { El Bool } \quad \vdash \text { true }: \text { El Bool }}{\vdash \text { and true }: \text { El Bool } \rightarrow \text { El Bool }} \quad \vdash \text { false : El Bool }
$$

Notation 1.2.1. In the following examples we will drop applications of El , in order to make the presentation lighter, since they can be inferred from their context.

## Natural numbers

Here follows an example of an inductively defined data type, the set of natural numbers:

$$
\overline{\vdash \mathrm{Nat}} \quad \overline{\vdash 0: \mathrm{Nat}} \quad \overline{\vdash \mathrm{~s}: \mathrm{Nat} \rightarrow \mathrm{Nat}}
$$

In the second introduction rule, the constructor s: Nat $\rightarrow$ Nat can be seen as a function, that given an object $n$ in Nat returns a new object $\mathrm{s} n$ in Nat. We can define addition, and introduce the constant $(+) .{ }^{8}$

$$
\begin{aligned}
& (+): \mathrm{Nat} \rightarrow \mathrm{Nat} \rightarrow \mathrm{Nat} \\
& x+0=x \\
& x+(\mathrm{s} y)=\mathrm{s}(x+y)
\end{aligned}
$$

We can combine the sets we have introduced to define a boolean function on natural numbers, for instance

$$
\begin{aligned}
& \text { odd }: \text { Nat } \rightarrow \text { Bool } \\
& \text { odd } 0=\text { false } \\
& \text { odd }(\mathrm{s} 0)=\text { true } \\
& \text { odd }(\mathrm{s}(\mathrm{~s} x))=\text { odd } x
\end{aligned}
$$

[^6]
## Parameterized data types

Now consider an inductively defined parameterized data type, the set of lists of a given set.

$$
\begin{aligned}
& \text { List }: \text { Set } \rightarrow \text { Set } \\
& {[]: \text { List } A} \\
& (::): A \rightarrow \text { List } A \rightarrow \text { List } A
\end{aligned}
$$

Note that the constructor is polymorphic in its type argument $A$, and this is inferred from the context. We can infer that $1:: 2:: 3::[]$ belongs to the type List Nat, and true::false::true::[] belongs to the type List Bool. We can implement the polymorphic length function on lists as follows:

$$
\begin{aligned}
& \text { length }:(A: \text { Set }) \rightarrow \text { List } A \rightarrow \text { Nat } \\
& \text { length } A[]=0 \\
& \text { length } A(a:: a s)=\mathrm{s}(\text { length } A a s)
\end{aligned}
$$

This is a simple example of a polymorphic function using type parameters.

### 1.2.4 Propositions as types

A key concept in Martin-Löf's type theory is the propositions-as-types interpretation, as we have mentioned previously. We identify a proposition with the set of its proofs, so that an object in a set will correspond to a proof of a proposition. The fact that $A$ is a proposition, corresponds to the fact that the ground type $A$ is well-formed. To prove directly that $A$ is a true proposition corresponds to building a canonical object in the type $A$. An indirect proof of $A$, corresponds to a non-canonical object in the type $A$.

A proposition $A$ is represented by a type whose structure depends on the form of $A$. For instance, the false proposition is represented by the empty type $\perp$, the proposition with no proofs. A direct proof of a conjunction $A \wedge B$ is a pair ( $a, b$ ) such that $a$ is an object in the type representing $A$ and $b$ is an object in the type representing $B$. A proof of an implication $A \supset B$ is represented by a function $f: A \rightarrow B$, that given an object $a$ of the type representing $A$ produces a proof $f a$ that can be computed to an object in the type representing $B$.

The proof $a$ of $A$ is called a proof term. Each proof term can be computed to a unique normal form, an expression that cannot be further computed. From a normal term and a type it is possible to reconstruct the derivation. This derivation corresponds to a natural deduction proof, as we will exemplify below.

## Atomic propositions

As we mentioned above, since a proposition is interpreted as the set of its proofs, consequently we interpret the false proposition as the empty set, without introduction rules.
thus, there will be no way to give a canonical proof of the absurdity. We interpret the trivially true proposition by the singleton type, with one introduction rule:

$$
\overline{\vdash \top} \quad \overline{\vdash \text { unit }: \top}
$$

The negation of $A$, written $\neg A$, is usually interpreted in type theory as a shortcut of the function type $A \rightarrow \perp$, so that asserting $A$ would give us a method to prove the absurdity.

## Logical connectives

Using parameterized data types we can encode parameterized propositions, or in other words, connectives. For instance we can consider the type of pairs as the type theoretic interpretation of conjunction:

We define its projection functions (corresponding to elimination rules in Gentzen's natural deduction):

$$
\begin{aligned}
& \text { fst }:(A: \text { Set }) \rightarrow(B: \text { Set }) \rightarrow A \times B \rightarrow A \\
& \text { fst } A B(a, b)=a \\
& \text { snd }:(A: \text { Set }) \rightarrow(B: \text { Set }) \rightarrow A \times B \rightarrow B \\
& \text { snd } A B(a, b)=b
\end{aligned}
$$

We will show a proof in Gentzen's system of natural deduction of the propositional tautology $A \wedge B \rightarrow B \wedge A$, and then show how this corresponds to the type derivation of a proof term in type theory.

$$
\begin{gathered}
\frac{[A \wedge B]}{\frac{B}{B \wedge A} \frac{[A \wedge B]}{A}} \\
A \wedge B \rightarrow B \wedge A
\end{gathered}
$$

The corresponding derivation in type theory will look as follows: ${ }^{9}$

$$
\frac{\frac{x: A \times B \vdash x: A \times B}{x: A \times B \vdash \operatorname{snd} x: B} \quad \frac{x: A \times B \vdash x: A \times B}{x: A \times B \vdash \mathrm{fst} x: A}}{\frac{x: A \times B \vdash(\text { snd } x, \text { fst } x): B \times A}{\vdash \lambda x .(\text { snd } x, \text { fst } x): A \times B \rightarrow B \times A}}
$$

In this example $x: A \times B$ occurred as an assumption to the left of the turnstile, and this was discharged in leaves of the tree.

[^7]
### 1.2.5 Dependent function types

The concept of dependent types is a natural extension of simple types in order to adapt the propositions-as-types correspondence in the presence of quantifiers. That a type of a function is dependent, means that the result type of the function is determined by the value of its argument. The dependent function type is often written $(\Pi x \in A) B(x)$, analogous to the set theoretical notation $\Pi_{x \in A} B_{x}$ for the Cartesian product of a family of sets $B_{x}$ indexed by elements $x$ of $A$. Alternatively it can be written with arrow notation $(x: A) \rightarrow B$, or juxtaposition notation $(x: A) B$. The expression $B$ denotes a type-valued function that specifies how the range depends on the argument. For each $a: A$, the range is obtained by computing $B a$.

To give a concrete example of a dependent type, we introduce the propositional function T , that assigns a proposition for a given boolean argument.

$$
\begin{aligned}
& \mathrm{T}: \text { Bool } \rightarrow \text { Set } \\
& \mathrm{T} \text { true }=\mathrm{T} \\
& \mathrm{~T} \text { false }=\perp
\end{aligned}
$$

We can make assertions about boolean objects, for instance ' T (odd 5 )' will be a true proposition, since the boolean function will return 'true' in this case, and the proof object will be 'unit'. On the contrary, the assertion ' T (odd 0 )' will be a false proposition, with no proof.

## Quantification

By analogy with Church's higher-order logic (cf. Andrews, Fall 2006) which has a polymorphic constant $\forall:(\alpha \rightarrow o) \rightarrow o$, one introduces in type theory a constant

$$
\Pi:(A: \text { Set }) \rightarrow(A \rightarrow \text { Set }) \rightarrow \text { Set }
$$

The type theoretical counterpart of $\forall x P(x)$ is then interpreted as the dependent function space $\Pi A F$, with $A:$ Set and $F: A \rightarrow$ Set. A proof of such a proposition is a function $f: \Pi A F$. The application $f a$ for $a: A$ corresponds to "forall elimination" in Gentzen's system, and $F$ is interpreted as a propositional function, so $f a$ is a proof of the proposition $F a$.

A very simple example ${ }^{10}$ involving quantification over booleans is

$$
\Pi \operatorname{Bool}(\lambda x \cdot \mathrm{~T}(\operatorname{not}(\operatorname{and} x(\operatorname{not} x))))
$$

where the proof object is ' $\lambda x$.unit'. An arbitrary boolean will cause the expression $\mathrm{T}(\operatorname{not}(\operatorname{and} x(\operatorname{not} x)))$ to evaluate to T .

Analogous to the interpretation of Cartesian product, for the set theoretical notion of disjoint union of the family $\{B(x)\}_{x \in A}$, written $\Sigma x: A . B(x)$, one introduces the dependent sum using the constant

$$
\Sigma:(A: \text { Set }) \rightarrow(A \rightarrow \text { Set }) \rightarrow \text { Set. }
$$

[^8]The type theoretical counterpart of $\exists x P(x)$ is interpreted as the type denoted by $\Sigma A F$ of dependent pairs. A canonical proof of such a proposition is a pair $(a, b): \Sigma A F$, such that $a: A$ and $b: F a$ holds.

Another very simple example, claiming the existence of a non-odd number,

$$
\Sigma \operatorname{Nat}(\lambda x . \mathrm{T}(\operatorname{not}(\operatorname{odd} x)))
$$

has a proof object ( 0 , unit), because the expression ' T (not (odd 0 ))' evaluates to ' $T$ '.

This is an instance of the important existence property of constructive mathematics, that from a proof of $\Sigma$ Nat $P$, where $P$ is a property of natural numbers, we can effectively compute a number $n$ such that $P n$ holds. This idea can be traced back to the constructive interpretation of existence by Kolmogorov (1932). We compute the proof object $p: \Sigma$ Nat $P$ to the canonical form $(n, q)$ giving us the so-called witness $n$ and the proof $q$, of $P n$.

Here follows a more involved example, that strong existence implies weak existence.

$$
\Sigma A P \rightarrow \neg(\Pi A(\lambda x . \neg(P x)))
$$

The proof term in this case would be $\lambda h . \lambda f . f($ fst $h)$ (snd $h$ ). Given the first argument $h: \Sigma A P$, it expects the next argument $f: \Pi A(\lambda x . \neg(P x))$, and then the task is to return an element in the empty type. This can be done under the assumptions made about the given arguments. We can compute $h$ to canonical form of a pair $(a, p)$, where $a: A$ and $p: P a$ will be obtained from 'fst $h$ ' and 'snd $h$ ' respectively. The function $f$ is applied to $a$, yielding an object $g$ in $\neg(P a)$. Then since $g$ is a function in $P a \rightarrow \perp$, we can apply it to $p$ and obtain the desired element in the empty set, the contradiction.

## Elimination rules

An elimination rule for type $A$, is a generic method, that given a set-valued function $F$, produces an object in $F a$ for an arbitrary object $a$ in $A$. In the special case when $F$ is a propositional function, the elimination rule serves as an induction principle. By means of case distinction, constructor decomposition and recursion, the computation scheme can exhaust all the possible constructions of objects in the given type.

As a first minimal example, we give an elimination rule for Bool, by introducing the constant

$$
\text { boolElim }:(F: \text { Bool } \rightarrow \text { Set }) \rightarrow F \text { true } \rightarrow F \text { false } \rightarrow(b: \text { Bool }) \rightarrow F b
$$

with the defining equations

$$
\begin{aligned}
& \text { boolElim } F p_{1} p_{2} \text { true }=p_{1} \\
& \text { boolElim } F p_{1} p_{2} \text { false }=p_{2}
\end{aligned}
$$

This can be used to implement the usual "if-then-else" construction, but here with dependent types, enabling the two branches to have different types if desired.

We give also an example of elimination constant for an inductive type, the natural numbers:

$$
\begin{array}{rl}
\text { natrec }: & (F: \text { Nat } \rightarrow \text { Set }) \rightarrow \\
& (z: F 0) \rightarrow \\
& (f:(n: \text { Nat }) \rightarrow F n \rightarrow F(\mathrm{~s} n)) \rightarrow \\
& (n: \text { Nat }) \\
& \rightarrow F n \\
\text { natrec } F & z f 0=z \\
\text { natrec } F & z f(\mathrm{~s} m)=f m(\text { natrec } F z f m)
\end{array}
$$

The base case is $z$, and the step function is $f$. We can use natrec to define equality on numbers, as well as computations like addition and multiplication. Addition by recursion on the second argument can be implemented by the following term:

$$
\operatorname{add}=_{\text {def }} \lambda x . \lambda y . \text { natrec }(\lambda k . \text { Nat }) x(\lambda m . \lambda n . \mathrm{s} n) y
$$

### 1.3 Adding new constants in type theory

### 1.3.1 Towards a general formulation

A concept often stressed in Martin-Löf's type theory, is that the system is open, that one may extend the theory gradually as new ideas evolve. New types and constants can be added as long as they can be justified and understood in a way that complies with the fundamental principles of type theory. A natural direction of investigation is then to try formulating a scheme prescribing how to introduce these extensions systematically, preserving the desired meta-theoretic properties.

In Martin-Löf's intuitionistic theory of iterated inductive definitions (1971), a general formulation of inductive definitions was given. This system was a predecessor of type theory, and did not have dependent types. In Martin-Löf (1971) and in his later formulations, fixed theories have been given, along with statements made that the system can be extended if desired. A scheme for inductive definitions in extensional type theory was presented by Constable \& Mendler (1985). For intensional type theory, a general formulation of inductive types for Coquand's Calculus of Constructions (1985) has been given by Pfenning \& Paulin-Mohring (1990) using impredicative encodings. This formulation needed no extra constants to be introduced, but a drawback was that the recursion operators were computationally inefficient. In 1988 (Coquand \& Paulin-Mohring, 1990) gave an extension formulated for the Calculus of Constructions with inductive types, influenced by Martin-Löf's type theory. General formulations of predicative intensional Martin-Löf type theory were given implicitly by examples in Nordström et al. (1990), and there Martin-Löf's logical framework was also presented. It was shown how new constants could be declared in the framework, along with derivations about them. Dybjer $(1994,2000)$ gave a general
formulation, of inductive-recursive definitions in Martin-Löf's type theory, influenced by a general formulation of inductive definitions of Backhouse (1986); Backhouse \& Chisholm (1989). Dybjer's notion of induction-recursion made explicit the mutual dependency between induction and recursion in definitions, that was inherent in Martin-Löf's type theory.

Considering a computer based proof system for type theory with decidable proof correctness, we need a systematic way of extending a theory. In Section 5.2 we will show a decision procedure to ensure valid extensions of our system.

### 1.3.2 A method using elimination constants

As we have mentioned, for each new ground type that we introduce, we also introduce an elimination rule defined by primitive recursion on the given type. Thus a new constant, the elimination constant, is obtained each time a new type is given. Other constants are then defined in terms of already existing elimination constants.

If we want to justify the addition of a constant $f$ specified by recursive pattern-matching equations $f \vec{p}_{1}=t_{1}, \ldots, f \vec{p}_{n}=t_{n}$, a methodology due to Martin-Löf ${ }^{11}$ is to find an expression $g$ defined in terms of elimination constants, such that for each equation $f \vec{p}_{i}=t_{i}$, the expressions $g \vec{p}_{i}$ and $t_{i}[g / f]$ are equal by convertibility.

For the previously given example with addition, the equalities to prove are

$$
\begin{align*}
\operatorname{add} x 0 & =x  \tag{1.1}\\
\operatorname{add} x(\mathrm{~s} y) & =\mathrm{s}(\operatorname{add} x y) \tag{1.2}
\end{align*}
$$

where equality is convertibility. This is easy to verify:
(1.1) holds because of the reduction sequence (reductions will be written $\rightsquigarrow$ )

$$
\begin{aligned}
& \text { add } x 0 \rightsquigarrow \\
& (\lambda x . \lambda y \text {.natrec }(\lambda k \text {.Nat }) x(\lambda m . \lambda n . \mathrm{s} n) y) x 0 \rightsquigarrow \\
& (\lambda y . n a t r e c(\lambda k . \text { Nat } x(\lambda m . \lambda n \cdot \mathrm{~s} n) y) 0 \rightsquigarrow \\
& \text { natrec }(\lambda k \text {.Nat) } x(\lambda m . \lambda n . \mathrm{s} n) 0 \rightsquigarrow \\
& x
\end{aligned}
$$

and (1.2) holds because of the reduction sequences

$$
\begin{aligned}
& \text { add } x(\mathrm{~s} y) \rightsquigarrow \\
& \text { ( } \lambda x . \lambda y \text {.natrec }(\lambda k \text {.Nat) } x(\lambda m . \lambda n . \mathrm{s} n) y) x(\mathrm{~s} y) \rightsquigarrow \\
& \text { ( } \lambda y \text {.natrec }(\lambda k \text {.Nat) } x(\lambda m . \lambda n . \mathrm{s} n) y)(\mathrm{s} y) \rightsquigarrow \\
& \text { natrec ( } \lambda k \text {.Nat) } x \text { ( } \lambda m . \lambda n . \mathrm{s} n \text { ) (s } y \text { ) } \rightsquigarrow \\
& (\lambda m . \lambda n . \mathrm{s} n) y(\text { natrec }(\lambda k . N a t) x(\lambda m . \lambda n . \mathrm{s} n) y) \rightsquigarrow \\
& (\lambda n . \mathrm{s} n) \text { (natrec }(\lambda k \text {.Nat) } x(\lambda m . \lambda n . \mathrm{s} n) y) \rightsquigarrow \\
& \mathrm{s}(\text { natrec }(\lambda k . \mathrm{Nat}) x(\lambda m . \lambda n . \mathrm{s} n) y)
\end{aligned}
$$

[^9]and
\[

$$
\begin{aligned}
& \mathrm{s}(\operatorname{add} x y) \rightsquigarrow \\
& \mathrm{s}((\lambda x \cdot \lambda y \cdot \text { natrec }(\lambda k . \text { Nat }) x(\lambda m \cdot \lambda n . \mathrm{s} n) y) x y) \rightsquigarrow \\
& \mathrm{s}((\lambda y \text {.natrec }(\lambda k . \text { Nat } x(\lambda m . \lambda n . \mathrm{s} n) y) y) \rightsquigarrow \\
& \mathrm{s}(\text { natrec }(\lambda k . \text { Nat }) x(\lambda m \cdot \lambda n \cdot \mathrm{~s} n) y)
\end{aligned}
$$
\]

First-order / higher-order recursion Certain functions, for instance the minimum function specified by the equations

$$
\begin{array}{llll}
\min : & \text { Nat } \rightarrow & \text { Nat } & \rightarrow \text { Nat } \\
\min & 0 & n & =0 \\
\min & (\mathrm{~s} m) & 0 & =0 \\
\min & (\mathrm{~s} m) & (\mathrm{s} n) & = \\
\mathrm{s}(\min m n)
\end{array}
$$

cannot be expressed as a first-order primitive recursive scheme (cf. Colson, 1989) with the same computational behaviour as the original program. However, it should be pointed out that one can still implement non-primitive recursive functions using elimination constants of higher types. For this example, using the elimination constant natrec for the natural numbers, we can define the minimum function as follows:

$$
\min =\operatorname{natrec}(\lambda x \cdot \operatorname{Nat} \rightarrow \mathrm{Nat}, \lambda n .0, \lambda m \cdot \lambda h \cdot \operatorname{natrec}(\lambda y \cdot \operatorname{Nat}, 0, \lambda n \cdot \lambda u \cdot \mathrm{~s}(h n)))
$$

which is then primitive recursive, with higher-order parameters. This definition satisfies the system of equations specifying 'min' above, in the same sense as in the example for addition given above. Another example of a "truly" nonprimitive recursive program is the Ackermann function from Section 1.1.1 above, which Hilbert gave as a higher-order primitive recursive scheme. Thus, the exclusive use of primitive recursive schemes is not that limiting as one may think, at first glance.

### 1.3.3 Elimination constants versus pattern-matching

Readability Programming using only elimination constants may be difficult, and programs tend to be hard to understand and analyse by humans. For instance, the pattern-matching version of the minimum function given above can be thought of as an intuitive specification, and it is certainly easier to understand than the version using elimination constants. If we only allow definitions of constants to be given in terms of elimination rules, it might be hard to be convinced that it has the intended meaning.

Foundations If we consider type theory as a system constructed to lay the foundations of mathematics, we want our constructions to be built up by selfevident principles. Primitive recursion is somehow the smallest mental leap required to understand computations on arbitrary objects of inductive types, such as natural numbers and lists. To justify more general schemes of recursive equations is far more difficult, and in this sense it does not seem reasonable
to consider such schemes as primitive building blocks of computation. On the other hand, the freedom letting us define computation by recursive equations lets us abstract away from the termination proof. Once we have a justification of termination, the definition in question can be trusted.

It should be noted that primitive recursive schemes also require subtle arguments in order to be justified. For instance, Martin-Löf (1984), used wellfounded induction in the justification of the recursion operator ${ }^{12}$ for natural numbers. Exactly the same justification applies to definitions like the addition function that we showed previously in Section 1.3.2, page 14.

Non-sequential patterns If we consider an arbitrary system of recursive equations, that we are convinced is a correct specification of some recursive function, it is not always the case that it can be interpreted in terms of elimination constants, preserving the computational behaviour of the specified program.

As an example let us consider Berry's majority function defined as follows:

| maj: | Bool $\rightarrow$ | Bool $\rightarrow$ | Bool | $\rightarrow$ | Bool |
| :--- | :--- | :--- | :--- | :--- | :--- |
| maj | true | true | true | $=$ | true |
| maj | $x$ | true | false | $=$ | $x$ |
| maj | false | $y$ | true | $=$ | $y$ |
| maj | true | false | $z$ | $=$ | $z$ |
| maj | false | false | false | $=$ | false |

The function returns the boolean value that is the most frequent among the three input values. Instead of exhausting all eight possible case distinctions, only five equations are required. Intuitively, the three arguments have to be evaluated in parallel. The algorithm is stable but not sequential (cf. Berry, 1978, 1979). However, a program constructed exclusively by elimination constants is always sequential, and will not behave like the above specification.

Pattern-matching definitions versus case expressions The above example illustrates not only a limitation with elimination constants, but also a potential disadvantage with pattern-matching. Specifying a program only by pattern-matching equations leaves the order in which the arguments have to be evaluated unspecified. In this sense elimination rules have no ambiguity. However, using case-notation instead of pattern-matching dissolves this ambiguity. Using case notation will restrict us to sequential programs. The problem of how to translate automatically between "sequentially valid" pattern-matching equations and case notation was investigated by Augustsson (1985). A disadvantage with case-notation when it comes to type-checking is that equality becomes less clear than it would be with pattern-matching. A reasonable compromise is to consider sequential pattern-matching definitions.

[^10]Permuted arguments A related question is to what extent equations that involve permuted arguments can be interpreted using elimination constants. For instance, let us give an alternative specification of the addition function:

$$
\begin{aligned}
& \text { addSwap : Nat } \rightarrow \text { Nat } \rightarrow \text { Nat } \\
& \text { addSwap } x 0=0 \\
& \text { addSwap } x(\mathrm{~s} y)=\mathrm{s}(\operatorname{addSwap} y x)
\end{aligned}
$$

There is no doubt that this program is total, but it is likely to be difficult, if at all possible to define this intensionally using the elimination constant natrec, satisfying the given equations.

### 1.4 Related work

Several quite different approaches have been investigated to enable programs to be specified by recursive equations in type theory. The core of the problem is to ensure that the new extension preserves termination, and so decidability of convertibility and type-correctness. We will give a rough guide to the different methodologies that exist.

### 1.4.1 Translation into elimination constants

Smith (1983) showed how programs given by recursion equations could be translated into higher-order primitive recursive schemes. As an example, quick-sort was shown to be derivable. Techniques to translate recursive equations into elimination constants automatically have been developed by Cornes (1997), now available in Coq (The Coq Development Team, 2006), and by McBride (2000) for Epigram (cf. McBride \& McKinna, 2004). This technique follows the ideas presented in Section 1.3.2 above, and so it is faithful to the core concepts of type theory.

### 1.4.2 Domain predicates

Bove (2002); Bove \& Capretta (2005) presented a methodology for representing partiality and general recursive functions within type theory. Given a recursive definition of a constant ${ }^{13} f: A \rightarrow B$, one introduces an inductive family $D$ : $A \rightarrow$ Set that expresses for which values $a: A$ the application $f a$ is defined. The formal definition of $f$ has now the type $(x: A) \rightarrow D x \rightarrow B$. Intuitively, we can see $D$ as the domain of $f$. Establishing that $f$ is total amounts to proving that $D a$ holds for each argument $a: A$. In the type-theoretic definition of $f$ an extra argument is added in the recursive equations, which is a proof object inhabiting the inductive family in question. The so obtained program is then structurally recursive on this extra argument.

A program obtained using this method has a strict semantics when it comes to the recursive arguments and hence, may have a different behavior from the

[^11]"intended" program that was given as a set of recursive equations. In case one wants to extract programs from proofs, and erase computationally irrelevant parts, the extra argument may in some cases be safely removed from the program. An advantage of this methodology is that it does not require external tools, such as termination checkers.

### 1.4.3 Term based approaches

Pattern-matching with dependent types Coquand (1992) investigated how to introduce definitions by pattern-matching in Martin-Löf's logical framework. Two sufficient conditions for correct definitions were identified: wellfounded recursive definitions and covering (exhaustiveness of pattern-matching). Using this approach the usual elimination rules of type theory could be expressed in this framework.

Giménez (1995) gave a schema for the definition of constants by primitive recursion and case analysis, with a precise proof of normalization. This is now a possible way to define constants in the Coq proof assistant (The Coq Development Team, 2006).

Lexicographical orderings Abel (1999) and Abel \& Altenkirch (2002), presented a combination of simply typed lambda-calculus, functional programs and algebraic data-types. They analyze the call structure of the program, the call graph, and for each recursive call a call matrix is constructed, that relates formal parameters with actual parameters of the corresponding call. Then they compute a closure of matrix multiplications for compatible matrices in the call graph, and perform a search for lexicographical orderings of all the loops of the program. Their analysis covers mutual recursion, but not permuted argument positions.

Term rewriting Allowing recursive equations to be given as term rewriting systems has many advantages in terms of both syntactic flexibility and computational efficiency. Termination of untyped term rewriting systems has been extensively studied, and an example of a tool that integrates a wide range of known methods in this direction is the AProVE system, (Giesl et al., 2004). In 1988, Breazu-Tannen proved confluence for a combination of simply typed lambda-calculus and confluent rewrite-rules. Jouannaud \& Okada $(1997,1991)$ proved strong normalization for a combination of the simply typed lambda calculus and first-order rewrite rules over algebraic data types, obeying a generalization of primitive recursion called the general schema. Blanqui (2005) proved strong normalization for a system called the Calculus of Algebraic Constructions: a combination of the general schema of Jouannaud and Okada with the Calculus of Inductive Constructions (Coquand \& Paulin-Mohring, 1990).

### 1.4.4 Type based termination

Another technique dealing with recursive equations in typed lambda calculi, is the so-called type based termination. In Mendler (1987), a type system is presented in which programs specified by recursion equations are well-typed only if they are equivalent to constructions based on certain elimination constants. More recent work with connection to this can be found in Matthes (1998) and Uustalu \& Vene (2002). Hughes et al. (1996), developed a type system in which size constraints of expressions in a program could be expressed in the type system, applicable for instance to obtain compile-time bounds for memory allocation in embedded ML, a functional programming language for embedded systems. See also Pareto (2000) and Björk (2000).

Giménez (1998) suggested an extension of the Calculus of Constructions where recursive data structures have size information, that is used to ensure size decrease in recursive calls. Their approach enables termination conditions to be abstracted from details in the syntactic structure of programs, and it also has the advantage that function types can express preservation of size bounds. Abel (2004) and Blanqui (2004), have developed these ideas further, influenced by Hughes, Pareto and Giménez. An algorithm has been developed to infer sizeannotations automatically by Barthe et al. (2006). Type based termination has also been investigated for co-inductive types in Barthe et al. (2004) and Abel (2006c,b). Using type based termination one can represent recursive functions directly as systems of recursive equations as we suggested above. An advantage with this approach is that even non-structurally terminating programs can be justified. Quick-sort, for instance, is justified, but also highly non-trivial termination problems can be dealt with in an elegant way (Abel, 2006a,d). However, the type system is modified, and the type theory so obtained is both different from the original one and more complex. To our knowledge it is not clear if this technique applies to programs with permuted arguments, though one could speculate that it could be combined with the size-change principle (explained below) by Lee, Jones, Ben-Amram (2001) to solve this problem.

### 1.5 Methodology and contribution

### 1.5.1 Objective

Our objective is to build a constructive type-theoretic formalism for proofs and programs, in which one should be able to recognize mechanically when a given argument is a proof or not. One should be able to add new constants to the system using recursive pattern-matching definitions. This approach is close in spirit to Herbrand's, as discussed at page 3, letting us separate the obligation to prove termination from the task of specifying the input/output relation.

### 1.5.2 Decidable type-checking

Due to the propositions-as-types property of type theory, we have that proof checking can be reduced to type checking. To check decidability of type correctness, it is sufficient to have decidable convertibility of terms, which is the case if our reduction rules are normalizing and all terms have a normal form which is unique. However, since convertibility in general has to be checked under assumptions, we have to establish normalization for open terms.

### 1.5.3 Reducibility

A well-known method for proving normalization is the reducibility method stemming from Gödel 1941 (Feferman, 1986), Tait (1967), adapted for dependent types in Girard (1971) and Martin-Löf (1971, 1972). A more recent presentation was given by C. Coquand (1998), which is close to the approach of Tait (1975), which stresses the similarity between the reducibility method and the realizability interpretation of Kleene (1945).

Reducibility is a semantic property of normalizing open terms, and resembles Martin-Löf's notion of meaning explanations (Martin-Löf, 1996). For simple types we may specify what it means to be a reducible term $t$ in type $A$, recursively on $A$ as follows:

- when $A$ is a ground type, then $t$ reduces to a normal canonical form prescribed by the introduction rules of $A$, or to an application $x t_{1} \ldots t_{n}$, where $t_{i}$ are normal.
- when $A$ is a function type $B \rightarrow C$, for all $b$ reducible in $B$, then $t b$ is reducible in $C$.

To prove normalization of well-typed terms, one proves that well-typed terms are reducible in their respective types, and then that reducibility implies normalization.

For dependent types, the notion of reducibility has to be modified, since types in general depend on terms. Before we can establish that an object $a$ is reducible in type $A$, we must know what it means for $A$ to be reducible. We specify first what is a reducible set, and then for each reducible set, what is a reducible element in such a set. When one specifies this for the Cartesian product of a family of sets, the set predicate and the element predicate have to be mutually defined, thus giving rise to an inductive-recursive definition (cf. Dybjer, 1994, 2000). This inductive-recursive nature of the reducibility predicates is present already in the normalisation proofs of Martin-Löf (1971, 1972) and Coquand (1998), as well as in Martin-Löf's meaning explanations.

### 1.5.4 A semantic criterion for new constants

If we decide to give a general formal scheme prescribing how to extend our system, what constants should then be allowed ? We suggest that reducibility is a good choice as a semantic property, as it is sufficient for decidable
type-correctness. Below we will give examples of reducible and non-reducible constants.

## Reduction of open terms

Assume we are about to add the constant zero function, using the predecessor function as follows:

```
isZero : Nat \(\rightarrow\) Bool
isZero \(0=\) true
isZero \((\mathrm{s} x)=\) false
pred : Nat \(\rightarrow\) Nat
pred \(0=0\)
\(\operatorname{pred}(\mathrm{s} x)=x\)
reduceToZero : Nat \(\rightarrow\) Nat
reduceToZero \(x=\) if (isZero \(x\) ) then 0 else reduceToZero \((\operatorname{pred} x)\)
```

This program has a normal form for all closed instances of $x$, but not for open terms, for instance $x$ itself. As implemented above, the constant 'reduceToZero' is not reducible. But we can use Vogel's trick (cf. Vogel, 1976) ${ }^{14}$ to transform this program into a reducible one, by replacing the if-then-else construction with a call to an auxiliary definition, such that if the evaluation of the boolean argument gets blocked, the whole computation will be blocked:

$$
\begin{aligned}
& \text { aux }: \text { Nat } \rightarrow \text { Bool } \rightarrow \text { Nat } \\
& \text { aux } x \text { true }=0 \\
& \text { aux } x \text { false }=\text { reduceToZero }(\operatorname{pred} x) \\
& \text { reduceToZero } x=\text { aux } x(\text { isZero } x)
\end{aligned}
$$

Now, when providing $x$ as input, the computation will stop when trying to evaluate the expression 'aux $x$ (isZero $x$ )'.

## A non-reducible looping program

A more intricate example is the following constant ' mp ' to encode the witness of Markov's principle, stating that if an infinite boolean sequence $f$ does not have the value 'false' at every position, then there is a position $n$ such that $f n=$ true, and moreover that we can find this position by searching through

[^12]the positions until we find the desired index.
\[

$$
\begin{aligned}
& \mathrm{F}: \text { Bool } \rightarrow \text { Set } \\
& \mathrm{F} \text { true }=\perp \\
& \text { F false }=\mathrm{T} \\
& \mathrm{mp}^{\prime}:(f: \text { Nat } \rightarrow \text { Bool }) \rightarrow(((n: \text { Nat }) \rightarrow F(f n)) \rightarrow \perp) \rightarrow \text { Nat } \rightarrow \text { Nat } \\
& \mathrm{mp}^{\prime} f p k=\text { if } f k \text { then } k \text { else } \mathrm{mp}^{\prime} f p(\mathrm{~s} k) \\
& \mathrm{mp}:(f: \text { Nat } \rightarrow \text { Bool }) \rightarrow(((n: \text { Nat }) \rightarrow F(f n)) \rightarrow \perp) \rightarrow \text { Nat } \\
& \mathrm{mp} f p=\mathrm{mp}^{\prime} f p 0
\end{aligned}
$$
\]

If one accepts Markov's principle, mp is total for closed arguments, but 'mp $f p$ ' has no normal form when $f$ and $p$ are variables. Let us try Vogel's trick again, redefining $\mathrm{mp}^{\prime}$ as follows:

```
aux \(f p k\) true \(=k\)
aux \(f p k\) false \(=\mathrm{mp}^{\prime} f p(\mathrm{~s} k)\)
\(\mathrm{mp}^{\prime}:(f:\) Nat \(\rightarrow\) Bool \() \rightarrow(((n:\) Nat \() \rightarrow F(f n)) \rightarrow \perp) \rightarrow\) Nat \(\rightarrow\) Nat
\(\mathrm{mp}^{\prime} f p k=\operatorname{aux} f p k(f k)\)
```

Is the new definition reducible ? -The answer is no: we can find reducible arguments for which the result is not reducible. Define

$$
\begin{aligned}
& \text { returnFalse : Nat } \rightarrow \text { Bool } \\
& \text { returnFalse } x=\text { false }
\end{aligned}
$$

The term 'mp' returnFalse $y 0$ ' has no normal form, but we have 'returnFalse' reducible in Nat $\rightarrow$ Bool, and the variable $y$, the assumed "proof", is reducible in the type $((n:$ Nat $) \rightarrow F($ returnFalse $n)) \rightarrow \perp$. For this reason, one might suspect that Markov's principle cannot be encoded by a reducible term.

### 1.5.5 The size-change principle

The solution investigated in this dissertation follows the approach presented in Coquand (1992), that we mentioned in Section 1.4.3 above. We use here the Size-change principle for program termination by Lee, Jones, Ben-Amram (2001), for justifying our recursive equations. It covers many forms of recursion, ${ }^{15}$ such as lexicographical argument ordering, permuted parameters and mutual recursion. Their analysis has many similarities with Abel and Altenkirch's method, but the size-change analysis needs no special treatment to find lexicographical argument orderings.

[^13]While the general halting problem is undecidable, the size-change principle provides a decision procedure for "structurally terminating" computation, if we consider structural size-changes between left-hand sides and arguments in recursive calls. Such a criterion is still close to the way elimination constants are informally justified in type theory, based on the fact that constructor decomposition is a well-founded relation.

As in Abel and Altenkirch's work, the call graph is annotated by call matrices (called size-change graphs), and the closure of multiplications (compositions of size-change graphs) of adjacent matrices is calculated. The criterion is then simple to formulate: every infinite path in the call graph contains an infinite thread of non-increasing transitions containing infinitely many decreasing transitions. This makes an infinite execution path impossible due to the fact that then some parameter value must decrease infinitely, which is impossible for a well-founded object. What is surprising is that the size-change termination criterion, with respect to a given call graph with its call matrices, is decidable. Moreover, the decision procedure can be implemented by a small program (cf. Wahlstedt, 2000).

### 1.5.6 Obtaining reducibility from well-founded recursion

To prove the reducibility of a recursively specified constant, we proceed in two steps. We define a relation of instance of recursive call ${ }^{16}$, which we prove to be well-founded. Having established this, we can prove that the constant in question is reducible.

We proceed by proving that the size-change criterion implies that the callinstance relation is well-founded. In this way we get a reasonably large fragment of structurally terminating programs that can be recognized automatically. However, there are programs that are well-known to terminate, that have a simple formulation, but are not structurally terminating. Let us consider the naive quick-sort program:

```
quickSort [] = []
quickSort \((x: x s)=\)
    quickSort (filter \((<x) x s)+x\) : quickSort (filter \((\geq x) x s)\)
```

where $(+)$ is the list append operator, and the calls of 'filter' partition the list into the strictly smaller elements and the larger elements respectively. The constant 'quickSort' is reducible, and hence it can be added to our type theory. We realize that the lists in the recursive calls must be smaller than the input list, but not structurally. For this example our structural restriction of the size-change principle is not enough for establishing a well-founded call-instance relation. However, if we can prove this by other means, we can proceed from this point and establish reducibility using the result we present in this dissertation. Thus our approach is modular, and should allow further improvements to be considered for termination detection.

[^14]The work order is to design a system of dependent types as simple as possible, with sufficient syntactic conditions to ensure decidable type correctness. Having achieved this we may consider further extensions.

### 1.5.7 Contribution

Our contributions are the following:

- A type theoretic formal system.

We have given a general formulation of a predicative constructive intensional Martin-Löf-style type theory, based on untyped lambda-calculus and pattern-matching definitions of functional programs on first-order parameterized algebraic data types.

- Normalization.

We present a detailed proof of normalization for the proposed system. For recursive definitions we assume a well-founded call relation. In this way we are not restricted to a specific schema for the termination of recursive definitions. This is the main contribution.

- A decision procedure for type-checking a theory.

Given a set of data type definitions and a sequence of blocks of mutually recursive definitions having a well-founded call relation, we can check if this corresponds to a valid stratification.

- Size-change termination.

We have shown that the call relation for the recursive definitions in our system is well-founded, provided that it obeys the size-change principle of Lee, Jones and Ben-Amram (2001).

## Chapter 2

## Syntax

In this chapter we present a language of raw terms, which is the untyped lambdacalculus extended with constants. The structure, called signature, in which a theory is built is then described. For this language we give rules of untyped substitution and reduction, followed by a proof of the Church-Rosser property, establishing uniqueness of normal form and that convertibility is an equivalence relation. We give rules of inference, called typing rules, of how to form syntactically correct terms, and conditions for what is a syntactically correct signature. We prove a number of properties about the type system, including the subject reduction property, which states that typing is preserved under computation. Then we define a relation of type correctness for $\beta$-normal terms, which is the fragment of the language for which the typing relation is decidable. We show this definition sound and complete with respect to the typing relation.

### 2.1 A language of raw terms

### 2.1.1 Syntactical categories

Rather than defining a few syntactical categories of general form such as the bare lambda-calculus with constants, we give our language extensions in several syntactical sub-categories. Instead of using explicit predicates on terms, we can refer to our sub-categories in order to avoid lengthy conjunctions of predicates.

Instead of following the Barendregt-style notation with $M, N$ for terms, we follow the notation by Girard et al. (1989) using $t, u, v$ for terms, and we reserve upper case notations $T, U, V$, etc. for sets and types.

Definition 2.1.1 (Raw terms, types and contexts).
We define inductively the following syntactic categories:

| $x, y, z$ |  |  | Variables |
| :--- | :--- | :--- | :--- |
| $f, g$ |  |  | Defined constants |
| $c$ |  |  | First-order element constructors |
| $d$ |  |  | First-order set constructors |
| $t, u, v$ | $::=$ | $a\|\lambda x . t\| t u$ | Terms |
| $a$ | $::=$ | $x\|f\| d \mid c$ | Atoms - Names |
|  | $\|\quad\| \mid$ fun $\mid$ El $\mid$ Set $\mid$ Fun | Atoms - Primitive constants |  |
| $T, U, V$ | $:=$ | Set $\|\mathrm{El} t\|$ Fun $T(\lambda x . U)$ | Types |
| $\Gamma, \Delta$ | $::=$ | () $\mid \Gamma, x: T$ | Contexts |

Notation 2.1.2 (Iterated application). Application associates to the left, and thus the iterated application $\left(\ldots\left(t t_{1}\right) \ldots\right) t_{n}$ is written $t t_{1} \ldots t_{n}$.

Definition 2.1.3 (Set Patterns). The syntactic sub-category of terms called set patterns is inductively defined by the grammar:

$$
e::=x \mid d e_{1} \ldots e_{n}
$$

Definition 2.1.4 (Constructor Patterns). The syntactic sub-category of terms called constructor patterns is inductively defined by the grammar:

$$
p, q::=\quad x\left|c p_{1} \ldots p_{n}\right| \text { fun } x
$$

In the latter production, 'fun' is the constructor of our only higher-order data type former $\Pi$. An expression of the form $\Pi U(\lambda x . V)$ is a set-level counterpart of the dependent function type Fun $U(\lambda x . V)$. See section 2.3 for its typing rules.
Notation 2.1.5 (Vector notation).
Let $\vec{t}$ be a shorthand of the sequence $t_{1}, \ldots, t_{n}$ or the tuple $\left(t_{1}, \ldots, t_{n}\right)$. We write $t, \vec{t}$ for $\left(t, t_{1}, \ldots, t_{n}\right)$ and $\vec{t}, \vec{u}$ for $\left(t_{1}, \ldots, t_{n}, u_{1}, \ldots, u_{m}\right)$. We write $t \vec{t}$ as a shorthand for the iterated application $t t_{1} \ldots t_{n}$. We write $\lambda \vec{x} . t$ as a shorthand for the iterated abstraction $\lambda x_{1} \cdot \lambda x_{2} \ldots \lambda x_{n}$.t. The length of $\vec{t}$ is denoted by $|\vec{t}|$.

## Raw types

As shown in Definition 2.1 .1 the syntactical category of types is a sub-category of terms. Therefore general definitions involving terms will also apply to types. For instance, the free variables of a type is just the free variables of a term that represents the type in question. Accordingly, a closed type is a closed term. When we later define reduction and substitution, these notions will automatically apply to terms as well as types.

### 2.1.2 Context notations and operations

Definition 2.1.6 (Context lookup).

$$
\left\{\begin{array}{l}
(\Gamma, x: T)(x)=T \\
(\Gamma, y: T)(x)=\Gamma(x), \quad \text { if } y \neq x
\end{array}\right.
$$

Definition 2.1.7 (Context support). Let $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$. The support of $\Gamma$, written $\operatorname{supp}(\Gamma)$, and the support vector for $\Gamma$, written $\overrightarrow{\operatorname{supp}}(\Gamma)$ are defined as follows:

$$
\left\{\begin{aligned}
\operatorname{supp}(\Gamma) & =\left\{x_{1}, \ldots, x_{n}\right\} \\
\overrightarrow{\operatorname{supp}}(\Gamma) & =\left(x_{1}, \ldots, x_{n}\right)
\end{aligned}\right.
$$

Notation 2.1.8 (Disjoint context). The context ( $x_{1}: T_{1}, \ldots, x_{n}: T_{n}$ ) is disjoint iff all of $x_{i}$ are distinct.
Notation 2.1.9 (Closed context). The context ( $x_{1}: T_{1}, \ldots, x_{n}: T_{n}$ ) is closed if $F V\left(T_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{i-1}\right\}$
Notation 2.1.10 (Extended context). Let $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$.
Let $\Delta=\left(y_{1}: U_{1}, \ldots, y_{m}: U_{m}\right)$. Then $\Theta=\Gamma, \Delta$ is the context
$\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}, y_{1}: U_{1}, \ldots, y_{m}: U_{m}\right)$. We write that $\Theta$ extends $\Gamma$.

### 2.1.3 Function type notations

Notation 2.1.11 (Arrow notation). We may write $(x: U) \rightarrow V$ as a shorthand for Fun $U(\lambda x . V)$. The arrow associates to the right.

Note that in some cases it is hard to translate from Fun-notation into arrownotation. For instance a type denoted by Fun $U((\lambda x . V) \gamma)$ would be cumbersome to translate into arrow notation, because it would involve constraints to prevent name capturing of the bound variables. See Section 2.2.1 on substitution properties.
Notation 2.1.12 (Telescope notation).
We will write $\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T$ or even shorter $\Gamma \rightarrow T$ where $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$ as a shorthand for $\left(x_{1}: T_{1}\right) \rightarrow \ldots \rightarrow\left(x_{n}: T_{n}\right) \rightarrow T$. Remark 2.1.13. If $\Gamma \rightarrow T$ is closed, then $\Gamma$ is closed. ${ }^{1}$
Remark 2.1.14. The function types $\left(x_{1}: T_{1}, \ldots, x_{n-1}: T_{n-1}, x_{n}: T_{n}\right) \rightarrow T$ and $\left(x_{1}: T_{1}, \ldots, x_{n-1}: T_{n-1}\right) \rightarrow\left(\left(x_{n}: T_{n}\right) \rightarrow T\right)$ are the same.
Notation 2.1.15 (Independent function types). Function types $(x: U) \rightarrow V$ with $x \notin F V(V)$ are called independent, and we write $U \rightarrow V$, both in order to emphasize this fact and to get a lighter notation. Thus a function type $\left(x_{1}: T_{1}, \ldots, x_{k}: T_{k}, \ldots, x_{n}: T_{n}\right) \rightarrow T$ where $\left(x_{k}: T_{k}, \ldots, x_{n}: T_{n}\right) \rightarrow T$ is independent, can be written $\left(x_{1}: T_{1}, \ldots, T_{k}, \ldots, x_{n}: T_{n}\right) \rightarrow T$ to emphasize the independence of $x_{k}$.
Notation 2.1.16. We write $T^{n} \rightarrow U$ as a shorthand for $\left(T_{1}, \ldots, T_{n}\right) \rightarrow U$ with all of $T_{i}$ being syntactically equal.

[^15]
### 2.1.4 Signature

Definition 2.1.17 (Data type specification). A data type specification is written $(\mathcal{D}, \mathcal{C})$. Each set constructor $d$ has a uniquely associated type $\mathcal{D}(d)$ of the form Set $^{n} \rightarrow$ Set. Each value constructor $c$ has a uniquely associated independent function type $\mathcal{C}(c)$ of the form $\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \rightarrow \mathrm{El}\left(d x_{1} \ldots x_{k}\right)$ such that $F V\left(e_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{k}\right\}$ and $\mathcal{D}(d)=$ Set $^{k} \rightarrow$ Set. $^{2}$

Note that the types of our constructors are independent. For instance we cannot encode the type of lists of a specified length directly as a data type. Furthermore the target types of our constructors are restricted to El ( $d \vec{x}$ ) (see above). However one can get around some of these limitations by defining setvalued functions, as shown later in section 2.3.5, page 42.

Definition 2.1.18 (Typing specification of defined constants). $\mathcal{F}$ is a collection of typing specifications of defined constants. When there is a type associated in $\mathcal{F}$ for $f$, we write $f \in \mathcal{F}$, and in that case we write $\mathcal{F}(f)$ for this type. When $f \in \mathcal{F}$ then $\mathcal{F}(f)$ is a closed expression of the form $S$. The empty typing specification is written $\emptyset$. The concatenation of $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ is written $\mathcal{F}_{1} \mathcal{F}_{2}$, where $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are assumed to be disjoint.

Definition 2.1.19 (Arity). If $h$ is a constant, then $h$ has a uniquely associated natural number $n$ (ranging from zero), called the arity of $h$, written $\operatorname{ar}(h)$. The following properties hold:

- When $f \in \mathcal{F}$ and $\mathcal{F}(f)=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T$ with $T$ of the form Set or El $t$, we have $\operatorname{ar}(f)=n$.
- When $\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \rightarrow \mathrm{El}\left(d x_{1} \ldots x_{k}\right)$, we have $\operatorname{ar}(c)=n$.
- When $\mathcal{D}(d)=$ Set $^{n} \rightarrow$ Set, we have $\operatorname{ar}(d)=n$.
- We have $\operatorname{ar}(\Pi)=2$ and $\operatorname{ar}($ fun $)=1$.

The following definition characterizes the terms allowed in bodies of defined constants, $\beta$-normal ${ }^{3}$ terms. We require full applications of constants, a technical restriction used in the proofs of Corollary 2.5.6 (soundness of type inhabitation checking), page 64, and Lemma 3.6.6 (Key lemma), page 82. The restriction does not limit the expressibility, since an incomplete application can always be represented by an $\eta$-expanded term.

Definition 2.1.20 ( $\beta$-normal terms, types and contexts). The syntactical sub-categories $s, S$ and $\Xi$ are inductively defined by the grammar:

| $s$ | $::=$ | $x s_{1} \ldots s_{n}\left\|h s_{1} \ldots s_{a r(h)}\right\| \lambda x . s$ | $\beta$-normal terms |
| :--- | :--- | :--- | :--- |
| $h$ | $:=f\|c\| d\|\Pi\|$ fun | heads |  |
| $S$ | $:=$ | $\operatorname{Set}\|\operatorname{El} s\|$ Fun $S_{1}\left(\lambda x . S_{2}\right)$ | $\beta$-normal types |
| $\Xi$ | $:=() \mid \Xi, x: S$ | $\beta$-normal contexts |  |

[^16]Definition 2.1.21 (Signature). A signature $\Sigma$ is a quadruple ( $\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R}$ ), where $(\mathcal{D}, \mathcal{C})$ is a data type specification and $\mathcal{F}$ is a typing specification of defined constants. $\mathcal{R}$ is a set of rules of the form $f \vec{p}=s$, with $F V(s) \subseteq F V(\vec{p})$ and $|\vec{p}|=\operatorname{ar}(f)$. The empty set of rules is written $\emptyset$. The union of $\mathcal{R}$ and $\mathcal{R}^{\prime}$ is written $\mathcal{R} \mathcal{R}^{\prime}$.

Note that the above definition allows that $\mathcal{R}$ have rules for constants that are not given in $\mathcal{F}$. This reflects the fact that our reduction system is a priori untyped, and we may consider a rule without having to think about its type.

Restriction 2.1.22. From now on we assume a given signature $\Sigma$. All further references to any of $\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R}$ implicitly refers to $\Sigma$, unless otherwise stated, and we consider only constants $d, c, f$ with respect to $\Sigma$.

### 2.2 Substitution and reduction

### 2.2.1 Substitution

A substitution, denoted $\gamma, \delta, \rho, \sigma$, is a function from variables to terms, used with prefix notation $\gamma(x)$, defined as follows:

Definition 2.2.1 (Parallel substitution on variables).

$$
\begin{aligned}
& {[](x)=x} \\
& {[\gamma, u / x](y)= \begin{cases}u & \text { if } x=y, \\
\gamma(y) & \text { otherwise. } .\end{cases} }
\end{aligned}
$$

Definition 2.2.2 (Fresh variable). A variable $y$ is fresh for $t, x, \gamma$ iff

$$
y \notin \bigcup_{z \in F V(t)-\{x\}} F V(\gamma(z))
$$

Notation 2.2.3 (Substitution in terms). We use post fix notation $t \gamma$, denoting the term obtained by simultaneously replacing all the free variables $x$ in $t$ by $\gamma(x)$.

## Definition 2.2.4 (Substitution).

$$
\begin{gathered}
x \gamma=\gamma(x) \quad(u v) \gamma=(u \gamma)(v \gamma) \\
(\lambda x . t) \gamma=\lambda y \cdot(t[\gamma, y / x]), \text { if } y \text { is fresh for } t, x, \gamma
\end{gathered}
$$

Remark 2.2.5 ( $\alpha$-equivalence). Terms that differ only in the names of their bound variables are identified. Because of this, Definition 2.2.4 is deterministic, up to $\alpha$-conversion.

Definition 2.2.6 (Composition of substitutions).
The composition of $\gamma$ and $\delta$ is written $\gamma \delta$, where $(\gamma \delta)(x)$ is defined as $(\gamma(x)) \delta$.

Proposition 2.2.7 (Properties of substitution).

$$
\begin{gathered}
t(\gamma \delta)=(t \gamma) \delta \quad t[u / x] \gamma=t[\gamma,(u \gamma) / x] \\
t[\gamma, u / x]=t \gamma, \quad \text { if } x \notin F V(t) \quad t \gamma=t, \quad \text { if } t \text { is closed } \\
(\lambda x . t) \gamma=\lambda x .(t \gamma), \text { if } x \text { is fresh for } t, x, \gamma \text { and } x=\gamma(x) \\
t \gamma[u \gamma / x]=t[u / x] \gamma \text { if } x \text { is fresh for } t, x, \gamma \text { and } x=\gamma(x)
\end{gathered}
$$

Notation 2.2.8 (Substitution in vectors).
Let $\vec{t} \gamma$ be a shorthand for $\left(t_{1} \gamma, \ldots, t_{n} \gamma\right)$.
Notation 2.2.9 (Substitution in contexts).
Let $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$.
Then $\Gamma \gamma$ denotes $\left(x_{1}: T_{1} \gamma, \ldots, x_{n}: T_{n} \gamma\right)$.
Notation 2.2.10 (Substitution restricted by context ${ }^{4}$ ).
Let $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$.
Then $\gamma_{\mid \Gamma}$ is the substitution $\left[\gamma\left(x_{1}\right) / x_{1}, \ldots, \gamma\left(x_{n}\right) / x_{n}\right]$.
Notation 2.2.11 (Short for multiple substitution). We may use $\left[u_{1}, \ldots, u_{n}\right]$ or even shorter $[\vec{u}]$ as a shorthand for the substitution $\left[u_{1} / x_{1}, \ldots, u_{n} / x_{n}\right]$, when there is no confusion about $x_{i}$.

### 2.2.2 Reduction rules and equality

Definition 2.2.12 (Reduction). The relations $t \rightsquigarrow_{\beta} u, t w_{\iota} u$ and $t \rightsquigarrow u$ are inductively defined as follows:
$\overline{(\lambda x . t) u \rightsquigarrow_{\beta} t[u / x]} \quad \overline{\left(f p_{1} \ldots p_{n}\right) \gamma \rightsquigarrow_{\iota}(\lambda \vec{x} . s) \gamma}\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right.$

$$
\frac{t \rightsquigarrow t^{\prime}}{\lambda x . t \rightsquigarrow \lambda x . t^{\prime}} \quad \frac{t \rightsquigarrow t^{\prime}}{t u \rightsquigarrow t^{\prime} u} \quad \frac{u \rightsquigarrow u^{\prime}}{t u \rightsquigarrow t u^{\prime}} \quad \frac{t \rightsquigarrow \beta t^{\prime}}{t \rightsquigarrow t^{\prime}} \quad \frac{t \rightsquigarrow t^{\prime}}{t \rightsquigarrow t^{\prime}}
$$

Notation 2.2.13 (Multi-step reduction). We write $\rightsquigarrow^{*}$ for the reflexive transitive closure of $\rightsquigarrow$.

The choice of $\iota$-rule The $\iota$-rule given above is constructed so that the last argument of a $\iota$-redex cannot be a variable. This is a technical solution used in the proof of Lemma 2.2.40. An alternative solution would be to forbid the last argument of a pattern-matching rule being a variable, and when needed let the right-hand sides start with additional abstractions, but then different clauses would have different number of arguments. Such a system would complicate Definition 3.6.2 (Formal call), connected to the size-change analysis in Section 4.1. Yet another solution would be to change the definition of reducibility, (Definition 3.1.8) which would be less natural and involve more complications.

[^17]Proposition 2.2.14. $((\lambda x . t) \gamma) u \rightsquigarrow_{\beta} t[\gamma, u / x]$
Lemma 2.2.15. If $f \vec{p}=s \in \mathcal{R}$ then $f \vec{p} \gamma \rightsquigarrow^{*} s \gamma$.
Proof. Since $\vec{p}$ is of the form $\vec{q}, \vec{y}$, we have $f \vec{q} \gamma, \vec{y} \gamma \rightsquigarrow((\lambda \vec{y} . s) \gamma)(\vec{y} \gamma)$. Then we proceed by iterating the application rule on the substituted expressions.

Definition 2.2.16 (Equality by convertibility).
The assertion $t \bowtie u$ is defined as $\exists v . t \rightsquigarrow * v \wedge u \rightsquigarrow * v .^{5}$
Proposition 2.2.17 (Reduction and equality closed under substitution).

$$
t \rightsquigarrow^{*} u \Rightarrow t \gamma \rightsquigarrow^{*} u \gamma \quad t \bowtie u \Rightarrow t \gamma \bowtie u \gamma
$$

Proposition 2.2.18. $t \rightsquigarrow^{*} u \Rightarrow F V(u) \subseteq F V(t)$.

## Raw types closed under reduction

An untyped term which is a non-type might reduce to a type, but a type will always reduce to a type, which can be seen from the grammar of types in Definition 2.1.1. The following properties will be used implicitly throughout the document.

Remark 2.2.19. $T \rightsquigarrow *$ Set $\Rightarrow T=\operatorname{Set}$
Remark 2.2.20. $T \bowtie \mathrm{El} t \Longleftrightarrow \exists u . T=\mathrm{El} u \wedge t \bowtie u$
Remark 2.2.21. $T \bowtie$ Fun $U(\lambda x . V) \Longleftrightarrow$
$\exists U^{\prime}, V^{\prime} . T=$ Fun $U^{\prime}\left(\lambda x . V^{\prime}\right) \wedge U \bowtie U^{\prime} \wedge V \bowtie V^{\prime}$

### 2.2.3 The Church-Rosser property

The property

$$
t \rightsquigarrow^{*} u \wedge t \rightsquigarrow^{*} v \Rightarrow u \bowtie v
$$

called the Church-Rosser property or confluence is known to hold for a number of combinations of lambda-calculus with rewrite systems, including ours. In our system we are considering a restricted rewrite system, namely functional programs. We have non-overlapping left-linear patterns-also known as orthogonal rewriting - combined with $\beta$-reduction. Thus we do not need to consider more complicated side conditions, such as so-called critical pairs, as necessary in more general term rewriting systems. The confluence of our system should follow from Müller (1992), but their result is stronger than what we actually need here.

Although confluence of our system follows from known results, for being selfcontained, we will give a proof using the Martin-Löf-Tait method presented in Martin-Löf (1971, 1972), based on a parallel reflexive reduction relation.

[^18]
## Disjoint and left linear pattern-matching

Definition 2.2.22 (Disjoint patterns).
The patterns $\left(p_{1}, \ldots, p_{n}\right)$ and $\left(q_{1}, \ldots, q_{n}\right)$ are disjoint if they are not unifiable (as first-order terms).

## Definition 2.2.23 (Linear patterns).

The pattern vector $\vec{p}$ is linear if each free variable in $\vec{p}$ occurs only once.
The following restriction will be used in the proof of confluent reduction, Lemma 2.2 .30 , page 35 , case 2 a for disjointness and 2 b for linearity.
Restriction 2.2.24 (Left-linear disjoint rules). We assume from now on, that for all constants $f$, for any rule $f \vec{p}=s \in \mathcal{R}$ we have $\vec{p}$ linear. For any two rules $f \vec{p}=s_{1}, f \vec{q}=s_{2} \in \mathcal{R}, \vec{p}$ and $\vec{q}$ are disjoint.

## The need of Left-linearity

Allowing non-linear patterns, we would not have a confluent system without introducing further restrictions on our rules. The following example illustrates this:

Example 2.2.25. Consider the constants $f$ and $\omega$ :

$$
\begin{array}{ll}
f x x=0 \\
f x(\mathrm{~s} x)=1 & \omega=\mathrm{s} \omega
\end{array}
$$

Given the definitions of $f$ and $\omega$ above, we can infer both $f \omega \omega \rightsquigarrow^{*} 1$ and $f \omega \omega \rightsquigarrow^{*} 0$. As we can see, $\omega$ has no normal form, and one could argue that this is not a "true" counter example, since the terms we will consider in the end are only normalizing ones. However, when we prove confluence, we do not want to depend on the normalisation property, since that is going to be shown assuming the confluence property.

## The need of the parallel reflexive reduction relation

The relation $\rightsquigarrow$ does not have the diamond property, as opposed to its transitive reflexive closure $\rightsquigarrow^{*}$, that will be proved below. As mentioned in Pollack (1995), the following two examples illustrate the problem.

## Example 2.2.26 (Counter example to one-step $\beta$ diamond property).

1. $\beta$ is not reflexive:

We have
$(\lambda x . y)((\lambda x . x) z) \rightsquigarrow(\lambda x . y) z \rightsquigarrow y$ and
$(\lambda x . y)((\lambda x . x) z) \rightsquigarrow y$,
but not $y \rightsquigarrow y$.
2. The one-step $\beta$-relation does not reduce sub-expressions in parallel:

We have $(\lambda x . x x)((\lambda x . y) z) \rightsquigarrow((\lambda x . y) z)((\lambda x . y) z)$ and
$(\lambda x . x x)((\lambda x . y) z) \rightsquigarrow(\lambda x . x x) y \rightsquigarrow y y$,
but not $((\lambda x . y) z)((\lambda x . y) z) \rightsquigarrow y y$,
since it would require two steps to obtain.
A similar argument as above can be repeated for the $\iota$-rule, as follows:

## Example 2.2.27 (Counter example to one-step $\iota$ diamond property).

1. $\iota$ is not reflexive:

Assume given the rule defining $f$ as follows:

$$
\mathrm{f} x=0
$$

We have $\mathrm{f}(\mathrm{f} x) \rightsquigarrow \mathrm{f} 0 \rightsquigarrow 0$,
and $\mathrm{f}(\mathrm{f} x) \rightsquigarrow 0$ but not $0 \rightsquigarrow 0$,
since the one-step $\iota$-relation is not reflexive either.
2. $\iota$ is not parallel:

Assume given the rules defining + and double as follows:

$$
\begin{aligned}
& x+0=x \\
& x+(\mathrm{s} y)=\mathrm{s}(x+y) \\
& \text { double } x=x+x
\end{aligned}
$$

We have double $(x+0) \rightsquigarrow$ double $x \rightsquigarrow x+x$, and double $(x+0) \rightsquigarrow(x+0)+(x+0)$, but not $(x+0)+(x+0) \rightsquigarrow x+x$,
since it would require two steps to obtain. Hence, the one-step $\iota$-relation is not parallel either.

We will follow the Martin-Löf/Tait method and define a parallel reflexive one-step relation.

Definition 2.2.28 (Parallel reflexive reduction). The relation $t \gg u$ is inductively defined as follows:

1. $\frac{t \gg t^{\prime} \quad u \gg u^{\prime}}{(\lambda x . t) u \gg t^{\prime}\left[u^{\prime} / x\right]}$
2. $\frac{p_{1} \gamma \gg p_{1} \gamma^{\prime} \quad \ldots \quad p_{n} \gamma \gg p_{n} \gamma^{\prime}}{f\left(p_{1} \gamma\right) \ldots\left(p_{n} \gamma\right) \gg(\lambda \vec{x} . s) \gamma^{\prime}}\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right.$
3. $\overline{a \gg}$
4. $\frac{t \gg t^{\prime}}{\lambda x . t \gg \lambda x . t^{\prime}}$
5. $\frac{t \gg t^{\prime} \quad u \gg u^{\prime}}{t u \gg t^{\prime} u^{\prime}}$

Recall from Definition 2.1.1 (Raw terms), page 26, the category $a$ are atoms of raw terms. Cases 3,4 and 5 above make the definition reflexive for all terms.

## Lemma 2.2.29 (Substitution property of parallel reduction).

$t \gg t^{\prime} \wedge \forall x \cdot \gamma(x) \gg \gamma^{\prime}(x) \Rightarrow t \gamma \gg t^{\prime} \gamma^{\prime}$.
Proof. Assume $t \gg t^{\prime}$ and $\forall x . \gamma(x) \gg \gamma^{\prime}(x)$. We prove $t \gamma \gg t^{\prime} \gamma^{\prime}$ by induction on the derivation of $t \gg t^{\prime}$. We have the following cases:

1. $\frac{u \gg u^{\prime} \quad v \gg v^{\prime}}{(\lambda x . u) v \gg u^{\prime}\left[v^{\prime} / x\right]}$

By induction $u \gamma \gg u^{\prime} \gamma^{\prime}$ and $v \gamma \gg v^{\prime} \gamma^{\prime}$.
By definition $(\lambda x . u \gamma)(v \gamma) \gg\left(u^{\prime} \gamma^{\prime}\right)\left[\left(v^{\prime} \gamma^{\prime}\right) / x\right]$.
Assume w.l.o.g. (by Remark 2.2.5) that for all $y$ where $y \neq x$,
$x \notin F V(\gamma(y)), x \notin F V\left(\gamma^{\prime}(y)\right), \quad \gamma(x)=x$ and $\gamma^{\prime}(x)=x$.
By substitution we have $(\lambda x . u \gamma)(v \gamma)=((\lambda x . u) v) \gamma$ and $u^{\prime} \gamma^{\prime}\left[v^{\prime} \gamma^{\prime} / x\right]=u^{\prime}\left[v^{\prime} / x\right] \gamma^{\prime}$.
2. $\frac{p_{1} \delta \gg p_{1} \delta^{\prime} \quad \ldots \quad p_{n} \delta \gg p_{n} \delta^{\prime}}{f\left(p_{1} \delta\right) \ldots\left(p_{n} \delta\right) \gg(\lambda \vec{x} . s) \delta^{\prime}}\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right.$

By induction we have
$\left(p_{1} \delta\right) \gamma \gg\left(p_{1} \delta^{\prime}\right) \gamma^{\prime}, \ldots,\left(p_{n} \delta\right) \gamma \gg\left(p_{n} \delta^{\prime}\right) \gamma^{\prime}$.
We define $\rho(y)=\delta(y) \gamma$ and $\rho^{\prime}(y)=\delta^{\prime}(y) \gamma^{\prime}$ for all $y$.
We have then $\left(p_{i} \delta\right) \gamma=p_{i} \rho$ and $\left(p_{i} \delta^{\prime}\right) \gamma^{\prime}=p_{i} \rho^{\prime}$.
Therefore $p_{i} \rho \gg p_{i} \rho^{\prime}$. By definition then $f p_{1} \rho \ldots p_{n} \rho \gg(\lambda \vec{x} . s) \rho^{\prime}$.
We have $(\lambda \vec{x} . s) \rho^{\prime}=\left((\lambda \vec{x} . s) \delta^{\prime}\right) \gamma^{\prime}$.
Then $\left(f\left(p_{1} \delta\right) \ldots\left(p_{n} \delta\right)\right) \gamma \gg\left((\lambda \vec{x} . s) \delta^{\prime}\right) \gamma^{\prime}$.
3. $\overline{a \gg}$

If $a=x$ we have $\gamma(x) \gg \gamma^{\prime}(x)$ by assumption. Otherwise $a \gamma=a=a \gamma^{\prime}$, hence $a \gamma \gg a \gamma^{\prime}$ in both cases.
4. $\frac{u \gg u^{\prime}}{\lambda x . u \gg \lambda x . u^{\prime}}$

By induction $u \gamma \gg u^{\prime} \gamma^{\prime}$. By definition $\lambda x .(u \gamma) \gg \lambda x .\left(u^{\prime} \gamma^{\prime}\right)$.
Assume w.l.o.g. (by Remark 2.2.5) that for all $y \in F V(u) \cup F V\left(u^{\prime}\right)$ where $y \neq x$, we have $x \notin F V(\gamma(y)), x \notin F V\left(\gamma^{\prime}(y)\right), \quad \gamma(x)=x$ and $\gamma^{\prime}(x)=x$. By substitution $\lambda x .(u \gamma)=(\lambda x . u) \gamma$ and $\lambda x .\left(u \gamma^{\prime}\right)=(\lambda x . u) \gamma^{\prime}$, hence $(\lambda x . u) \gamma \gg\left(\lambda x . u^{\prime}\right) \gamma^{\prime}$.
5. $\frac{u \gg u^{\prime} \quad v \gg v^{\prime}}{u v \gg u^{\prime} v^{\prime}}$

By induction we have $u \gamma \gg u^{\prime} \gamma^{\prime}$ and $v \gamma \gg v^{\prime} \gamma^{\prime}$.
By definition we have $(u \gamma)(v \gamma) \gg\left(u^{\prime} \gamma^{\prime}\right)\left(v^{\prime} \gamma^{\prime}\right)$.
By substitution we have $(u v) \gamma \gg\left(u^{\prime} v^{\prime}\right) \gamma^{\prime}$.

## Lemma 2.2.30 (Diamond property of parallel reduction).

If $t_{1} \gg t_{2}$ and $t_{1} \gg t_{3}$, then there is $t_{4}$ such that $t_{2} \gg t_{4}$ and $t_{3} \gg t_{4}$.
Proof. By induction on the sum of the lengths of the derivations of $t_{1} \gg t_{2}$ and $t_{1} \gg t_{3}$. We enumerate the cases for $t_{1} \gg t_{2}$, and if necessary, for $t_{1} \gg t_{3}$ :

1. When at least one of the reductions $t_{1} \gg t_{2}$ or $t_{1} \gg t_{3}$ is an instance of rule 1 of Definition 2.2.28, then $t_{1}$ is an expression of the form $\left(\lambda x . u_{1}\right) v_{1}$, and we get the following possible sub-cases:
(a) $\frac{u_{1} \gg u_{2} \quad v_{1} \gg v_{2}}{\left(\lambda x . u_{1}\right) v_{1} \gg u_{2}\left[v_{2} / x\right]} \quad \frac{u_{1} \gg u_{3} \quad v_{1} \gg v_{3}}{\left(\lambda x . u_{1}\right) v_{1} \gg u_{3}\left[v_{3} / x\right]}$

By induction there is $u_{4}, v_{4}$ such that
$u_{2} \gg u_{4}$ and $u_{3} \gg u_{4}$ and $v_{2} \gg v_{4}$ and $v_{3} \gg v_{4}$.
By applying Lemma 2.2.29 twice we get $u_{2}\left[v_{2} / x\right] \gg u_{4}\left[v_{4} / x\right]$ and $u_{3}\left[v_{3} / x\right] \gg u_{4}\left[v_{4} / x\right]$ respectively.
(b) $\frac{u_{1} \gg u_{2} v_{1} \gg v_{2}}{\left(\lambda x \cdot u_{1}\right) v_{1} \gg u_{2}\left[v_{2} / x\right]} \quad \frac{\lambda x . u_{1} \gg \lambda x \cdot u_{3} \quad v_{1} \gg v_{3}}{\left(\lambda x \cdot u_{1}\right) v_{1} \gg\left(\lambda x . u_{3}\right) v_{3}}$

By induction there is $u_{4}, v_{4}$ such that
$u_{2} \gg u_{4}$ and $u_{3} \gg u_{4}$ and $v_{2} \gg v_{4}$ and $v_{3} \gg v_{4}$.
By definition $\left(\lambda x . u_{3}\right) v_{3} \gg u_{4}\left[v_{4} / x\right]$.
By Lemma 2.2.29 $u_{2}\left[v_{2} / x\right] \gg u_{4}\left[v_{4} / x\right]$.
(c) $\frac{\lambda x . u_{1} \gg \lambda x . u_{2} \quad v_{1} \gg v_{2}}{\left(\lambda x . u_{1}\right) v_{1} \gg\left(\lambda x . u_{2}\right) v_{2}} \quad \frac{u_{1} \gg u_{3} v_{1} \gg v_{3}}{\left(\lambda x . u_{1}\right) v_{1} \gg u_{3}\left[v_{3} / x\right]}$

Symmetric to the previous case.
2. When at least one of the reductions $t_{1} \gg t_{2}$ or $t_{1} \gg t_{3}$ is an instance of rule 2 of Definition 2.2.28, then $t_{1}$ is an expression of the form $f\left(p_{1} \gamma_{1}\right) \ldots\left(p_{n} \gamma_{1}\right)$, and we get the following possible sub-cases:
(a) $\left\{\begin{array}{l}\frac{p_{1} \gamma_{1} \gg p_{1} \gamma_{2}}{f\left(p_{1} \gamma_{1}\right) \ldots\left(p_{n} \gamma_{1}\right) \gg(\lambda \vec{x} . s) \gamma_{2}}\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right. \\ \frac{p_{1} \gamma_{1} \gg p_{1} \gamma_{3} \ldots \ldots p_{n} \gamma_{1} \gg p_{n} \gamma_{3}}{f\left(p_{1} \gamma_{1}\right) \ldots\left(p_{n} \gamma_{1}\right) \gg(\lambda \vec{x} . s) \gamma_{3}}\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right.\end{array}\right.$

By Restriction 2.2.24 all the rules for $f$ in $\mathcal{R}$ are mutually disjoint, and the term $f\left(p_{1} \gamma_{1}\right) \ldots\left(p_{n} \gamma_{1}\right)$ then uniquely determines the matching rule $f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R}$.
By induction there is $\gamma_{4}$ such that $p_{i} \gamma_{2} \gg p_{i} \gamma_{4}$ and $p_{i} \gamma_{3} \gg p_{i} \gamma_{4}$.
By definition we have
$f\left(p_{1} \gamma_{2}\right) \ldots\left(p_{n} \gamma_{2}\right) \gg(\lambda \vec{x} . s) \gamma_{4}$ and $f\left(p_{1} \gamma_{3}\right) \ldots\left(p_{n} \gamma_{3}\right) \gg(\lambda \vec{x} . s) \gamma_{4}$.
We have $\gamma_{2}(x) \gg \gamma_{4}(x)$ and $\gamma_{3}(x) \gg \gamma_{4}(x)$ for all $x \in F V\left(p_{i}\right)$.
By using Lemma 2.2.29 twice, we have
$(\lambda \vec{x} . s) \gamma_{2} \gg(\lambda \vec{x} . s) \gamma_{4}$ and $(\lambda \vec{x} . s) \gamma_{3} \gg(\lambda \vec{x} . s) \gamma_{4}$ respectively.
(b) $\left\{\begin{array}{l}\frac{p_{1} \gamma_{1} \gg p_{1} \gamma_{2} \quad \ldots \quad p_{n} \gamma_{1} \gg p_{n} \gamma_{2}}{f\left(p_{1} \gamma_{1}\right) \ldots\left(p_{n} \gamma_{1}\right) \gg(\lambda \vec{x} . s) \gamma_{2}}\end{array}\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right.\right.$

By Restriction 2.2.24 all the rules for $f$ in $\mathcal{R}$ are left-linear, and then $u_{i}$ are expressions of the form $p_{i} \gamma_{3}$, where $\gamma_{1}(x) \gg \gamma_{3}(x)$ for all $x \in F V\left(p_{1}, \ldots, p_{n}\right)$
By induction there is $\gamma_{4}$ such that $p_{i} \gamma_{2} \gg p_{i} \gamma_{4}$ and $p_{i} \gamma_{3} \gg p_{i} \gamma_{4}$.
By definition $f\left(p_{1} \gamma_{3}\right) \ldots\left(p_{n} \gamma_{3}\right) \gg(\lambda \vec{x} . s) \gamma_{4}$.
We have $\gamma_{2}(x) \gg \gamma_{4}(x)$ for all $x \in F V\left(p_{i}\right)$.
By Lemma 2.2 .29 we have $(\lambda \vec{x} . s) \gamma_{2} \gg(\lambda \vec{x} . s) \gamma_{4}$.
(c) $\left\{\begin{array}{l}\frac{p_{1} \gamma_{1} \gg u_{1} \ldots \ldots p_{n} \gamma_{1} \gg u_{n}}{f\left(p_{1} \gamma_{1}\right) \ldots\left(p_{n} \gamma_{1}\right) \gg f u_{1} \ldots u_{n}} \\ \frac{p_{1} \gamma_{1} \gg p_{1} \gamma_{3} \ldots \ldots \quad p_{n} \gamma_{1} \gg p_{n} \gamma_{3}}{f\left(p_{1} \gamma_{1}\right) \ldots\left(p_{n} \gamma_{1}\right) \gg(\lambda \vec{x} . s) \gamma_{3}}\end{array}\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{x}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right.\right.$ This case is symmetric to the previous one.
3. $\overline{a \gg}$

Then $t_{4}$ is $a$.
4. $\frac{u_{1} \gg u_{2}}{\lambda x . u_{1} \gg \lambda x . u_{2}} \quad \frac{u_{1} \gg u_{3}}{\lambda x . u_{1} \gg \lambda x \cdot u_{3}}$

By induction there is $u_{4}$ such that $u_{2} \gg u_{4}$ and $u_{3} \gg u_{4}$.
By definition $\lambda x . u_{2} \gg \lambda x . u_{4}$ and $\lambda x . u_{3} \gg \lambda x . u_{4}$ respectively.
5. $\frac{u_{1} \gg u_{2} v_{1} \gg v_{2}}{u_{1} v_{1} \gg u_{2} v_{2}} \quad \frac{u_{1} \gg u_{3} v_{1} \gg v_{3}}{u_{1} v_{1} \gg u_{3} v_{3}}$

By induction there is $u_{4}, v_{4}$ such that
$u_{2} \gg u_{4}, u_{3} \gg u_{4}$ and $v_{2} \gg v_{4}, v_{3} \gg v_{4}$.
By definition $u_{2} v_{2} \gg u_{4} v_{4}$ and $u_{3} v_{3} \gg u_{4} v_{4}$.

## Definition 2.2.31 (Multi-step parallel reduction).

The relation $t \gg_{n} u$ is inductively defined as follows:

$$
\overline{t \ggg_{0} t} \quad \frac{t \gg m_{m} u \quad u \gg v}{t \ggg_{m+1} v}
$$

## Proposition 2.2.32 (Confluence).

If $t \rightsquigarrow^{*} u$ and $t \rightsquigarrow^{*} v$ then $t \bowtie u$.
Proof. It is clear that $t \rightsquigarrow^{*} u$ if and only if $t \gg_{n} u$ for some $n$.
Assume $t \rightsquigarrow^{*} u$ and $t \rightsquigarrow^{*} v$. Then $t \gg_{m} u$ for some $m$, and $t \gg_{n} v$ for some $n$. By repeatedly applying Lemma 2.2 .30 we can find $w$ such that $u>_{n} w$ and $v \ggg m$. Hence $u \rightsquigarrow^{*} w$ and $v \rightsquigarrow^{*} w$.
Corollary 2.2.33. The relation $\bowtie$ is an equivalence relation.

### 2.2.4 Notions of normal form and normalization

Note that we consider reduction of open terms, and reduction is performed under abstractions as well as constructors. Therefore every sub-term of a normal term is normal. We will consider weak normalization, asserting the existence of a reduction sequence leading to a normal form.

Definition 2.2.34 (Normal form and normalizability).

- $\mathrm{NF}(t)$ means that there is no $t^{\prime}$ such that $t \rightsquigarrow t^{\prime}$.
- $\mathrm{WN}(t)$ means that there exists $t^{\prime}$ such that $t \rightsquigarrow{ }^{*} t^{\prime}$, where $\mathrm{NF}\left(t^{\prime}\right)$.

Definition 2.2.35 ( $\beta$-normality). A term $t$ is beta normal iff $t$ contains no sub-term of the form $(\lambda x . u) v$.

Remark 2.2.36. The syntactical categories $s, S$ and $\Xi$ are $\beta$-normal. ${ }^{6}$
Notation 2.2.37. Let $u \Downarrow v$ be a shorthand for $u \rightsquigarrow^{*} v \wedge \operatorname{NF}(v)$.
Notation 2.2.38.
Let $\left(t_{1}, \ldots, t_{n}\right) \Downarrow\left(u_{1}, \ldots, u_{n}\right)$ be a shorthand for $t_{1} \Downarrow u_{1}, \ldots, t_{n} \Downarrow u_{n}$.
Proposition 2.2.39 (Uniqueness of normal form).
If $u \bowtie v$ and $u \Downarrow w$ then $v \Downarrow w$.
Proof. By Proposition 2.2.32 (Confluence).
The following lemma will be used in the proof of Proposition 3.3.3.
Lemma 2.2.40 (Normalizable variable application).
$\mathrm{WN}(t x) \Rightarrow \mathrm{WN}(t)$.
Proof. Assume WN $(t x)$. Then there is a reduction sequence

$$
t x \rightsquigarrow t_{1} \rightsquigarrow t_{2} \rightsquigarrow \ldots \rightsquigarrow t_{n}
$$

such that $t_{n}$ is normal. We proceed by induction on $n$. If $n=0$, then $t x$ is normal, hence $t$ is normal. Otherwise $t x$ contains a redex. By Definition 2.2.12 (Reduction), $t x$ itself cannot be a $\iota$-redex, and the first step $t x \rightsquigarrow t_{1}$ must be derived by one of the following rules:

1. $\overline{(\lambda y . u) x \rightsquigarrow_{\beta} u[x / y]}$

Since $u[x / y]$ is normalizable, so is $u[y / y]$, hence $\operatorname{WN}(t)$.
2. $\frac{t \rightsquigarrow u}{t x \rightsquigarrow u x}$

We have $u x=t_{1}$. Since $t_{1}$ reduces to $t_{n}$ in $n-1$ steps, we have $\operatorname{WN}(u x)$. By induction WN $(u)$. We have $t \rightsquigarrow u$, hence $\mathrm{WN}(t)$.
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### 2.3 Type system

### 2.3.1 Rules of inference

Definition 2.3.1 (Formation and inhabitation of types).
The relations $\vdash \Gamma$ (context formation), $\Gamma \vdash T$ (type formation) and $\Gamma \vdash t: T$ (type inhabitation) are mutually inductively defined as follows:

- Context formation

$$
\overline{\vdash()} \quad \frac{\Gamma \vdash T}{\vdash \Gamma, x: T} x \notin \operatorname{supp}(\Gamma)
$$

- Type formation

$$
\frac{\vdash \Gamma}{\Gamma \vdash \text { Set }} \quad \frac{\Gamma \vdash t: \text { Set }}{\Gamma \vdash \mathrm{El} t} \quad \frac{\Gamma, x: U \vdash V}{\Gamma \vdash(x: U) \rightarrow V}
$$

- Type inhabitation

$$
\begin{gathered}
\frac{\vdash \Gamma}{\Gamma \vdash x: \Gamma(x)} \quad \frac{\Gamma \vdash t: U}{\Gamma \vdash t: T} \quad \Gamma \vdash T \\
\frac{\Gamma \vdash t:(x: U) \rightarrow V}{\Gamma \vdash t u: V[u / x]} \quad \Gamma \vdash u: U \\
\frac{\Gamma, x: U \vdash v: V}{\Gamma \vdash \lambda x \cdot v:(x: U) \rightarrow V}
\end{gathered}
$$

$$
\left.\begin{array}{r}
\frac{\vdash \Gamma}{\Gamma \vdash f: \mathcal{F}(f)} \quad \frac{\vdash \Gamma}{\Gamma \vdash d: \mathcal{D}(d)} \quad \frac{\vdash \Gamma \quad \Gamma \vdash u_{1}: \text { Set } \ldots \quad \Gamma \vdash u_{k}: \text { Set }}{\Gamma \vdash c: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]} \\
\\
\frac{\vdash \Gamma}{\Gamma \vdash \Pi:(x: \text { Set, El } x \rightarrow \text { Set }) \rightarrow \text { Set }} \\
\\
\\
\Gamma \vdash \text { fun }:((x: \operatorname{El} t) \rightarrow \operatorname{El}(u x)) \rightarrow \operatorname{El}(\Pi t u)
\end{array}\right)
$$

where

$$
\mathcal{D}(d)=\operatorname{Set}^{n} \rightarrow \text { Set }
$$

$$
\mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \operatorname{El} e_{n}\right) \rightarrow \operatorname{El}\left(d x_{1} \ldots x_{k}\right)
$$

$$
\text { with } F V\left(e_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{k}\right\}
$$

Note that in the constructor rule, the premise $\vdash \Gamma$ is needed since $k$ may be 0 .

Remark 2.3.2. The language, and so the set of defined constants $f$, can be seen as fixed throughout the whole text. However, the typing specifications $\mathcal{F}$ may be undefined for some constants, in the case where $\mathcal{R}$ have rules for constants not declared in $\mathcal{F}$. In Definition 2.3.17 below, we describe what is a type-correct signature, and only for such signature we are sure that $\mathcal{F}$ will always have a type for $f$.

Definition 2.3.3 (Inhabitation of vectors).
We define the relation $\Delta \vdash \vec{u}: \Theta$, where $\vdash \Theta$ holds and $\Theta$ and $\vec{u}$ have the same lengths $n$, by induction on $n$ by the clauses:

$$
\overline{() \vdash():()} \quad \frac{\Delta \vdash t: T \quad \Delta \vdash \vec{t}: \Gamma[t / x]}{\Delta \vdash t, \vec{t}:(x: T, \Gamma)}
$$

### 2.3.2 Basic inversion properties

Lemma 2.3.4 (Type-formation inversion).

1. $\Gamma \vdash$ Set $\Rightarrow \vdash \Gamma$
2. $\Gamma \vdash \mathrm{El} t \Rightarrow \Gamma \vdash t$ : Set
3. $\Gamma \vdash(x: U) \rightarrow V \Rightarrow \Gamma, x: U \vdash V$

Proof. Direct from Definition 2.3.1.

Lemma 2.3.5 (Iterated function type inversion).
If $\Gamma \vdash\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T$, then
$\Gamma \vdash T_{1}, \Gamma, x_{1}: T_{1} \vdash T_{2}$ through $\Gamma, x_{1}: T_{1}, \ldots, x_{n-1}: T_{n-1} \vdash T_{n}$ and
$\Gamma, x_{1}: T_{1}, \ldots, x_{n}: T_{n} \vdash T$.
Proof. By iterated inversion of function type formation.

Lemma 2.3.6 (Context formation from typing). If $\mathfrak{D}$ is a derivation of $\Gamma \vdash T$ or $\Gamma \vdash t: T$ then $\mathfrak{D}$ contains a sub-derivation $\mathfrak{D}^{\prime}$ of $\vdash \Gamma$.

Proof. By induction on the derivations.

Corollary 2.3.7. If $\mathfrak{D}$ is a derivation of $\Gamma, x: U \vdash T$ or $\Gamma, x: U \vdash t: T$ then $\mathfrak{D}$ contains a sub-derivation $\mathfrak{D}^{\prime}$ of $\Gamma \vdash U$.

## Lemma 2.3.8.

1. $\Gamma \vdash T \Rightarrow F V(T) \subseteq \operatorname{supp}(\Gamma)$.
2. $\Gamma \vdash t: T \Rightarrow F V(t) \subseteq \operatorname{supp}(\Gamma)$.

Proof. By induction on the derivations and Lemma 2.3.6.

Corollary 2.3.9. If $\vdash t: T$ then $t$ and $T$ are closed.

### 2.3.3 Typing and patterns

Notation 2.3.10 (Pattern substitutions). Substitutions of the form $[y / x]$, [fun $y / x]$ or $[c \vec{y} / x]$ will be denoted $\alpha$, and compositions of substitutions of the form $\alpha_{1} \ldots \alpha_{n}$ will be denoted $\tau$.
For the following definition, please recall Notation 2.2.9, page 30, for substitution in contexts. The name neighbourhood in the definition below comes from MartinLöf's terminology, as referred to from Coquand (1992).

## Definition 2.3.11 (Atomic neighbourhood).

Given $\vdash \Delta$ and $\vdash \Gamma$, the relation $\Delta \xrightarrow{\alpha} \Gamma$ is defined by the clauses

1. $\Gamma_{1}, y: T, \Gamma_{2}[y / x] \xrightarrow{[y / x]} \Gamma_{1}, x: T, \Gamma_{2}$
2. $\Gamma_{1}, y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z), \Gamma_{2}[$ fun $y / x] \xrightarrow{[\text { fun } y / x]} \Gamma_{1}, x: T, \Gamma_{2}$ where $T \bowtie \operatorname{El}(\Pi t u), \quad \Gamma_{1} \vdash \mathrm{El}(\Pi t u)$ and $z \notin F V(u)$.
3. $\Gamma_{1}, \Delta[\vec{t} / \vec{z}], \Gamma_{2}[c \vec{y} / x] \xrightarrow{[c \vec{y} / x]} \Gamma_{1}, x: T, \Gamma_{2}$
where $\mathcal{C}(c)=\Delta \rightarrow \mathrm{El}(d \vec{z}), \vec{y}=\overrightarrow{\operatorname{supp}}(\Delta)$, $T \bowtie \operatorname{El}(d \vec{t})$ and $\Gamma_{1} \vdash \mathrm{El}(d \vec{t})$.

In the above definition we have assumed $\vdash \Delta$ for technical reasons. Without this assumption we would need subject reduction, which is proved only later (Lemma 2.4.18, page 55 below). Once we have proved this, we can drop the extra condition.
Remark 2.3.12. When $\Gamma_{1}, y_{1}: U_{1}, \ldots, y_{m}: U_{m}, \Gamma_{2} \alpha \xrightarrow{\alpha} \Gamma_{1}, x: T, \Gamma_{2}$ holds, then $x \notin F V(T) \cup F V\left(U_{i}\right)$, since $\vdash \Delta$ holds.

Definition 2.3.13 (Compound neighbourhood). Given $\vdash \Delta$ and $\vdash \Gamma$, the relation $\Delta \xrightarrow{\tau} \Gamma$, where $\tau$ is a composition of atomic neighbourhoods, is inductively defined by the rules

$$
\overline{\Gamma \xrightarrow{[]} \Gamma} \quad \frac{\Theta \xrightarrow{\tau} \Delta \Delta \Delta \stackrel{\alpha}{\longrightarrow} \Gamma}{\Theta \xrightarrow{\alpha \tau} \Gamma}
$$

Notation 2.3.14 (Neighbourhoods obtained from patterns). We write $\Delta \xrightarrow{[\vec{p} / \vec{x}]} \Gamma$, where $\vec{x}=\overrightarrow{\operatorname{supp}}(\Gamma)$, when we can write $[\vec{p} / \vec{x}]$ as a neighbourhood $\tau$ such that $\vec{x} \tau=\vec{p}$ and $\Delta \xrightarrow{\tau} \Gamma$ holds. When there is no confusion about $\vec{x}$, we may omit it.

Note that $\Delta \xrightarrow{\tau} \Gamma$ may have infinitely many possible derivations, and also that $\Delta$ is not unique. The properties we are going to use about neighbourhoods will not depend on particular derivations of neighbourhoods, but only on the fact that such derivations exist. Moreover, as we will show in Section 5.1, we can find the unique normal form $\Delta^{\prime}$ of $\Delta$, satisfying $\Delta^{\prime} \xrightarrow{\tau} \Gamma$.

### 2.3.4 Typing and the signature

Definition 2.3.15 (Typing conditions of $\mathcal{D}$ and $\mathcal{C}$ ).
Let $\vdash(\mathcal{D}, \mathcal{C})$ be the property ${ }^{7}$
$\forall d . \mathcal{D}(d)=$ Set $^{k} \rightarrow$ Set $\Rightarrow$

$$
\begin{aligned}
& \forall c \cdot \mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \operatorname{El} e_{n}\right) \rightarrow d x_{1} \ldots x_{k} \Rightarrow \\
& \quad x_{1}: \operatorname{Set}, \ldots, x_{k}: \operatorname{Set} \vdash \mathcal{C}(c)
\end{aligned}
$$

Definition 2.3.16 (Typing conditions of $\mathcal{F}$ and $\mathcal{R}$ ).
Let $\vdash \mathcal{F}$ be the property $\forall f \in \mathcal{F}$. $\vdash \mathcal{F}(f)$. If $\vdash \mathcal{F}$ holds, then $\vdash \mathcal{R}$ holds iff for all $f$ such that $\mathcal{F}(f)=\Gamma_{f} \rightarrow T_{f}$, for all rules $f \vec{p}=s$ in $\mathcal{R}$ there exists $\Delta$ such that $\Delta \xrightarrow{[\vec{p}]} \Gamma_{f}$ and $\Delta \vdash s: T_{f}[\vec{p}]$.

Definition 2.3.17 (Typing conditions of $\Sigma$ ).
Let $\vdash \Sigma$ be the property $\vdash(\mathcal{D}, \mathcal{C}) \wedge \vdash \mathcal{F} \wedge \vdash \mathcal{R}$

Notation 2.3.18. We may write $\vdash_{\Sigma}$ in a typing judgement to make explicit that it is made with respect to a particular signature $\Sigma$. When omitting the subscript, we mean the whole signature, as explained in Restriction 2.1.22. To be more explicit in the above definition, we could have written $\vdash_{\Sigma} \mathcal{D}, \mathcal{C} \wedge \vdash_{\Sigma} \mathcal{F} \wedge \vdash_{\Sigma} \mathcal{R}$.

### 2.3.5 Examples

We give some examples to show how a definition is validated in our system. These should also give an impression of what kinds of type-theoretic definitions fit in the framework. Before reading further, it may be helpful to recall the notational conventions discussed in Section 2.1.3, page 27.

Notation 2.3.19. In the examples we will allow ourselves to choose identifier names differing from the notation given in Definition 2.1.1. We will use uppercase names for set-valued identifiers and types, and lower case for other objects.

## The Cartesian product of a family of sets

We have one built-in higher-order but non-recursive parameterized data type:

$$
\Pi:(x: \text { Set, El } x \rightarrow \text { Set }) \rightarrow \text { Set }
$$

with constructor

$$
\text { fun }:((x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)) \rightarrow \mathrm{El}(\Pi t u)
$$

[^20]We can define the elimination rule formulated in Martin-Löf (1984) (see also Nordström et al., 1990) in our framework as follows:

$$
\begin{array}{rl}
\text { funsplit : } & (A: \text { Set, } \\
& F: \operatorname{El} A \rightarrow \text { Set, } \\
& G: \operatorname{El}(\Pi A F) \rightarrow \text { Set, } \\
& (f:(a: \operatorname{El} A) \rightarrow \operatorname{El}(F a)) \rightarrow \operatorname{El}(G(\text { fun } f)), \\
& b: \operatorname{El}(\Pi A F)) \\
& \rightarrow \operatorname{El}(G b) \\
\text { funsplit } A & F G g(\text { fun } f)=g f
\end{array}
$$

To establish $\vdash \mathcal{R}$ in this case we have to find $\Delta$ such that ${ }^{8}$

$$
\begin{aligned}
\Delta \xrightarrow{[A, F, G, g, \text { fun } f]}(A & : \text { Set }, F: \mathrm{El} A \rightarrow \text { Set, } G: \mathrm{El}(\Pi A F) \rightarrow \text { Set }, \\
& g:(f:(a: \mathrm{El} A) \rightarrow \mathrm{El}(F a)) \rightarrow \mathrm{El}(G(\text { fun } f)), \\
b & : \mathrm{El}(\Pi A F))
\end{aligned}
$$

holds, and verify $\Delta \vdash g f: \operatorname{El}(G$ (fun $f)$ ). We have

$$
\begin{aligned}
\Delta= & (A: \text { Set, } \\
& F: \text { El } A \rightarrow \text { Set, } \\
& G: \operatorname{El}(\Pi A F) \rightarrow \operatorname{Set}, \\
& g:(f:(a: \operatorname{El} A) \rightarrow \mathrm{El}(F a)) \rightarrow \mathrm{El}(G(\text { fun } f)), \\
& f:(x: \operatorname{El} A) \rightarrow \operatorname{El}(F x))
\end{aligned}
$$

and we see that $g f$ has the correct type, by the application rule.

## Set-valued functions

Following Smith (1989) we can define propositional functions as families of types. In a programming point of view, these are rather set-valued functions. The following examples illustrate how such functions can be used for programming. We can define the type of vectors of length $n$ as follows: ${ }^{9}$

$$
\begin{aligned}
& \text { Vec }:(\text { Set, Nat }) \rightarrow \text { Set } \\
& \operatorname{Vec} A 0=\top \\
& \operatorname{Vec} A(\mathrm{~s} n)=A \times \operatorname{Vec} A n
\end{aligned}
$$

We can also define the set of finite sets of size $n$ :

$$
\begin{aligned}
& \text { Fin }: \text { Nat } \rightarrow \text { Set } \\
& \text { Fin } 0=\perp \\
& \text { Fin }(\operatorname{s~} n)=\text { Fin } n+\top
\end{aligned}
$$

We can combine these to implement a safe indexing function for vectors. Given a number $n$ and $m \leq n+1$ and a non-empty vector $v$ of length $n+1$, return $v$ at position $m$.

[^21]```
index : \((A:\) Set, \(n:\) Nat, Fin (s \(n), \operatorname{Vec} A(\mathrm{~s} n)) \rightarrow A\)
index \(A 0 m\left(a, v^{\prime}\right)=a\)
index \(A\left(\mathrm{~s} n^{\prime}\right)\left(\operatorname{inl} m^{\prime}\right)\left(a, v^{\prime}\right)=\operatorname{index} A n^{\prime} m^{\prime} v^{\prime}\)
index \(A\) (s \(\left.n^{\prime}\right)(\operatorname{inr} u)\left(a, v^{\prime}\right)=a\)
```


## Nested data-types

Nested data-types can be defined in our system. Here follows a flattening function for such a type. ${ }^{10}$ The 'append' constant is the usual list append function. We are not investigating nested types here, but as they can be defined in our system, we give this example. It shows how a set pattern ${ }^{11} e$ can be instantiated in the scheme for constructor arguments.

```
Square : Set \(\rightarrow\) Set
    pair : \(A \rightarrow A \rightarrow\) Square \(A\)
Pow : Set \(\rightarrow\) Set
    zeroP : \(A \rightarrow\) Pow \(A\)
    succP : Pow(Square \(A\) ) \(\rightarrow\) Pow \(A\)
aux: \((A\) : Set, \(B:\) Set, \(B \rightarrow\) List \(A\), Square \(B) \rightarrow\) List \(A\)
    aux \(A B f\left(\right.\) pair \(\left.x_{1} x_{2}\right)=\) append \(A\left(f x_{1}\right)\left(f x_{2}\right)\)
flatP : \((A:\) Set, \(B:\) Set, \(B \rightarrow\) List \(A\), Pow \(B) \rightarrow\) List \(A\)
    flatP \(A B f(\) zeroP \(a)=f a\)
    flatP \(A B f(\operatorname{succ} \mathrm{P} p s a)=\) flatP \(A(\) Square \(B)(\lambda x\). aux \(A B f x) p s a\)
flatPow : \((A\) : Set, Pow \(A) \rightarrow\) List \(A\)
    flatPow \(A p=\) flatP \(A A(\lambda x, x::[]) p\)
```

Later we will see that the results about normalization and decidable typecorrectness in sections 3.3 and 5.1 apply to the examples above as special cases.

### 2.4 Properties of the type system

### 2.4.1 Thinning and weakening

Lemma 2.4.1 (Thinning).

1. $\Gamma, \Delta \vdash T \wedge \vdash \Gamma, y: W, \Delta \Rightarrow \Gamma, y: W, \Delta \vdash T$
2. $\Gamma, \Delta \vdash t: T \wedge \vdash \Gamma, y: W, \Delta \Rightarrow \Gamma, y: W, \Delta \vdash t: T$
[^22]Proof. We proceed by simultaneous induction on the derivations of $\Gamma, \Delta \vdash T$ and $\Gamma, \Delta \vdash t: T$.

1. Assume $\vdash \Gamma, y: W, \Delta$ and $\Gamma, \Delta \vdash T$. We have the following cases:
(a) $\frac{\vdash \Gamma, \Delta}{\Gamma, \Delta \vdash \operatorname{Set}}$

In this case $\Gamma, y: W, \Delta \vdash$ Set follows by definition from $\vdash \Gamma, y: W, \Delta$.
(b) $\frac{\Gamma, \Delta \vdash u: \text { Set }}{\Gamma, \Delta \vdash \mathrm{El} u}$

By induction (2) we have $\Gamma, y: W, \Delta \vdash u:$ Set.
By definition then $\Gamma, y: W, \Delta \vdash \mathrm{El} u$ holds.
(c) $\frac{\Gamma, \Delta, x: U \vdash V}{\Gamma, \Delta \vdash(x: U) \rightarrow V}$

By Corollary 2.3.7, we have $\Gamma, \Delta \vdash U$ in a sub-derivation of $\Gamma, \Delta, x: U \vdash V$.
By assumption $\vdash \Gamma, y: W, \Delta$. Assume w.l.o.g. $x \notin \operatorname{supp}(\Gamma, y: W, \Delta)$. Then $\vdash \Gamma, y: W, \Delta, x: U$.
By induction (1) we have $\Gamma, y: W, \Delta, x: U \vdash V$.
By definition then $\Gamma, y: W, \Delta \vdash(x: U) \rightarrow V$.
2. Assume $\vdash \Gamma, y: W, \Delta$ and $\Gamma, \Delta \vdash t: T$. We have the following cases:
(a) $\frac{\vdash \Gamma, \Delta}{\Gamma, \Delta \vdash x:(\Gamma, \Delta)(x)}$

By assumption $\vdash \Gamma, y: W, \Delta$. Then since $\Gamma, y: W, \Delta$ is disjoint, we have $y \neq x$, and so $(\Gamma, \Delta)(x)=(\Gamma, y: W, \Delta)(x)$.
Hence $\Gamma, y: W, \Delta \vdash x:(\Gamma, \Delta)(x)$.
(b) $\frac{\Gamma, \Delta \vdash t: U \quad \Gamma, \Delta \vdash T}{\Gamma, \Delta \vdash t: T} U \bowtie T$

By induction (2) we have $\Gamma, y: W, \Delta \vdash t: U$.
By induction (1) we have $\Gamma, y: W, \Delta \vdash T$.
By definition then $\Gamma, y: W, \Delta \vdash t: T$.
(c) $\frac{\Gamma, \Delta \vdash u:(x: U) \rightarrow V \quad \Gamma, \Delta \vdash v: U}{\Gamma, \Delta \vdash u v: V[v / x]}$

By induction (2) we have $\Gamma, y: W, \Delta \vdash u:(x: U) \rightarrow V$.
By induction (2) we have $\Gamma, y: W, \Delta \vdash v: U$.
By definition then $\Gamma, y: W, \Delta \vdash u v: V[v / x]$.
(d) $\frac{\Gamma, \Delta, x: U \vdash v: V}{\Gamma, \Delta \vdash \lambda x \cdot v:(x: U) \rightarrow V}$

By Corollary 2.3.7, we have $\Gamma, \Delta \vdash U$ in a sub-derivation of $\Gamma, \Delta, x: U \vdash v: V$.
By assumption $\vdash \Gamma, y: W, \Delta$. Assume w.l.o.g. $x \notin \operatorname{supp}(\Gamma, y: W, \Delta)$.
Then $\vdash \Gamma, y: W, \Delta, x: U$.
By induction (2) we have $\Gamma, y: W, \Delta, x: U \vdash v: V$.
By definition then $\Gamma, y: W, \Delta \vdash \lambda x \cdot v:(x: U) \rightarrow V$.
(e) $\frac{\vdash \Gamma, \Delta}{\Gamma, \Delta \vdash f: \mathcal{F}(f)}$

In this case $\Gamma, y: W, \Delta \vdash t: T$ follows by definition from $\vdash \Gamma, y: W, \Delta$.
(f) $\frac{\vdash \Gamma, \Delta}{\Gamma, \Delta \vdash d: \mathcal{D}(d)}$

In this case $\Gamma, y: W, \Delta \vdash t: T$ follows by definition from $\vdash \Gamma, y: W, \Delta$.
$(\mathrm{g}) \xrightarrow{\vdash \Gamma, \Delta \quad \Gamma, \Delta \vdash u_{1}: \operatorname{Set} \ldots \quad \Gamma, \Delta \vdash u_{k}: \operatorname{Set}} \begin{aligned} \Gamma, \Delta \vdash c: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]\end{aligned}\left\{\begin{array}{c}\mathcal{D}(d)=\operatorname{Set}^{k} \rightarrow \text { Set } \\ \mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \text { El } e_{n}\right) \\ \rightarrow \mathrm{El}\left(d x_{1} \ldots x_{k}\right) \\ F V\left(e_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{k}\right\}\end{array}\right.$
By induction (2) we have $\Gamma, y: W, \Delta \vdash u_{i}:$ Set. Then by definition $\Gamma, y: W, \Delta \vdash c: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]$.
(h) $\overline{\Gamma, \Delta \vdash \Pi:(x: S e t, ~ E l ~} x \rightarrow$ Set $) \rightarrow$ Set

In this case $\Gamma, y: W, \Delta \vdash t: T$ follows by definition from $\vdash \Gamma, y: W, \Delta$.
(i) $\frac{\Gamma, \Delta \vdash u: \operatorname{Set} \quad \Gamma, \Delta \vdash v: \mathrm{El} u \rightarrow \mathrm{Set}}{\Gamma, \Delta \vdash \text { fun }:((x: \mathrm{El} u) \rightarrow \mathrm{El}(v x)) \rightarrow \mathrm{El}(\Pi u v)} x \notin F V(v)$

By induction (2) we have $\Gamma, y: W, \Delta \vdash u:$ Set and
$\Gamma, y: W, \Delta \vdash v:$ El $u \rightarrow$ Set.
By definition then $\Gamma, y: W, \Delta \vdash$ fun $:((x: \mathrm{El} u) \rightarrow \mathrm{El}(v x)) \rightarrow \mathrm{El}(\Pi u v)$.

## Corollary 2.4.2 (Weakening).

1. $\Gamma \vdash T \wedge \vdash \Gamma, x: U \Rightarrow \Gamma, x: U \vdash T$
2. $\Gamma \vdash t: T \wedge \vdash \Gamma, x: U \Rightarrow \Gamma, x: U \vdash t: T$

### 2.4.2 Well-typed substitution

Definition 2.4.3 (Context map).
We will write $\gamma: \Delta \rightarrow \Gamma$, to denote $\forall x \in \operatorname{supp}(\Gamma) . \Delta \vdash \gamma(x): \Gamma(x) \gamma$
The notation ${ }^{12} \gamma: \Delta \rightarrow \Gamma$ may be read as " $\gamma$ is a realization of $\Gamma$ with respect to $\Delta$ " or alternatively " $\gamma$ is a context map from $\Delta$ to $\Gamma$ ".

## Lemma 2.4.4 (Substitution lemma).

If $\vdash \Delta$ and $\gamma: \Delta \rightarrow \Gamma$ then

1. $\Gamma \vdash T \Rightarrow \Delta \vdash T \gamma$
2. $\Gamma \vdash t: T \Rightarrow \Delta \vdash t \gamma: T \gamma$

Proof. We proceed by simultaneous induction on the derivations of $\Gamma \vdash T$ and $\Gamma \vdash t: T$. We have the following cases:

1. Assume $\vdash \Delta, \gamma: \Delta \rightarrow \Gamma$ and $\Gamma \vdash T$. We have the following cases:
(a) $\frac{\vdash \Gamma}{\Gamma \vdash \operatorname{Set}}$

We have $\vdash \Delta$ by assumption. Then $\Delta \vdash$ Set holds by definition.
(b) $\frac{\Gamma \vdash u: \text { Set }}{\Gamma \vdash \mathrm{El} u}$

By induction (2) we have $\Delta \vdash u \gamma$ : Set.
By definition then $\Delta \vdash \mathrm{El} u \gamma$.
(c) $\frac{\Gamma, x: U \vdash V}{\Gamma \vdash(x: U) \rightarrow V}$

By Corollary 2.3.7 we have $\Gamma \vdash U$ as a sub-derivation of the premise. By induction (1) then $\Delta \vdash U \gamma$. Assume w.l.o.g. that $x \notin \operatorname{supp}(\Delta)$, $\gamma(x)=x$ and $x$ is fresh for $V, x, \gamma$.
We verify first that $\gamma:(\Delta, x: U \gamma) \rightarrow(\Gamma, x: U)$ holds as follows: By above we have $\vdash \Delta, x: U \gamma$. By Definition 2.3.1 (Type inhabitation, variable rule) we have $\Delta, x: U \gamma \vdash x: U \gamma$. We have $U \gamma=(\Gamma, x:$ $U \gamma)(x)$ and $\gamma(x)=x$, and then $\Delta, x: U \gamma \vdash \gamma(x):(\Gamma, x: U)(x) \gamma$ holds.
Then we verify that $\Delta, x: U \gamma \vdash \gamma(y):(\Gamma, x: U)(y) \gamma$ holds for $y$ such that $y \neq x$ and $y \in \operatorname{supp}(\Gamma)$ as follows: We have by assumption that $\Delta \vdash \gamma(y): \Gamma(y) \gamma$ holds.
By Corollary 2.4.2 (Weakening) we have $\Delta, x: U \gamma \vdash \gamma(y): \Gamma(y) \gamma$. But $(\Gamma, x: U)(y)=\Gamma(y)$, and then $\Delta, x: U \gamma \vdash \gamma(y):(\Gamma, x: U)(y) \gamma$ holds.

[^23]Thus, $\forall z \in \operatorname{supp}(\Gamma, x: U) . \Delta, x: U \gamma \vdash \gamma(z):(\Gamma, x: U)(z) \gamma$ holds, which means $\gamma:(\Delta, x: U \gamma) \rightarrow(\Gamma, x: U)$.
By induction (1) then $\Delta, x: U \gamma \vdash V \gamma$.
By definition we get $\Delta \vdash$ Fun $(U \gamma)(\lambda x . V \gamma)$.
By assumption $x$ is fresh for $V, x, \gamma$ and $\gamma(x)=x$.
By substitution we have $\lambda x .(V \gamma)=(\lambda x . V) \gamma$.
Then $\Delta \vdash($ Fun $U(\lambda x . V)) \gamma$.
2. Assume $\vdash \Delta, \gamma: \Delta \rightarrow \Gamma$ and $\Gamma \vdash t: T$. We have the following cases:
(a) $\frac{\vdash \Gamma}{\Gamma \vdash x: \Gamma(x)}$

We have $\gamma: \Delta \rightarrow \Gamma$ by assumption. By Definition 2.4.3 (Context map) then $\Delta \vdash \gamma(x): \Gamma(x) \gamma$.
(b) $\frac{\Gamma \vdash t: U \quad \Gamma \vdash T}{\Gamma \vdash t: T} U \bowtie T$

By induction (2) we have $\Delta \vdash t \gamma: U \gamma$ and $\Delta \vdash T \gamma$. From $U \bowtie T$ and Proposition 2.2.17 we have $U \gamma \bowtie T \gamma$. By definition then $\Delta \vdash t \gamma: T \gamma$.
(c) $\frac{\Gamma \vdash u:(x: U) \rightarrow V \quad \Gamma \vdash v: U}{\Gamma \vdash u v: V[v / x]}$

By induction (2) we have
$\Delta \vdash u \gamma:((x: U) \rightarrow V) \gamma$ and $\Delta \vdash v \gamma: U \gamma$.
Assume w.l.o.g. $x$ is fresh for $V, x, \gamma$ and $\gamma(x)=x$.
Then $(\lambda x . V) \gamma=\lambda x .(V \gamma)$. Then $\Delta \vdash u \gamma:(x: U \gamma) \rightarrow V \gamma$.
By definition $\Delta \vdash(u \gamma)(v \gamma): V \gamma[v \gamma / x]$.
From the assumption about $x$ we have $V \gamma[v \gamma / x]=V[v / x] \gamma$.
Then $\Delta \vdash(u v) \gamma: V[v / x] \gamma$.
(d) $\frac{\Gamma, x: U \vdash v: V}{\Gamma \vdash \lambda x \cdot v:(x: U) \rightarrow V}$

By Corollary 2.3.7 we have $\Gamma \vdash U$ as a sub-derivation of the premise. By induction (1) then $\Delta \vdash U \gamma$. Assume w.l.o.g. $x \notin \operatorname{supp}(\Delta), x$ is fresh for $v, x, \gamma, x$ is fresh for $V, x, \gamma$ and $\gamma(x)=x$.
We verify first that $\gamma:(\Delta, x: U \gamma) \rightarrow(\Gamma, x: U)$ holds as follows: By above we have $\vdash \Delta, x: U \gamma$. By Definition 2.3.1 (Type inhabitation, variable rule) we have $\Delta, x: U \gamma \vdash x: U \gamma$. We have $U \gamma=(\Gamma, x$ : $U \gamma)(x)$ and $\gamma(x)=x$, and then $\Delta, x: U \gamma \vdash \gamma(x):(\Gamma, x: U)(x) \gamma$ holds.
Then we verify that $\Delta, x: U \gamma \vdash \gamma(y):(\Gamma, x: U)(y) \gamma$ holds for $y$ such that $y \neq x$ and $y \in \operatorname{supp}(\Gamma)$. We have by assumption that $\Delta \vdash \gamma(y): \Gamma(y) \gamma$ holds

By Corollary 2.4.2 (Weakening) we have $\Delta, x: U \gamma \vdash \gamma(y): \Gamma(y) \gamma$. But $(\Gamma, x: U)(y)=\Gamma(y)$, and then $\Delta, x: U \gamma \vdash \gamma(y):(\Gamma, x: U)(y) \gamma$ holds.
Thus, $\forall z \in \operatorname{supp}(\Gamma, x: U) . \Delta, x: U \gamma \vdash \gamma(z):(\Gamma, x: U)(z) \gamma$ holds, which means $\gamma:(\Delta, x: U \gamma) \rightarrow(\Gamma, x: U)$.
By induction (2) then $\Delta, x: U \gamma \vdash v \gamma: V \gamma$.
By definition we get $\Delta \vdash \lambda x .(v \gamma)$ : Fun $(U \gamma)(\lambda x . V \gamma)$.
By assumption $x$ is fresh for $v, x, \gamma, x$ is fresh for $V, x, \gamma$ and $\gamma(x)=x$. By substitution we have $\lambda x .(v \gamma)=(\lambda x . v) \gamma$ and $\lambda x .(V \gamma)=(\lambda x . V) \gamma$. Then $\Delta \vdash(\lambda x . v) \gamma:($ Fun $U(\lambda x . V)) \gamma$.
(e) $\frac{\vdash \Gamma}{\Gamma \vdash f: \mathcal{F}(f)}$

From $\vdash \Delta$, both $t$ closed and $T$ closed we have $\Delta \vdash t \gamma: T \gamma$ by Definition 2.3.1 (Type inhabitation).
(f) $\frac{\vdash \Gamma}{\Gamma \vdash d: \mathcal{D}(d)}$

From $\vdash \Delta$, both $t$ closed and $T$ closed we have $\Delta \vdash t \gamma: T \gamma$ by Definition 2.3.1 (Type inhabitation).
$(\mathrm{g}) \frac{\vdash \Gamma \quad \Gamma \vdash u_{1}: \operatorname{Set} \ldots \quad \Gamma \vdash u_{k}: \operatorname{Set}}{\Gamma \vdash c: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]}\left\{\begin{array}{c}\mathcal{D}(d)=\text { Set }^{k} \rightarrow \text { Set } \\ \mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \text { El } e_{n}\right) \\ \rightarrow \operatorname{El}\left(d x_{1} \ldots x_{k}\right) \\ F V\left(e_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{k}\right\}\end{array}\right.$
By induction (2) then $\Delta \vdash u_{i} \gamma$ : Set. By Definition 2.3.1 (Type inhabitation, constructor rule) we have $\Delta \vdash c \gamma: \mathcal{C}(c)\left[u_{1} \gamma, \ldots, u_{k} \gamma\right]$, which is equivalent to $\Delta \vdash c \gamma: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right] \gamma$.
(h) $\overline{\Gamma \vdash \Pi:(x: S e t, ~ E l ~} x \rightarrow$ Set $) \rightarrow$ Set

From $\vdash \Delta$, both $t$ closed and $T$ closed we have $\Delta \vdash t \gamma: T \gamma$ by Definition 2.3.1 (Type inhabitation).
(i) $\frac{\Gamma \vdash u: \operatorname{Set} \quad \Gamma \vdash v: \mathrm{El} u \rightarrow \operatorname{Set}}{\Gamma \vdash \text { fun }:((x: \mathrm{El} u) \rightarrow \mathrm{El}(v x)) \rightarrow \mathrm{El}(\Pi u v)} x \notin F V(v)$ By induction (2) then $\Delta \vdash u \gamma$ : Set and $\Delta \vdash v \gamma: \operatorname{El}(u \gamma) \rightarrow$ Set. Assume w.l.o.g. $x \notin F V(v \gamma)$, and $\gamma(x)=x$.
By Definition 2.3.1 (Type inhabitation) for 'fun', we have $\Delta \vdash$ fun $\gamma$ : $((x: \operatorname{El}(u \gamma)) \rightarrow \operatorname{El}((v \gamma) x)) \rightarrow \operatorname{El}(\Pi(u \gamma)(v \gamma))$ which is equivalent to $\Delta \vdash$ fun $\gamma:(((x: \operatorname{El} u) \rightarrow \operatorname{El}(v x)) \rightarrow \operatorname{El}(\Pi u v)) \gamma$

### 2.4.3 From neighbourhoods to context maps

Lemma 2.4.5 (Composition of context maps).
$\vdash \Theta \wedge \gamma: \Theta \rightarrow \Delta \wedge \delta: \Delta \rightarrow \Gamma \Rightarrow \delta \gamma: \Theta \rightarrow \Gamma$
Proof. Assume $\vdash \Theta, \gamma: \Theta \rightarrow \Delta$ and $\delta: \Delta \rightarrow \Gamma$. Assume given $x \in \operatorname{supp}(\Gamma)$. From $\delta: \Delta \rightarrow \Gamma$ we have $\Delta \vdash \delta(x): \Gamma(x) \delta$. From $\vdash \Theta, \gamma: \Theta \rightarrow \Delta$ and Lemma 2.4.4 (Substitution lemma) we have $\Theta \vdash \delta(x) \gamma: \Gamma(x) \delta \gamma$.

Lemma 2.4.6. $\Delta \xrightarrow{\alpha} \Gamma \Rightarrow \alpha: \Delta \rightarrow \Gamma$.
Proof. Assume $\Delta \xrightarrow{\alpha} \Gamma$. By Definition 2.3.11 we have $\vdash \Delta$ and $\vdash \Gamma$. We have $\Gamma$ of the form $\Gamma_{1}, x_{k}: T_{k}, \Gamma_{2}$ and $\Delta$ is $\Gamma_{1}, \Gamma^{\prime}, \Gamma_{2} \alpha, \alpha=\left[p / x_{k}\right]$, where $\Gamma^{\prime}$ depends on $\alpha$ and $T_{k}$. We verify $\alpha: \Delta \rightarrow \Gamma$ by verifying $\alpha: \Delta \rightarrow \Gamma_{1}, \alpha: \Delta \rightarrow x_{k}: T_{k}$ and $\alpha: \Delta \rightarrow \Gamma_{2}$ in turn.

For $\Gamma_{1}$ it is direct.
For $x_{k}: T_{k}$, from $\vdash \Delta$, and Definition 2.3.1 (Type inhabitation), when $\alpha\left(x_{k}\right)$ is a variable we use the variable rule, and when in constructor form, we use the conversion rule to get $\Delta \vdash \alpha\left(x_{k}\right): \Gamma\left(x_{k}\right) \alpha$ for the corresponding forms of $\alpha$.

For $\Gamma_{2}$, from $\vdash \Delta$, by the variable rule we get $\Delta \vdash \alpha(x): \Gamma(x) \alpha$ for all $x \in \operatorname{supp}\left(\Gamma_{2}\right)$, since these are actually the parts of $\Delta$.

Lemma 2.4.7. $\Delta \xrightarrow{\tau} \Gamma \Rightarrow \tau: \Delta \rightarrow \Gamma$.
Proof. By induction on the derivation of $\Delta \xrightarrow{\tau} \Gamma$.

- $\Gamma \xrightarrow{[]} \Gamma$.

Direct.
$\xrightarrow[{\Delta \xrightarrow{\Delta \xrightarrow{\tau^{\prime}}} \Gamma^{\prime} \Gamma^{\prime} \xrightarrow{\alpha}} \Gamma]{\Delta \xrightarrow{\alpha \tau^{\prime}} \Gamma}$
By Lemma 2.4.6 we have $\alpha: \Gamma^{\prime} \rightarrow \Gamma$. By induction from $\Delta \xrightarrow{\tau^{\prime}} \Gamma^{\prime}$ we have $\tau^{\prime}: \Delta \rightarrow \Gamma^{\prime}$. By Lemma 2.4.5 then $\alpha \tau^{\prime}: \Delta \rightarrow \Gamma$.

### 2.4.4 Generation lemma

Lemma 2.4.8. If $\vdash \Sigma$ and $\Gamma \vdash t: T$ then $\Gamma \vdash T$.
Proof. By induction on the derivation and Definition 2.3.17, in the case of constants. It also uses Corollary 2.4.2 (Weakening) and Lemma 2.4.4 (Substitution lemma) for the application case.

Lemma 2.4.9 (Generation lemma).

1. $\Gamma \vdash x: T \Rightarrow T \bowtie \Gamma(x)$
2. $\Gamma \vdash t u: T \Rightarrow$
$\exists U, V . \Gamma \vdash t:(x: U) \rightarrow V \wedge \Gamma \vdash u: U \wedge T \bowtie V[u / x]$
3. $\Gamma \vdash \lambda x . v: T \Rightarrow \exists U, V . T \bowtie(x: U) \rightarrow V \wedge \Gamma, x: U \vdash v: V$
4. $\Gamma \vdash d: T \Rightarrow T=\mathcal{D}(d)$
5. $\Gamma \vdash c: T \Rightarrow \vdash \Gamma \wedge T \bowtie \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right] \wedge \Gamma \vdash u_{i}:$ Set
6. $\Gamma \vdash f: T \Rightarrow \vdash \Gamma \wedge T \bowtie \mathcal{F}(f)$
7. $\Gamma \vdash \Pi: T \Rightarrow \vdash \Gamma \wedge T \bowtie(x:$ Set, El $x \rightarrow$ Set $) \rightarrow$ Set
8. $\Gamma \vdash$ fun : $T \Rightarrow$
$T \bowtie((x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)) \rightarrow \mathrm{El}(\Pi t u) \wedge$
$x \notin F V(u) \wedge \Gamma \vdash t:$ Set $\wedge \Gamma \vdash u: \mathrm{El} t \rightarrow$ Set
Proof. By induction on the derivations and conversion. Case 4 uses Remark 2.2.19.

Lemma 2.4.10 (Strong generation lemma). If $\Gamma \vdash \lambda x . v: T$ holds, then $T$ is of the form $(x: U) \rightarrow V$ where $\Gamma, x: U \vdash v: V$ holds.

Proof. By induction on the derivation of $\Gamma \vdash \lambda x . v: T$.
We have two possible cases:

- $\frac{\Gamma, x: U \vdash v: V}{\Gamma \vdash \lambda x \cdot v:(x: U) \rightarrow V}$

Here $T=(x: U) \rightarrow V$ and the premise give our goal directly.

- $\frac{\Gamma \vdash \lambda x . v: T^{\prime} \quad \Gamma \vdash T}{\Gamma \vdash \lambda x . v: T} T^{\prime} \bowtie T$

By induction we have $T^{\prime}=\left(x: U^{\prime}\right) \rightarrow V^{\prime}$ and $\Gamma, x: U^{\prime} \vdash v: V^{\prime}$.
By Remark 2.2.21 we have $T$ of the form $(x: U) \rightarrow V$, and then $U \bowtie U^{\prime}$ and $V \bowtie V^{\prime}$.

By Lemma 2.3.4 (Type-formation inversion) for the premise $\Gamma \vdash T$ we have $\Gamma, x: U \vdash V$, and from Lemma 2.3.6 we also have $\vdash \Gamma, x: U$. Now suppose that []: $\Gamma, x: U \rightarrow \Gamma, x: U^{\prime}$ holds. Then by Lemma 2.4.4 we have $\Gamma, x: U \vdash v: V^{\prime}$. By conversion from $\Gamma, x: U \vdash V$ and $V \bowtie V^{\prime}$ we get $\Gamma, x: U \vdash v: V$.

It remains to verify []$: \Gamma, x: U \rightarrow \Gamma, x: U^{\prime}$.
For $y \in \operatorname{supp}(\Gamma), y \neq x$, we have $\Gamma, x: U \vdash y:\left(\Gamma, x: U^{\prime}\right)(y)$, since
$\vdash \Gamma, x: U$ and $\left(\Gamma, x: U^{\prime}\right)(y)=\Gamma(y)=(\Gamma, x: U)(y)$.
For $x$ we show $\Gamma, x: U \vdash x:\left(\Gamma, x: U^{\prime}\right)(x)$ as follows:
From previously we have $\Gamma, x: U^{\prime} \vdash v: V^{\prime}$, and by Corollary 2.3 .7 we have $\Gamma \vdash U^{\prime}$. By Corollary 2.4.2 (Weakening) and $\vdash \Gamma, x: U$ we have $\Gamma, x: U \vdash$ $U^{\prime}$. From $\vdash \Gamma, x: U$ we also have $\Gamma, x: U \vdash x: U$, and from $U \bowtie U^{\prime}$ and the conversion rule we have $\Gamma, x: U \vdash x: U^{\prime}$.

### 2.4.5 Iterated inversion properties

## Lemma 2.4.11 (Typing iterated application).

If $\Gamma \vdash t:\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T$, and
$\Gamma \vdash t_{1}: T_{1}, \ldots, \Gamma \vdash t_{n}: T_{n}\left[t_{1}, \ldots, t_{n-1}\right]$
then $\Gamma \vdash t t_{1} \ldots t_{n}: T\left[t_{1}, \ldots, t_{n}\right]$.
Proof. By Lemma 2.4.4 (Substitution lemma).

## Lemma 2.4.12 (Generation for iterated application).

If $\vdash \Sigma$ and $\Gamma \vdash t t_{1} \ldots t_{n}: T$ then there is $U, U_{1}, \ldots, U_{n}$ such that $\Gamma \vdash t:\left(x_{1}: U_{1}, \ldots, x_{n}: U_{n}\right) \rightarrow U, \Gamma \vdash t_{i}: U_{i}\left[t_{1}, \ldots, t_{i-1}\right]$ and $T \bowtie U\left[t_{1}, \ldots, t_{n}\right]$.

Proof. Assume $\vdash \Sigma$ and $\Gamma \vdash t t_{1} \ldots t_{n}: T$. We proceed by induction on $n$. If $n=0$ we are done, otherwise the derivation is of the form
$\Gamma \vdash\left(t t_{1} \ldots t_{n-1}\right) t_{n}: T$, and by generation there are $V_{n}, V$ such that

$$
\begin{equation*}
\Gamma \vdash t t_{1} \ldots t_{n-1}:\left(x_{n}: V_{n}\right) \rightarrow V, \quad \Gamma \vdash t_{n}: V_{n} \text { and } T \bowtie V\left[t_{n} / x_{n}\right] . \tag{2.1}
\end{equation*}
$$

Assume ${ }^{13}$ w.l.o.g. that $x_{n} \notin F V\left(t_{1}, \ldots, t_{n-1}\right)$.
By induction there are $V_{1}, \ldots, V_{n-1}, V^{\prime}$ such that

$$
\begin{gather*}
\Gamma \vdash t:\left(x_{1}: V_{1}, \ldots, x_{n-1}: V_{n-1}\right) \rightarrow V^{\prime},  \tag{2.2}\\
\Gamma \vdash t_{1}: V_{1}, \ldots, \Gamma \vdash t_{n-1}: V_{n-1}\left[t_{1}, \ldots, t_{n-2}\right] \quad \text { and }  \tag{2.3}\\
\left(x_{n}: V_{n}\right) \rightarrow V \bowtie V^{\prime}\left[t_{1}, \ldots, t_{n-1}\right] . \tag{2.4}
\end{gather*}
$$

From (2.4) there are $V_{n}^{\prime}, V^{\prime \prime}$ such that

$$
\begin{equation*}
V^{\prime}=\left(x_{n}: V_{n}^{\prime}\right) \rightarrow V^{\prime \prime} \tag{2.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
V_{n} \bowtie V_{n}^{\prime}\left[t_{1}, \ldots, t_{n-1}\right] \text { and } V \bowtie V^{\prime \prime}\left[t_{1}, \ldots, t_{n-1}\right] . \tag{2.6}
\end{equation*}
$$

From (2.5) then

$$
\begin{align*}
\left(x_{1}: V_{1}, \ldots, x_{n-1}: V_{n-1}\right) & \rightarrow V^{\prime} \quad \\
\left(x_{1}: V_{1}, \ldots, x_{n-1}: V_{n-1}, x_{n}: V_{n}^{\prime}\right) & \rightarrow V^{\prime \prime} \tag{2.7}
\end{align*}
$$

From (2.1) we have $T \bowtie V\left[t_{n} / x_{n}\right]$, and from (2.6) we have $V \bowtie V^{\prime \prime}\left[t_{1}, \ldots, t_{n-1}\right]$, then $V\left[t_{n} / x_{n}\right] \bowtie V^{\prime \prime}\left[t_{1}, \ldots, t_{n-1}\right]\left[t_{n} / x_{n}\right]$. By the assumption made at (2.1) we have $x_{n} \notin F V\left(t_{1}, \ldots, t_{n-1}\right)$, and we obtain $T \bowtie V^{\prime \prime}\left[t_{1}, \ldots, t_{n}\right]$. From (2.7) and (2.2) we have

$$
\begin{equation*}
\Gamma \vdash t:\left(x_{1}: V_{1}, \ldots, x_{n-1}: V_{n-1}, x_{n}: V_{n}^{\prime}\right) \rightarrow V^{\prime \prime} \tag{2.8}
\end{equation*}
$$

Recall from (2.3) we have

$$
\begin{equation*}
\Gamma \vdash t_{1}: V_{1}, \ldots, \Gamma \vdash t_{n-1}: V_{n-1}\left[t_{1}, \ldots, t_{n-2}\right] \tag{2.9}
\end{equation*}
$$

Then

$$
\left[t_{1} / x_{1}, \ldots, t_{n-1} / x_{n-1}\right]: \Gamma \rightarrow \Gamma, x_{1}: V_{1}, \ldots, x_{n-1}: V_{n-1}
$$

From $\vdash \Sigma,(2.8)$ and Lemma 2.4.8 we get

$$
\Gamma \vdash\left(x_{1}: V_{1}, \ldots, x_{n-1}: V_{n-1}, x_{n}: V_{n}^{\prime}\right) \rightarrow V^{\prime \prime}
$$

and then from Lemma 2.3.5 we get

$$
\Gamma, x_{1}: V_{1}, \ldots, x_{n-1}: V_{n-1} \vdash V_{n}^{\prime}
$$

By Lemma 2.4.4 (Substitution lemma) we get $\Gamma \vdash V_{n}^{\prime}\left[t_{1}, \ldots, t_{n-1}\right]$. From (2.1) we have $\Gamma \vdash t_{n}: V_{n}$ and from (2.6) $V_{n} \bowtie V_{n}^{\prime}\left[t_{1}, \ldots, t_{n-1}\right]$. By Definition 2.3.1 (Type inhabitation, conversion rule), we have $\Gamma \vdash t_{n}: V_{n}^{\prime}\left[t_{1}, \ldots, t_{n-1}\right]$, which completes the proof.

[^24]Lemma 2.4.13. If $\vdash \Sigma$ then

1. $\Gamma \vdash c t_{1} \ldots t_{n}: \mathrm{El}(d \vec{u}) \Rightarrow \Gamma \vdash t_{i}: \mathrm{El}\left(e_{i}[\vec{u}]\right)$, where $\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \rightarrow \mathrm{El}(d \vec{z})$.
2. $\Gamma \vdash \mathrm{El}(d \vec{u}) \Rightarrow \Gamma \vdash u_{i}$ : Set.

Proof. By Lemma 2.4.12 and conversion.

## Lemma 2.4.14.

1. $\Gamma \vdash \mathrm{El}(\Pi t u) \Rightarrow \Gamma \vdash(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$, with $x \notin F V(u)$.
2. $\Gamma \vdash$ fun $v: \mathrm{El}(\Pi t u) \Rightarrow \Gamma \vdash v:(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$, with $x \notin F V(u)$.

Proof of 1. Assume $\Gamma \vdash \mathrm{El}(\Pi t u)$. By inversion $\Gamma \vdash \Pi t u$ : Set. By iterated inversion then $\Gamma \vdash t$ : Set and $\Gamma \vdash u:$ El $t \rightarrow$ Set is derivable. By inversion $\Gamma \vdash \mathrm{El} t$. Assume w.l.o.g. that $x \notin \operatorname{supp}(\Gamma)$, then we have $\vdash \Gamma, x: \mathrm{El} t$. We have then $\Gamma, x: \mathrm{El} t \vdash x: \mathrm{El} t$. By Corollary 2.4.2 (Weakening) we have $\Gamma, x: \mathrm{El} t \vdash$ $u:$ El $t \rightarrow$ Set. We can derive

$$
\frac{\Gamma, x: \mathrm{El} t \vdash u: \mathrm{El} t \rightarrow \mathrm{Set} \quad \Gamma, x: \mathrm{El} t \vdash x: \mathrm{El} t}{\frac{\Gamma, x: \mathrm{El} t \vdash u x: \mathrm{Set}}{\Gamma, x: \mathrm{El} t \vdash \mathrm{El}(u x)}} \frac{\left.\frac{\Gamma \vdash(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)}{\Gamma \vdash( }\right)}{\frac{\Gamma}{}}
$$

Proof of 2. Similar as above.

### 2.4.6 Inversion of neighbourhoods

Lemma 2.4.15 (Inversion of atomic neighbourhood).
$\vdash \Sigma \wedge \Delta \xrightarrow{\alpha} \Gamma \wedge(\alpha \gamma): \Theta \rightarrow \Gamma \Rightarrow \gamma: \Theta \rightarrow \Delta$.
Proof. Assume $\vdash \Sigma, \Delta \xrightarrow{\alpha} \Gamma$ and $(\alpha \gamma): \Theta \rightarrow \Gamma$.
Let $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$. We have

$$
\begin{equation*}
\Theta \vdash(\alpha \gamma)\left(x_{1}\right): T_{1}(\alpha \gamma), \ldots, \Theta \vdash(\alpha \gamma)\left(x_{n}\right): T_{n}(\alpha \gamma) . \tag{2.10}
\end{equation*}
$$

We have to show $\forall y \in \operatorname{supp}(\Delta) . \Theta \vdash \gamma(y): \Delta(y) \gamma$. From $\Delta \xrightarrow{\alpha} \Gamma$ and Definition 2.3.11 (Atomic neighbourhood), we have $\Gamma$ of the form $\left(\Gamma_{1}, x_{k}: T_{k}, \Gamma_{2}\right)$ and $\Delta$ given by $\left(\Gamma_{1}, \Gamma^{\prime}, \Gamma_{2} \alpha\right)$, where $\Gamma^{\prime}$ depends on $\alpha$ and $T_{k}$. Note that since $\Gamma$ is closed, we have for $l \leq k$ that $x_{k} \notin F V\left(T_{l}\right)$ holds, and then

$$
\begin{equation*}
T_{l}(\alpha \gamma)=T_{l} \gamma \tag{2.11}
\end{equation*}
$$

We verify our goal for $\Gamma_{1}, \Gamma^{\prime}$ and $\Gamma_{2} \alpha$ separately:

1. For $\Gamma_{1}$, and $x_{i} \in\left\{x_{1}, \ldots, x_{k-1}\right\}$ :

From (2.11) we have $T_{i}(\alpha \gamma)=T_{i} \gamma$. Since $\Gamma$ is disjoint, $x_{i} \neq x_{k}$, so $\alpha\left(x_{i}\right)=x_{i}$, and then $(\alpha \gamma)\left(x_{i}\right)=\gamma\left(x_{i}\right)$. Then, from (2.10), we have $\Theta \vdash \gamma\left(x_{1}\right): T_{1} \gamma$ through $\Theta \vdash \gamma\left(x_{k-1}\right): T_{k-1} \gamma$. By Definition 2.4.3 then

$$
\begin{equation*}
\gamma: \Theta \rightarrow \Gamma_{1} \tag{2.12}
\end{equation*}
$$

2. For $\Gamma^{\prime}$ :
(a) For $\alpha$ of the form $\left[y / x_{k}\right]$ :

We have $\left[y / x_{k}\right] \gamma: \Theta \rightarrow \Gamma$. In this case $\Gamma^{\prime}$ is $\left(y: T_{k}\right)$, and we have to show $\Theta \vdash \gamma(y): T_{k} \gamma$. From (2.10) we have $\Theta \vdash(\alpha \gamma)\left(x_{k}\right)$ : $T_{k}(\alpha \gamma)$. From (2.11) we have $T_{k}(\alpha \gamma)=T_{k} \gamma$. By substitution we have $(\alpha \gamma)\left(x_{k}\right)=\gamma(y)$. Hence $\Theta \vdash \gamma(y): T_{k} \gamma$ holds.
(b) For $\alpha$ of the form [fun $y / x_{k}$ ]:

We have $T_{k} \bowtie \mathrm{El}(\Pi t u)$ and $\Gamma_{1} \vdash \mathrm{El}(\Pi t u)$. In this case $\Gamma^{\prime}$ is $(y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z))$ with $z \notin F V(u)$. From (2.10) we have $\Theta \vdash(\alpha \gamma)\left(x_{k}\right): T_{k}(\alpha \gamma)$. We have $(\alpha \gamma)\left(x_{k}\right)=$ fun $(\gamma(y))$ and from (2.11) we have $T_{k}(\alpha \gamma)=T_{k} \gamma$, hence $\Theta \vdash \operatorname{fun}(\gamma(y)): T_{k} \gamma$. From $\Gamma_{1} \vdash \mathrm{El}(\Pi t u), \vdash \Theta$ and (2.12), by Lemma 2.4.4 (Substitution lemma) we have $\Theta \vdash \mathrm{El}(\Pi t u) \gamma$. By substitution we have $\Theta \vdash \mathrm{El}(\Pi(t \gamma)(u \gamma))$. From $T_{k} \bowtie \mathrm{El}(\Pi t u)$ we have $T_{k} \gamma \bowtie$ El $(\Pi(t \gamma)(u \gamma))$. By Definition 2.3.1 (Type inhabitation, conversion rule), then $\Theta \vdash \operatorname{fun}(\gamma(y))$ : El $(\Pi(t \gamma)(u \gamma))$. By Lemma 2.4.14 then $\Theta \vdash \gamma(y):(z: \mathrm{El}(t \gamma)) \rightarrow \mathrm{El}((u \gamma) z)$, with $z \notin F V(u \gamma)$. Then we have $(z: \mathrm{El}(t \gamma)) \rightarrow \mathrm{El}((u \gamma) z)=((z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)) \gamma$, and so $\Theta \vdash \gamma(y):((z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)) \gamma$.
(c) For $\alpha$ of the form $\left[\begin{array}{cccc}c & y_{1} & \ldots & y_{m} / x_{k}\end{array}\right]$ :

We have $\mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \operatorname{El} e_{m}\right) \rightarrow \mathrm{El}(d \vec{z}), T_{k}=\mathrm{El}(d \vec{t})$, and $\Gamma_{1} \vdash \operatorname{El}(d \vec{t})$. In this case $\Gamma^{\prime}$ is $\left(y_{1}: \operatorname{El} e_{1}[\vec{t}], \ldots, y_{m}: \operatorname{El} e_{m}[\vec{t}]\right)$. From (2.10) we have $\Theta \vdash(\alpha \gamma)\left(x_{k}\right): T_{k}(\alpha \gamma)$. We have $(\alpha \gamma)\left(x_{k}\right)=$ $c y_{1} \gamma \ldots y_{m} \gamma$. From (2.11) we have $T_{k}(\alpha \gamma)=T_{k} \gamma$, and then $\Theta \vdash c y_{1} \gamma \ldots y_{m} \gamma: T_{k} \gamma$ holds. From $\Gamma_{1} \vdash \mathrm{El}(d \vec{t}), \vdash \Theta$ and (2.12), by Lemma 2.4.4 (Substitution lemma) we have $\Theta \vdash \mathrm{El}(d \vec{t}) \gamma$. From $T_{k} \bowtie \mathrm{El}(d \vec{t})$ we have $T_{k} \gamma \bowtie \operatorname{El}(d \vec{t}) \gamma$.
By Definition 2.3.1 (Type inhabitation, conversion rule) we have $\Theta \vdash c y_{1} \gamma \ldots y_{n} \gamma: \mathrm{El}(d \vec{t}) \gamma$. By assumption we have $\vdash \Sigma$, and by Lemma 2.4.13 we have

$$
\Theta \vdash \gamma\left(y_{1}\right): \mathrm{El}\left(e_{1}[\vec{t}]\right) \gamma \text { through } \Theta \vdash \gamma\left(y_{m}\right): \mathrm{El}\left(e_{m}[\vec{t}]\right) \gamma .
$$

3. For $\Gamma_{2} \alpha$, and $x_{i} \in\left\{x_{k+1}, \ldots, x_{n}\right\}$ :

Since $\Gamma$ is disjoint, we have $x_{i} \neq x_{k}$, so $\alpha\left(x_{i}\right)=x_{i}$, and then $(\alpha \gamma)\left(x_{i}\right)=$ $\gamma\left(x_{i}\right)$. We have $T_{i}(\alpha \gamma)=\left(T_{i} \alpha\right) \gamma$, and then from (2.10), we have $\Theta \vdash \gamma\left(x_{k+1}\right):\left(T_{k+1} \alpha\right) \gamma$ through $\Theta \vdash \gamma\left(x_{n}\right):\left(T_{n} \alpha\right) \gamma$.

## Lemma 2.4.16 (Inversion of compound neighbourhood).

$\vdash \Sigma \wedge \Delta \xrightarrow{\tau} \Gamma \wedge(\tau \gamma): \Theta \rightarrow \Gamma \Rightarrow \gamma: \Theta \rightarrow \Delta$.
Proof. Assume $\vdash \Sigma, \Delta \xrightarrow{\tau} \Gamma$ and $(\tau \gamma): \Theta \rightarrow \Gamma$.
We proceed by induction on the derivation of $\Delta \xrightarrow{\tau} \Gamma$.

1. $\Gamma \xrightarrow{[]} \Gamma$

In this case we have $\Delta=\Gamma$, and then $\gamma: \Theta \rightarrow \Delta$.
2.
$\xrightarrow[{\Delta \xrightarrow{\Delta \tau^{\prime}} \Gamma^{\prime} \quad \Gamma^{\prime} \xrightarrow{\alpha}} \Gamma]{\Delta \xrightarrow{\alpha \tau^{\prime}} \Gamma}$
We have $\left(\alpha \tau^{\prime}\right) \gamma: \Theta \rightarrow \Gamma$.
By associativity of substitution we have $\left(\alpha \tau^{\prime}\right) \gamma$ equivalent to $\alpha\left(\tau^{\prime} \gamma\right)$, and then $\alpha\left(\tau^{\prime} \gamma\right): \Theta \rightarrow \Gamma$. By assumption we have $\vdash \Sigma$, and from $\Gamma^{\prime} \xrightarrow{\alpha} \Gamma$ and Lemma 2.4.15 then $\left(\tau^{\prime} \gamma\right): \Theta \rightarrow \Gamma^{\prime}$. Then, from $\Delta \xrightarrow{\tau^{\prime}} \Gamma^{\prime}$ and induction we have $\gamma: \Theta \rightarrow \Delta$.

Lemma 2.4.17. If $\Delta \xrightarrow{[\vec{p}, \vec{q} / \vec{x}, \vec{y}]} \Gamma_{1}, \Gamma_{2}, \quad|\vec{p}|=|\vec{x}|$ and $\vec{x}=\overrightarrow{\operatorname{supp}}\left(\Gamma_{1}\right)$, then there are $\Delta_{1}$ and $\Delta_{2}$ such that $\Delta=\Delta_{1}, \Delta_{2}$ where $\Delta_{1} \xrightarrow{[\vec{p} / \vec{x}]} \Gamma_{1}$.

Proof. By induction on the derivation of $\Delta \xrightarrow{[\vec{p}, \vec{q} / \vec{x}, \vec{y}]} \Gamma$.

### 2.4.7 Subject reduction

Lemma 2.4.18 (Subject reduction). If $\vdash \Sigma$ then

1. If $\Gamma \vdash T$ and $T \rightsquigarrow U$ then $\Gamma \vdash U$.
2. If $\Gamma \vdash t: T$ and $t \rightsquigarrow u$ then $\Gamma \vdash u: T$.

Proof of 2. Assume $\vdash \Sigma, \Gamma \vdash t: T$ and $t \rightsquigarrow t^{\prime}$. We proceed by induction on the derivation of $t \rightsquigarrow t^{\prime}$.

1. $\overline{(\lambda x . v) u \rightsquigarrow_{\beta} v[u / x]}$

By Lemma 2.4.9 (Generation lemma) there is $U$ and $V$ such that $\Gamma \vdash u: U$, $\Gamma \vdash \lambda x . v:(x: U) \rightarrow V$, and $T \bowtie V[u / x]$.
By Lemma 2.4.10 (Strong generation lemma), from $\Gamma \vdash \lambda x . v:(x: U) \rightarrow V$ we have $\Gamma, x: U \vdash v: V$. From Corollary 2.3.7 we have $\Gamma \vdash U$, and from Lemma 2.3.6 we have $\vdash \Gamma, x: U$ and $x \notin \operatorname{supp}(\Gamma)$. For $x_{i} \in \operatorname{supp}(\Gamma)$ we have $\Gamma \vdash[u / x]\left(x_{i}\right):(\Gamma, x: U)\left(x_{i}\right)$, because $[u / x]\left(x_{i}\right)=x_{i}$ and $(\Gamma, x:$ $U)\left(x_{i}\right)=(\Gamma)\left(x_{i}\right)$. For $x$ we have $\Gamma \vdash[u / x](x):(\Gamma, x: U)(x)$, because $[u / x](x)=u$ and $(\Gamma, x: U)(x)=U$. Thus $[u / x]: \Gamma \rightarrow \Gamma, x: U$.
From $\Gamma, x: U \vdash v: V$ and Lemma 2.4.4 (Substitution lemma) we have $\Gamma \vdash v[u / x]: V[u / x]$.

From $\vdash \Sigma, \Gamma \vdash t: T$ and Lemma 2.4.8 we have $\Gamma \vdash T$. By Definition 2.3.1 (Type inhabitation, conversion rule) we get $\Gamma \vdash v[u / x]: T$.
2. $\overline{\left(f p_{1} \ldots p_{n}\right) \gamma \rightsquigarrow_{\iota}(\lambda \vec{y} . s) \gamma}$ $\left\{\begin{array}{l}f p_{1} \ldots p_{n} \vec{y}=s \in \mathcal{R} \\ p_{n} \text { is not a variable }\end{array}\right.$
We have $\mathcal{F}(f)$ of the form $\Gamma_{1}, \Gamma_{2} \rightarrow U$, where $\Gamma_{1}=\left(x_{1}: U_{1}, \ldots, x_{n}: U_{n}\right)$, $\Gamma_{2}=\left(x_{n+1}: U_{n+1}, \ldots, x_{n+m}: U_{n+m}\right)$ and $\operatorname{ar}(f)=n+m$.
Let $\vec{p}=\left(p_{1}, \ldots, p_{n}\right)$. Recall $\vec{y}=\left(y_{1}, \ldots, y_{m}\right)$.
From $\vdash \Sigma, \quad \Gamma \vdash f\left(p_{1} \gamma\right) \ldots\left(p_{n} \gamma\right): T$ and Lemma 2.4.12, Lemma 2.4.9
(Generation lemma) and conversion we have

$$
\begin{array}{r}
\Gamma \vdash f: \mathcal{F}(f), \\
\Gamma \vdash p_{1} \gamma: U_{1}, \ldots, \Gamma \vdash p_{n} \gamma: U_{n}\left[p_{1} \gamma, \ldots, p_{n-1} \gamma\right], \text { and } \\
T \bowtie\left(\left(x_{n+1}: U_{n+1}, \ldots, x_{n+m}: U_{n+m}\right) \rightarrow U\right)\left[p_{1} \gamma, \ldots, p_{n} \gamma\right] . \tag{2.15}
\end{array}
$$

From $\vdash \Sigma$ we have $\vdash \mathcal{F}$ and $\vdash \mathcal{R}$, and then there is $\Delta$ such that ${ }^{14}$

$$
\begin{equation*}
\Delta \xrightarrow{[\vec{p}, \vec{y}]} \Gamma_{1}, \Gamma_{2} \wedge \Delta \vdash s: U[\vec{p}, \vec{y}] \tag{2.16}
\end{equation*}
$$

By Lemma 2.4 .17 we have $\Delta=\Delta_{1}, \Delta_{2}$ where

$$
\begin{equation*}
\Delta_{1} \xrightarrow{[\vec{p}]} \Gamma_{1} \tag{2.17}
\end{equation*}
$$

From (2.16) and by applying type inhabitation, the abstraction rule $|\vec{y}|$ times we get

$$
\begin{equation*}
\Delta_{1} \vdash \lambda \vec{y} . s: \Delta_{2} \rightarrow U[\vec{p}, \vec{y}] . \tag{2.18}
\end{equation*}
$$

From (2.14) we have

$$
\begin{equation*}
\Gamma \vdash \vec{p} \gamma: \Gamma_{1} \tag{2.19}
\end{equation*}
$$

and then from (2.17), (2.19), and the assumption $\vdash \Sigma$, by Lemma 2.4.16 (Inversion of compound neighbourhood) we get

$$
\begin{equation*}
\gamma: \Gamma \rightarrow \Delta_{1} \tag{2.20}
\end{equation*}
$$

and then from (2.18) and Lemma 2.4.4 (Substitution lemma) we get

$$
\Gamma \vdash(\lambda \vec{y} . s) \gamma:\left(\Delta_{2} \rightarrow U[\vec{p}, \vec{y}]\right) \gamma
$$

But since
$\left(\Delta_{2} \rightarrow U[\vec{p}, \vec{y}]\right) \gamma=\left(\left(x_{n+1}: U_{n+1}, \ldots, x_{n+m}: U_{n+m}\right) \rightarrow U\right)\left[p_{1} \gamma, \ldots, p_{n} \gamma\right]$, we have from (2.15) that $T \bowtie\left(\Delta_{2} \rightarrow U[\vec{p}, \vec{y}]\right) \gamma$ holds.
By conversion of typing we get

$$
\Gamma \vdash(\lambda \vec{y} . s) \gamma: T
$$

[^25]3. $\frac{v \rightsquigarrow v^{\prime}}{\lambda x \cdot v \rightsquigarrow \lambda x \cdot v^{\prime}}$

By Lemma 2.4.10 (Strong generation lemma), $T$ is of the form $(x: U) \rightarrow V$ where $\Gamma, x: U \vdash v: V$ holds. From $v \rightsquigarrow v^{\prime}$ and induction then $\Gamma, x: U \vdash$ $v^{\prime}: V$. By Definition 2.3.1 (Type inhabitation, abstraction rule) we have $\Gamma \vdash \lambda x . v^{\prime}:(x: U) \rightarrow V$.
4. $\frac{v \rightsquigarrow v^{\prime}}{v u \rightsquigarrow v^{\prime} u}$

By Lemma 2.4.9 (Generation lemma), there is $U$ and $V$ such that $\Gamma \vdash v:(x: U) \rightarrow V, \quad \Gamma \vdash u: U$, and $T \bowtie V[u / x]$. From $v \rightsquigarrow v^{\prime}$ and induction we have $\Gamma \vdash v^{\prime}:(x: U) \rightarrow V$. By Definition 2.3.1 (Type inhabitation, application rule) we have $\Gamma \vdash v^{\prime} u: V[u / x]$. From $\vdash \Sigma$, $\Gamma \vdash v u: T$ and Lemma 2.4.8 we have $\Gamma \vdash T$. From $T \bowtie V[u / x]$ and Definition 2.3.1 (Type inhabitation, conversion rule) we get $\Gamma \vdash v^{\prime} u: T$.
5. $\frac{u \rightsquigarrow u^{\prime}}{v u \rightsquigarrow v u^{\prime}}$

By Lemma 2.4.9 (Generation lemma), there is $U$ and $V$ such that $\Gamma \vdash v$ : $(x: U) \rightarrow V, \Gamma \vdash u: U$, and $T \bowtie V[u / x]$.

From $u \rightsquigarrow u^{\prime}$ and induction we have $\Gamma \vdash u^{\prime}: U$. By Definition 2.3.1 (Type inhabitation, application rule) we have $\Gamma \vdash v u^{\prime}: V\left[u^{\prime} / x\right]$. From $u \rightsquigarrow u^{\prime}$ and $T \bowtie V[u / x]$ we have $T \bowtie V\left[u^{\prime} / x\right]$.
From $\vdash \Sigma, \Gamma \vdash v u: T$ and Lemma 2.4.8 we have $\Gamma \vdash T$.
From $T \bowtie V\left[u^{\prime} / x\right]$ and Definition 2.3.1 (Type inhabitation, conversion rule) we get $\Gamma \vdash v u^{\prime}: T$.

Proof of 1. Assume $\vdash \Sigma, \Gamma \vdash T$ and $T \rightsquigarrow T^{\prime}$. We proceed by induction on the derivation of $T \rightsquigarrow T^{\prime}$.

1. $\frac{t \rightsquigarrow t^{\prime}}{\mathrm{El} t \rightsquigarrow \mathrm{El} t^{\prime}}$

By Lemma 2.3.4 (Type-formation inversion), from $\Gamma \vdash \mathrm{El} t$, we have $\Gamma \vdash t$ : Set. From $t \rightsquigarrow t^{\prime}$, by Lemma 2.4.18 (2) (Subject reduction, inhabitation) we have $\Gamma \vdash t^{\prime}$ : Set. By Definition 2.3.1 (Type formation) we have $\Gamma \vdash \mathrm{El} t^{\prime}$.
2. $\frac{U \rightsquigarrow U^{\prime}}{(x: U) \rightarrow V \rightsquigarrow\left(x: U^{\prime}\right) \rightarrow V}$

By Lemma 2.3.4 (Type-formation inversion), from $\Gamma \vdash(x: U) \rightarrow V$, we have $\Gamma, x: U \vdash V$. By Lemma 2.3.6 we have $\vdash \Gamma, x: U$ as a sub-derivation. By Corollary 2.3.7 we have $\Gamma \vdash U$ as a sub-derivation, and $x \notin \operatorname{supp}(\Gamma)$. From $U \rightsquigarrow U^{\prime}$, by induction we have $\Gamma \vdash U^{\prime}$.

By Definition 2.3.1 (Context formation) we have $\vdash \Gamma, x: U^{\prime}$.

We will now verify that []$: \Gamma, x: U^{\prime} \rightarrow \Gamma, x: U$ holds.
First we show for $x_{i} \in \operatorname{supp}(\Gamma)$ that $\Gamma, x: U^{\prime} \vdash x_{i}:(\Gamma, x: U)\left(x_{i}\right)$ holds. We have $\vdash \Gamma, x: U^{\prime}$ and $(\Gamma, x: U)\left(x_{i}\right)=\Gamma\left(x_{i}\right)=\left(\Gamma, x: U^{\prime}\right)\left(x_{i}\right)$.
Secondly, we show for $x$ that $\Gamma, x: U^{\prime} \vdash x:(\Gamma, x: U)(x)$ holds. We have $\vdash \Gamma, x: U^{\prime}$. Then $\Gamma, x: U^{\prime} \vdash x: U^{\prime}$. From $\Gamma \vdash U, \vdash \Gamma, x: U^{\prime}$ and Corollary 2.4.2 (Weakening) we have $\Gamma, x: U^{\prime} \vdash U$. By $U^{\prime} \bowtie U$ and the conversion rule we have $\Gamma, x: U^{\prime} \vdash x: U$. We have $(\Gamma, x: U)(x)=U$, so we have $\Gamma, x: U^{\prime} \vdash x:(\Gamma, x: U)(x)$.
From []: $\Gamma, x: U^{\prime} \rightarrow \Gamma, x: U, \Gamma, x: U \vdash V$, by the Substitution Lemma we obtain $\Gamma, x: U^{\prime} \vdash V$.
By Definition 2.3.1 (Type formation) we have $\Gamma \vdash\left(x: U^{\prime}\right) \rightarrow V$.
3. $\frac{V \rightsquigarrow V^{\prime}}{(x: U) \rightarrow V \rightsquigarrow(x: U) \rightarrow V^{\prime}}$

By Lemma 2.3.4 (Type-formation inversion), from $\Gamma \vdash(x: U) \rightarrow V$, we have $\Gamma, x: U \vdash V$. From $V \rightsquigarrow V^{\prime}$ and induction we get $\Gamma, x: U \vdash V^{\prime}$. By definition we get $\Gamma \vdash(x: U) \rightarrow V^{\prime}$.

### 2.5 Type checking

### 2.5.1 A type checking relation

We will define a relation which can be shown equivalent to a fragment of Definition 2.3.1 for $\beta$-normal terms. Since we have untyped abstractions, we have decidable type correctness only for this fragment. Notice that normalization is not required for this definition to be sound and complete with respect to Definition 2.3.1 (Typing), see below Lemma 2.5.2, page 59 and Corollary 2.5.6, page 64.

Instead of using this definition, one could have used Definition 2.3.1 (Typing) for $\beta$-normal terms, and iterate typing of application and inversion properties.

In Section 5.1 we will show the decidability of this relation, which follows from normalization. Convertibility is tested by normalizing the terms and comparing them syntactically. ${ }^{15}$

Two purposes Our type checking relation serves two purposes. The first is the obvious one, to be a specification of how to type-check terms, being a basis for an implementation of the system. The second purpose is of technical nature. We are going to use it to connect well-typedness of defined constants with wellfounded recursion on the call instance relation in order to prove reducibility of recursive constants. See Lemma 3.6.6, page 82.

[^26]Definition 2.5.1 (Type checking). The relations $\Gamma \vdash s \uparrow T$ and $\Gamma \vdash S \uparrow$ are inductively defined as follows: ${ }^{16}$

1. Checking type inhabitation
(a) $\frac{\Gamma \vdash s_{i} \uparrow T_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Gamma \vdash x s_{1} \ldots s_{n} \uparrow U}\left\{\begin{array}{l}\Gamma(x)=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T \\ U \bowtie T\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$
(b) $\frac{\Gamma \vdash s_{i} \uparrow T_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Gamma \vdash f s_{1} \ldots s_{n} \uparrow U}\left\{\begin{array}{l}\mathcal{F}(f)=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T \\ U \bowtie T\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$
(c) $\frac{\Gamma \vdash s_{i} \uparrow \text { Set }}{\Gamma \vdash d s_{1} \ldots s_{n} \uparrow \operatorname{Set}} \mathcal{D}(d)=\operatorname{Set}^{n} \rightarrow$ Set
(d) $\frac{\Gamma \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]}{\Gamma \vdash c s_{1} \ldots s_{n} \uparrow \mathrm{El} u}\left\{\begin{array}{r}\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \\ \rightarrow \mathrm{El}\left(d x_{1} \ldots x_{k}\right) \\ u \rightsquigarrow^{*} d u_{1} \ldots u_{k}\end{array}\right.$
(e) $\frac{\Gamma \vdash s_{1} \uparrow \text { Set } \Gamma \vdash s_{2} \uparrow \mathrm{El} s_{1} \rightarrow \text { Set }}{\Gamma \vdash \Pi s_{1} s_{2} \uparrow \text { Set }}$
(f) $\frac{\Gamma \vdash s \uparrow(x: \operatorname{El} t) \rightarrow \mathrm{El}(u x)}{\Gamma \vdash \text { fun } s \uparrow \operatorname{El} v}\left\{\begin{array}{l}v \rightsquigarrow^{*} \Pi t u \\ x \notin F V(u)\end{array}\right.$
(g) $\frac{\Gamma, x: U \vdash s \uparrow V}{\Gamma \vdash \lambda x . s \uparrow(x: U) \rightarrow V} x \notin \operatorname{supp}(\Gamma)$
2. Checking type formation
(a) $\overline{\Gamma \vdash \operatorname{Set} \uparrow}$
(b) $\frac{\Gamma \vdash s \uparrow \text { Set }}{\Gamma \vdash \mathrm{El} s \uparrow}$
(c) $\frac{\Gamma \vdash S_{1} \uparrow \quad \Gamma, x: S_{1} \vdash S_{2} \uparrow}{\Gamma \vdash\left(x: S_{1}\right) \rightarrow S_{2} \uparrow} x \notin \operatorname{supp}(\Gamma)$

Note that in the side conditions of the cases 1 d and 1 f above, any number of computation steps that gives the required form is accepted, so the result is not necessarily the normal form. At this stage we do not need to know that the reduction reaches normal form, and therefore we do not require it. However, when proving decidability of type-correctness, we will need the normalization property of well-typed terms to decide the existence of the desired forms.

### 2.5.2 Soundness of type checking

## Lemma 2.5.2 (Soundness of type checking).

$\vdash \Sigma \wedge \Gamma \vdash T \wedge \Gamma \vdash s \uparrow T \Rightarrow \Gamma \vdash s: T$.

[^27]Proof. Assume $\vdash \Sigma, \Gamma \vdash T$ and $\Gamma \vdash s \uparrow T$. First note that from $\Gamma \vdash T$ and Lemma 2.3.6 we have

$$
\begin{equation*}
\vdash \Gamma \tag{2.21}
\end{equation*}
$$

We proceed by induction on $s$. The derivation of $\Gamma \vdash s \uparrow T$ gives the following cases:

1. $\frac{\Gamma \vdash s_{i} \uparrow U_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Gamma \vdash x s_{1} \ldots s_{n} \uparrow T}\left\{\begin{array}{l}\Gamma(x)=\left(y_{1}: U_{1}, \ldots, y_{n}: U_{n}\right) \rightarrow U \\ T \bowtie U\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$

From (2.21) we get $\Gamma \vdash \Gamma(x)$. From Lemma 2.3 .5 we get
$\Gamma \vdash U_{1}, \Gamma, y_{1}: U_{1} \vdash U_{2}$ through $\Gamma, y_{1}: U_{1}, \ldots, y_{n-1}: U_{n-1} \vdash U_{n}$, and $\Gamma, y_{1}: U_{1}, \ldots, y_{n}: U_{n} \vdash U$.
From $\Gamma \vdash U_{1}$ and induction we get $\Gamma \vdash s_{1}: U_{1}$.
We have

$$
\left[s_{1} / y_{1}\right]: \Gamma \rightarrow \Gamma, y_{1}: U_{1}
$$

and by Lemma 2.4.4 (Substitution lemma) we have $\Gamma \vdash U_{2}\left[s_{1} / y_{1}\right]$. By induction for $\Gamma \vdash s_{2} \uparrow U_{2}\left[s_{1} / y_{1}\right]$ we get $\Gamma \vdash s_{2}: U_{2}\left[s_{1} / y_{1}\right]$. We proceed similarly until we get

$$
\left[s_{1} / y_{1}, \ldots, s_{n-1} / y_{n-1}\right]: \Gamma \rightarrow \Gamma, y_{1}: U_{1}, \ldots, y_{n-1}: U_{n-1}
$$

and by Lemma 2.4.4 (Substitution lemma) get $\Gamma \vdash U_{n}\left[s_{1}, \ldots, s_{n-1}\right]$ and by induction from $\Gamma \vdash s_{n} \uparrow U_{n}\left[s_{1}, \ldots, s_{n-1}\right]$ obtain $\Gamma \vdash s_{n}: U_{n}\left[s_{1}, \ldots, s_{n-1}\right]$.
By Lemma 2.4.11 we get $\Gamma \vdash x s_{1} \ldots s_{n}: U\left[s_{1}, \ldots, s_{n}\right]$. By conversion of typing we get $\Gamma \vdash x s_{1} \ldots s_{n}: T$.
2. $\frac{\Gamma \vdash s_{i} \uparrow U_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Gamma \vdash f s_{1} \ldots s_{n} \uparrow U}\left\{\begin{array}{l}\mathcal{F}(f)=\left(y_{1}: U_{1}, \ldots, y_{n}: U_{n}\right) \rightarrow U \\ T \bowtie U\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$

From $\vdash \Sigma$ we get $\vdash \mathcal{F}(f)$.
By iteration of Corollary 2.4.2 (Weakening) we get $\Gamma \vdash \mathcal{F}(f)$.
As in the last case we get by successively applying the substitution lemma and induction

$$
\Gamma \vdash s_{1}: U_{1} \quad \ldots \quad \Gamma \vdash s_{n}: U_{n}\left[s_{1}, \ldots, s_{n-1}\right]
$$

By Lemma 2.4.11 and conversion we get $\Gamma \vdash f s_{1} \ldots s_{n}: T$.
3. $\frac{\Gamma \vdash s_{i} \uparrow \text { Set }}{\Gamma \vdash d s_{1} \ldots s_{n} \uparrow \operatorname{Set}} \mathcal{D}(d)=\operatorname{Set}^{n} \rightarrow$ Set

By assumption $\vdash \Gamma$, hence $\Gamma \vdash$ Set and $\Gamma \vdash d:$ Set $^{n} \rightarrow$ Set.
By induction $\Gamma \vdash s_{i}$ : Set.
By Lemma 2.4.11 we get $\Gamma \vdash d s_{1} \ldots s_{n}: T$.
4. $\frac{\Gamma \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]}{\Gamma \vdash c s_{1} \ldots s_{n} \uparrow \mathrm{El} u}\left\{\begin{array}{r}\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \\ \rightarrow \mathrm{El}\left(d y_{1} \ldots y_{k}\right) \\ u \rightsquigarrow * d u_{1} \ldots u_{k}\end{array}\right.$

From $\Gamma \vdash \operatorname{El} u, u \rightsquigarrow^{*} d u_{1} \ldots u_{k}$ and Lemma 2.4.18 (Subject reduction) we have $\Gamma \vdash \mathrm{El}\left(d u_{1} \ldots u_{k}\right)$. By Lemma 2.4.12 then $\Gamma \vdash u_{i}$ : Set.
We have $\vdash \Gamma$, and by Definition 2.3.1 (Typing) we get
$\Gamma \vdash c: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]$. By Lemma 2.3 .5 we get $\Gamma \vdash \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]$. By induction $\Gamma \vdash s_{i}$ : El $e_{i}\left[u_{1}, \ldots, u_{k}\right]$. By Lemma 2.4.11 we get
$\Gamma \vdash c s_{1} \ldots s_{n}: \mathrm{El}\left(d u_{1} \ldots u_{k}\right)$, and by type inhabitation, conversion rule we get $\Gamma \vdash c s_{1} \ldots s_{n}$ : El $u$.
5. $\frac{\Gamma \vdash s_{1} \uparrow \text { Set } \quad \Gamma \vdash s_{2} \uparrow \mathrm{El} s_{1} \rightarrow \text { Set }}{\Gamma \vdash \Pi s_{1} s_{2} \uparrow \text { Set }}$

From $\vdash \Gamma$ we have $\Gamma \vdash$ Set. By induction $\Gamma \vdash s_{1}$ : Set. We have then $\Gamma \vdash \mathrm{El} s_{1} \rightarrow$ Set. By induction $\Gamma \vdash s_{2}:$ El $s_{1} \rightarrow$ Set.
We have $\Gamma \vdash \Pi:(x:$ Set, El $x \rightarrow$ Set $) \rightarrow$ Set.
By Lemma 2.4.11 we get $\Gamma \vdash \Pi s_{1} s_{2}$ : Set
6. $\frac{\Gamma \vdash s_{1} \uparrow(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)}{\Gamma \vdash \text { fun } s_{1} \uparrow \operatorname{El} v}\left\{\begin{array}{l}v \rightsquigarrow^{*} \Pi t u \\ x \notin F V(u)\end{array}\right.$

From $\vdash \Gamma$ we have $\Gamma \vdash \Pi:(x:$ Set, El $x \rightarrow$ Set $) \rightarrow$ Set.
From $\Gamma \vdash \operatorname{El} v, v \rightsquigarrow^{*} \Pi t u$ and Lemma 2.4.18 (Subject reduction) we have $\Gamma \vdash \mathrm{El}(\Pi t u)$. By Lemma 2.4.14 we have $\Gamma \vdash(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$. By induction then $\Gamma \vdash s_{1}:(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$. Since $x \notin F V(u)$ we have by definition $\Gamma \vdash$ fun $s_{1}: \mathrm{El}(\Pi t u)$, and then by conversion we get $\Gamma \vdash$ fun $s_{1}: \mathrm{El} v$.
7. $\frac{\Gamma, x: U \vdash s_{1} \uparrow V}{\Gamma \vdash \lambda x \cdot s_{1} \uparrow(x: U) \rightarrow V} x \notin \operatorname{supp}(\Gamma)$

From $\Gamma \vdash(x: U) \rightarrow V$ and Lemma 2.3.4 (Type-formation inversion) we have $\Gamma, x: U \vdash V$.

By induction $\Gamma, x: U \vdash s_{1}: V$.
By Definition 2.3.1 (Typing) we get $\Gamma \vdash \lambda x . s_{1}:(x: U) \rightarrow V$.

## Lemma 2.5.3 (Soundness of type formation checking).

## $\vdash \Sigma \wedge \vdash \Gamma \wedge \Gamma \vdash S \uparrow \Rightarrow \Gamma \vdash S$

Proof. Assume $\vdash \Sigma, \vdash \Gamma$ and $\Gamma \vdash S \uparrow$. We proceed by induction on $S$. From $\Gamma \vdash S \uparrow$ we have the cases:

1. $\overline{\Gamma \vdash \operatorname{Set} \uparrow}$.

By assumption $\vdash \Gamma$, hence $\Gamma \vdash$ Set.
2. $\frac{\Gamma \vdash s \uparrow \mathrm{Set}}{\Gamma \vdash \mathrm{El} s \uparrow}$.

By assumption $\vdash \Gamma$, hence $\Gamma \vdash$ Set. Then, by Lemma 2.5.2 we have $\Gamma \vdash s$ : Set. By definition then $\Gamma \vdash \mathrm{El} s$.
3. $\frac{\Gamma \vdash S_{1} \uparrow \quad \Gamma, x: S_{1} \vdash S_{2} \uparrow}{\Gamma \vdash\left(x: S_{1}\right) \rightarrow S_{2} \uparrow} x \notin \operatorname{supp}(\Gamma)$

By assumption $\vdash \Gamma$, and by induction then $\Gamma \vdash S_{1}$. Since $x \notin \operatorname{supp}(\Gamma)$ we have $\vdash \Gamma, x: S_{1}$. By induction then $\Gamma, x: S_{1} \vdash S_{2}$. By definition then $\Gamma \vdash\left(x: S_{1}\right) \rightarrow S_{2}$.

### 2.5.3 Completeness of type checking

Notation 2.5.4 (Equality for contexts). If $\overrightarrow{s u p p}(\Gamma)=\overrightarrow{s u p p}(\Delta)$ then $\Gamma \bowtie \Delta$ whenever $\Gamma(x) \bowtie \Delta(x)$ for all $x \in \operatorname{supp}(\Gamma)$.
Lemma 2.5.5 (Completeness of type checking with conversion). If $\vdash \Sigma$ then $\Gamma \vdash s: T \wedge \Gamma \bowtie \Delta \wedge T \bowtie U \Rightarrow \Delta \vdash s \uparrow U$.
Proof. Assume $\vdash \Sigma, \Gamma \vdash s: T, \Gamma \bowtie \Delta$ and $T \bowtie U$. We proceed by induction on $s$, which may have the following forms:

- $x s_{1} \ldots s_{n}$.

By Lemma 2.4.12 there are $V_{1}, \ldots, V_{n}$ and $V$ such that
$\Gamma \vdash x:\left(x_{1}: V_{1}, \ldots, x_{n}: V_{n}\right) \rightarrow V, \Gamma \vdash s_{i}: V\left[s_{1}, \ldots, s_{i-1}\right]$ and $T \bowtie$ $V\left[s_{1}, \ldots, s_{n}\right]$. By Lemma 2.4.9 (Generation lemma) then $\left(x_{1}: V_{1}, \ldots, x_{n}: V_{n}\right) \rightarrow V \bowtie \Gamma(x)$ holds.
Then $\Gamma(x)$ is of the form $x_{1}: V_{1}^{\prime}, \ldots, x_{n}: V_{n}^{\prime} \rightarrow V^{\prime}$, with $V_{i} \bowtie V_{i}^{\prime}$ and $V \bowtie V^{\prime}$. From $\Gamma \bowtie \Delta$ we have $\Gamma(x) \bowtie \Delta(x)$. Then $\Delta(x)$ is of the form $x_{1}: V_{1}^{\prime \prime}, \ldots, x_{n}: V_{n}^{\prime \prime} \rightarrow V^{\prime \prime}$ with $V_{i}^{\prime} \bowtie V_{i}^{\prime \prime}$ and $V^{\prime} \bowtie V^{\prime \prime}$.
By transitivity of equality then $V_{i} \bowtie V_{i}^{\prime \prime}$ and $V \bowtie V^{\prime \prime}$, and then
$V_{i}\left[s_{1}, \ldots, s_{i-1}\right] \bowtie V_{i}^{\prime \prime}\left[s_{1}, \ldots, s_{i-1}\right]$ and
$V\left[s_{1}, \ldots, s_{n}\right] \bowtie V^{\prime \prime}\left[s_{1}, \ldots, s_{n}\right]$ holds. From $T \bowtie U$ and
$T \bowtie V\left[s_{1}, \ldots, s_{n}\right]$ we have $U \bowtie V^{\prime \prime}\left[s_{1}, \ldots, s_{n}\right]$.
By induction $\Delta \vdash s_{i} \uparrow V_{i}^{\prime \prime}\left[s_{1}, \ldots, s_{i-1}\right]$. By Definition 2.5.1 (Type checking) then $\Delta \vdash x s_{1} \ldots s_{n} \uparrow U$.

- $h s_{1} \ldots s_{n}$, where $n=\operatorname{ar}(h)$.

By Lemma 2.4.12 there are $V_{1}, \ldots, V_{n}$ and $V$ such that $\Gamma \vdash h:\left(x_{1}: V_{1}, \ldots, x_{n}: V_{n}\right) \rightarrow V, \Gamma \vdash s_{i}: V\left[s_{1}, \ldots, s_{i-1}\right]$ and $T \bowtie$ $V\left[s_{1}, \ldots, s_{n}\right]$. We have the following forms of $h$ :
$-f$.
By Lemma 2.4.9 (Generation lemma) then $\left(x_{1}: V_{1}, \ldots, x_{n}: V_{n}\right) \rightarrow$ $V \bowtie \mathcal{F}(f)$.
Then $\mathcal{F}(f)$ is of the form $x_{1}: V_{1}^{\prime}, \ldots, x_{n}: V_{n}^{\prime} \rightarrow V^{\prime}$ with $V_{i} \bowtie V_{i}^{\prime}$ and $V \bowtie V^{\prime}$.
Then $V_{i}\left[s_{1}, \ldots, s_{i-1}\right] \bowtie V_{i}^{\prime}\left[s_{1}, \ldots, s_{i-1}\right]$ and
$V\left[s_{1}, \ldots, s_{n}\right] \bowtie V^{\prime}\left[s_{1}, \ldots, s_{n}\right]$.
From $T \bowtie U$ and $T \bowtie V\left[s_{1}, \ldots, s_{n}\right]$ we have $U \bowtie V^{\prime}\left[s_{1}, \ldots, s_{n}\right]$.
By induction $\Delta \vdash s_{i} \uparrow V_{i}^{\prime}\left[s_{1}, \ldots, s_{i-1}\right]$. By Definition 2.5.1 (Type checking) then $\Delta \vdash f s_{1} \ldots s_{n} \uparrow U$.
$-d$.
By Lemma 2.4.9 (Generation lemma) $\left(x_{1}: V_{1}, \ldots, x_{n}: V_{n}\right) \rightarrow V=$ $\mathcal{D}(d)$, with $\mathcal{D}(d)=\operatorname{Set}^{n} \rightarrow$ Set. We have $V_{i}\left[s_{1}, \ldots, s_{i-1}\right]=$ Set. By induction $\Delta \vdash s_{i} \uparrow$ Set. Since $T \bowtie U$ and $T=$ Set we have $U=$ Set. By Definition 2.5.1 (Type checking) then $\Delta \vdash d s_{1} \ldots s_{n} \uparrow U$.

- $c$.

From previously we know $\Gamma \vdash c:\left(x_{1}: V_{1}, \ldots, x_{n}: V_{n}\right) \rightarrow V$, $\Gamma \vdash s_{i}: V\left[s_{1}, \ldots, s_{i-1}\right]$ and $T \bowtie V\left[s_{1}, \ldots, s_{n}\right]$.
$\mathcal{C}(c)$ is an independent function type of the form
$\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \rightarrow \mathrm{El}\left(d y_{1} \ldots y_{k}\right)$.
By Lemma 2.4.9 (Generation lemma) for $c$ we have
$\left(x_{1}: V_{1}, \ldots, x_{n}: V_{n}\right) \rightarrow V \bowtie$
$\left(x_{1}: \operatorname{El}\left(e_{1}[\vec{u}]\right), \ldots, x_{n}: \operatorname{El}\left(e_{n}[\vec{u}]\right)\right) \rightarrow \mathrm{El}(d \vec{u})$.
Then $V_{i} \bowtie \mathrm{El}\left(e_{i}[\vec{u}]\right)$ and $V \bowtie \operatorname{El}(d \vec{u})$.
By the definition of equality there is $\vec{v}$ such that

$$
\begin{gathered}
V_{i} \rightsquigarrow *^{*} \mathrm{El}\left(e_{i}[\vec{v}]\right) \\
V \rightsquigarrow^{*} \mathrm{El}(d \vec{v}) \\
\text { and } \\
\text { and } \\
\mathrm{El}\left(e_{i}[\vec{u}]\right) \rightsquigarrow^{*} \mathrm{El}\left(e_{i}[\vec{v}]\right), \\
(d \vec{u}) \rightsquigarrow^{*} \mathrm{El}(d \vec{v}) .
\end{gathered}
$$

Since $\mathcal{C}(c)$ is independent we have $x_{i} \notin F V(\vec{v})$. We have
$V_{i}\left[s_{1}, \ldots, s_{i-1}\right] \rightsquigarrow^{*} \mathrm{El}\left(e_{i}[\vec{v}]\right)$ and $V\left[s_{1}, \ldots, s_{n}\right] \rightsquigarrow^{*} \mathrm{El}(d \vec{v})$.
From $T \bowtie U$ and $T \bowtie V\left[s_{1}, \ldots, s_{n}\right]$ we have $U \bowtie V\left[s_{1}, \ldots, s_{n}\right]$. From the definition of equality and that patterns are closed under reduction there is $\vec{w}$ such that

$$
U \rightsquigarrow^{*} \operatorname{El}(d \vec{w}) \quad \text { and } \quad V\left[s_{1}, \ldots, s_{n}\right] \rightsquigarrow^{*} \operatorname{El}(d \vec{w}) .
$$

Then $V_{i}\left[s_{1}, \ldots, s_{i-1}\right] \bowtie \operatorname{El}\left(e_{i}[\vec{w}]\right)$. We have $U$ of the form $\mathrm{El} u$ with $u \rightsquigarrow^{*} d \vec{w}$. By induction $\Delta \vdash s_{i} \uparrow \mathrm{El}\left(e_{i}[\vec{w}]\right)$. By Definition 2.5.1 (Type checking) then $\Delta \vdash c s_{1} \ldots s_{n} \uparrow U$.

- П.

By Lemma 2.4.9 (Generation lemma) $T \bowtie\left(x_{1}:\right.$ Set, El $x_{1} \rightarrow$ Set $) \rightarrow$ Set. From $\Gamma \vdash s_{1}: V_{1}$ and $\Gamma \vdash s_{2}: V_{2}\left[s_{1} / x_{1}\right]$ we know $\Gamma \vdash s_{1}:$ Set and $\Gamma \vdash s_{2}: \mathrm{El} s_{1} \rightarrow$ Set.
By induction $\Delta \vdash s_{1} \uparrow$ Set and $\Delta \vdash s_{2} \uparrow$ El $s_{1} \rightarrow$ Set. Since $U=$ Set we have by definition that $\Delta \vdash \Pi s_{1} s_{2} \uparrow U$.

- fun.

By Lemma 2.4.9 (Generation lemma) from $\Gamma \vdash$ fun $:\left(x_{1}: V_{1}\right) \rightarrow V$ we have

$$
\left(x_{1}: V_{1}\right) \rightarrow V \bowtie\left(x_{1}:(y: \mathrm{El} t) \rightarrow \mathrm{El}(u y)\right) \rightarrow \mathrm{El}(\Pi t u)
$$

with $y \notin F V(u), \Gamma \vdash t$ : Set and $\Gamma \vdash u:$ El $t \rightarrow$ Set.
We have $V_{1} \bowtie(y: \mathrm{El} t) \rightarrow \mathrm{El}(u y)$ and $V \bowtie \mathrm{El}(\Pi t u)$.
From $U \bowtie T, T \bowtie V\left[s_{1} / x_{1}\right]$ and $V \bowtie \operatorname{El}(\Pi t u)$ we have $U=\mathrm{El} v$ with $t^{\prime}, u^{\prime}$ such that $v \rightsquigarrow^{*} \Pi t^{\prime} u^{\prime}$ and $\Pi t u \rightsquigarrow^{*} \Pi t^{\prime} u^{\prime}$.
We have $\Gamma \vdash s_{1}: V_{1}$ and $V_{1} \bowtie\left(y: \mathrm{El} t^{\prime}\right) \rightarrow \mathrm{El}\left(u^{\prime} y\right)$. Since $y \notin F V(u)$ and $u \rightsquigarrow^{*} u^{\prime}$ we have $y \notin F V\left(u^{\prime}\right)$.
By induction $\Delta \vdash s_{1} \uparrow\left(y: \mathrm{El} t^{\prime}\right) \rightarrow \mathrm{El}\left(u^{\prime} y\right)$ and by definition then $\Delta \vdash$ fun $s_{1} \uparrow \mathrm{El} v$.

- $\lambda x . s^{\prime}$.

By Lemma 2.4.10 (Strong generation lemma) we have $T=\left(x: T_{1}\right) \rightarrow T_{2}$ and $\Gamma, x: T_{1} \vdash s^{\prime}: T_{2}$. Since $T \bowtie U$ we have $U$ of the form $\left(x: U_{1}\right) \rightarrow U_{2}$ where $T_{1} \bowtie U_{1}$ and $T_{2} \bowtie U_{2}$. Then $\Gamma, x: T_{1} \bowtie \Delta, x: U_{1}$. By induction $\Delta, x: U_{1} \vdash s^{\prime} \uparrow U_{2}$. Assume w.l.o.g. that $x \notin \operatorname{supp}(\Gamma)$. By definition $\Delta \vdash \lambda x . s^{\prime} \uparrow\left(x: U_{1}\right) \rightarrow U_{2}$.

Corollary 2.5.6 (Completeness of type checking).
$\vdash \Sigma \wedge \Gamma \vdash s: T \Rightarrow \Gamma \vdash s \uparrow T$

Lemma 2.5.7 (Completeness of type formation checking).
$\vdash \Sigma \wedge \Gamma \vdash S \Rightarrow \Gamma \vdash S \uparrow$.
Proof. Assume $\vdash \Sigma$ and $\Gamma \vdash S$. We proceed by induction on $S$. By inversion of Definition 2.3.1 $S$ is well-formed by the following derivations:

- $\frac{\vdash \Gamma}{\Gamma \vdash \operatorname{Set}}$

By definition $\Gamma \vdash \operatorname{Set} \uparrow$.

- $\frac{\Gamma \vdash s: \mathrm{Set}}{\Gamma \vdash \mathrm{El} s}$

By Corollary 2.5.6 we have $\Gamma \vdash s \uparrow$ Set, and by definition $\Gamma \vdash \mathrm{El} s \uparrow$.

- $\frac{\Gamma \vdash S_{1} \quad \Gamma, x: S_{1} \vdash S_{2}}{\Gamma \vdash\left(x: S_{1}\right) \rightarrow S_{2}}$

By induction we have $\Gamma \vdash S_{1} \uparrow$ and $\Gamma, x: S_{1} \vdash S_{2} \uparrow$. By definition then $\Gamma \vdash\left(x: S_{1}\right) \rightarrow S_{2} \uparrow$.

## Chapter 3

## Semantics

In this chapter we introduce a semantic notion of reducibility ${ }^{1}$. We prove that well-typed terms are reducible, if all defined constants are reducible. Then we prove the latter condition provided that the call-instance relation (Definition 3.6.3) is well-founded.

### 3.1 Reducibility

### 3.1.1 Neutrality

Definition 3.1.1 (Neutral). Neutral terms are inductively defined by the grammar

$$
\begin{array}{rlll}
b & ::= & x t_{1} \ldots t_{n} \text { where } \operatorname{NF}\left(t_{i}\right) \\
& f t_{1} \ldots t_{n}
\end{array} \text { where } \operatorname{NF}\left(f t_{1} \ldots t_{n}\right), n \geq \operatorname{ar}(f)
$$

Notation 3.1.2. We write $\operatorname{NEUTRAL}(t)$ when $t$ is neutral.
Remark 3.1.3. Neutral terms are normal. Note that the notion of neutrality, as a consequence of its dependency of normality, is relative to the rules given in $\mathcal{R}$.

Lemma 3.1.4. If $\operatorname{NEUTRAL}(t)$ and $\operatorname{NF}(u)$ then $\operatorname{NEUTRAL}(t u)$.
Proof. We consider Definition 3.1.1. If the head of $t$ is a variable, we are done. If it is a constant, this constant is at least fully applied, so we will not get a redex by applying $u$.

### 3.1.2 Specification of reducibility

We postulate the existence of the semantic predicates having the forms $\operatorname{RED}(T)$ and $\operatorname{RED}_{T}(t)$. Later we will give an instantiation to show that the specification is not vacuous.

[^28]Specification 3.1.5 (Reducible sets and elements). Given the data types $\mathcal{D}, \mathcal{C}$ and the rules $\mathcal{R}$, we specify the predicate RED $_{\text {Set }}$ for sets, and a family of predicates $\mathrm{RED}_{\mathrm{El} t} t$ indexed by terms $t$ satisfying $\operatorname{RED}_{\text {Set }}(t)$. We give clauses 1 and 2 mutually by induction-recursion.

1. $\operatorname{RED}_{\text {Set }}(t)$ holds iff one the following conditions holds ${ }^{2}$
(a) $\exists d, t_{1}, \ldots, t_{m}$.
$\left\{\begin{array}{l}t \Downarrow d t_{1} \ldots t_{m} \\ \mathcal{D}(d)=\operatorname{Set}^{m} \rightarrow \text { Set } \\ \operatorname{RED}_{\text {Set }}\left(t_{1}\right), \ldots, \operatorname{RED}_{\text {Set }}\left(t_{m}\right)\end{array}\right.$
(b) $\exists t_{1}, t_{2}$. $\left\{\begin{array}{l}t \Downarrow \Pi t_{1} t_{2} \\ \operatorname{RED}_{\text {Set }}\left(t_{1}\right) \\ \forall v \cdot \operatorname{RED}_{\left(\mathrm{El} t_{1}\right)}(v) \Rightarrow \operatorname{RED}_{\text {Set }}\left(t_{2} v\right)\end{array}\right.$
(c) $\exists b \cdot t \Downarrow b$
2. If $\operatorname{RED}_{\text {Set }}(t)$ holds, we specify for each of the possible cases, if:
(a) $\exists d, t_{1}, \ldots, t_{m}$. $\left\{\begin{array}{l}t \Downarrow d t_{1} \ldots t_{m} \\ \mathcal{D}(d)=\operatorname{Set}^{m} \rightarrow \text { Set } \\ \operatorname{RED}_{\text {Set }}\left(t_{1}\right), \ldots, \operatorname{RED}_{\text {Set }}\left(t_{m}\right)\end{array}\right.$ then $\operatorname{RED}_{(\mathrm{El} t)}(u)$ holds iff one the following conditions holds ${ }^{3}$
i. $\exists c, u_{1}, \ldots, u_{n}$.

$$
\left\{\begin{array}{l}
u \Downarrow c u_{1} \ldots u_{n} \\
\mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \operatorname{El} e_{n}\right) \rightarrow \operatorname{El}\left(d x_{1} \ldots x_{m}\right) \\
\operatorname{RED}_{\text {Set }}\left(e_{i}\left[t_{1}, \ldots, t_{m}\right]\right) \wedge \operatorname{RED}_{\left(\operatorname{El} e_{i}\left[t_{1}, \ldots, t_{m}\right]\right)}\left(u_{i}\right)
\end{array}\right.
$$

ii. $\exists b \cdot u \Downarrow b$
(b) $\exists t_{1}, t_{2}$.
$\left\{\begin{array}{l}t \Downarrow \Pi t_{1} t_{2} \\ \operatorname{RED}_{\text {Set }}\left(t_{1}\right) \\ \forall v \cdot \operatorname{RED}_{\left(\mathrm{El} t_{1}\right)}(v) \Rightarrow \operatorname{RED}_{\text {Set }}\left(t_{2} v\right)\end{array}\right.$
then $\operatorname{RED}_{(\mathrm{El} t)}(u)$ holds iff one the following conditions holds
i. $\exists u^{\prime}$.
$\left\{\begin{array}{l}\exists u^{u} \cdot \text { fun } u^{\prime} \\ \forall v \cdot \operatorname{RED}_{\left(\mathrm{El} t_{1}\right)}(v) \Rightarrow \operatorname{RED}_{\left(\mathrm{El}\left(t_{2} v\right)\right)}\left(u^{\prime} v\right) \\ \exists b . u \Downarrow b\end{array}\right.$
ii. $\exists b . u \Downarrow b$
(c) $\exists b \cdot t \Downarrow b$,
then $\operatorname{RED}_{(\mathrm{El} t)}(u)$ holds whenever $\exists b^{\prime} . u \Downarrow b^{\prime}$.

[^29]
## Definition 3.1.6 (Rank of raw types).

$$
\operatorname{rank}(\text { Set })=0
$$

$$
\operatorname{rank}(\mathrm{El} t)=0
$$

$\operatorname{rank}($ Fun $U(\lambda x . V))=1+\max (\operatorname{rank}(U), \operatorname{rank}(V))$
Remark 3.1.7. It is clear that the rank of a type is unaffected by reduction as well as substitution.

## Specification 3.1.8 (Reducibility).

We specify the predicate RED for types $T$ by induction on $\operatorname{rank}(T)$, and for each case for which $\operatorname{RED}(T)$ holds, we specify the predicate $\mathrm{RED}_{T}$.

1. RED(Set) holds,
and then $\operatorname{RED}_{\text {Set }}(t)$ is given by Specification 3.1.5.
2. $\operatorname{RED}(\operatorname{El} t)$ holds whenever $\operatorname{RED}_{\text {Set }}(t)$ holds, and then $\operatorname{RED}_{(\mathrm{El} t)}(u)$ is given by Specification 3.1.5.
3. RED(Fun $U(\lambda x . V)$ ) holds whenever
$\operatorname{RED}(U)$ and $\forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}(V[u / x])$ holds,
and then $\operatorname{RED}_{\text {(Fun } U(\lambda x . V))}(t)$ holds whenever
$\forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}_{(V[u / x])}(t u)$.

### 3.1.3 Examples

We illustrate by examples what it means to be a reducible set, and in such a set, what it means to be a reducible element. Let us consider the example with vectors of length $n$, from page 42. The expression Vec Bool $(2+1)$ is reducible in Set, which can be seen from its normalization sequence:

$$
\begin{aligned}
& \text { Vec Bool }(2+1) \rightsquigarrow \\
& \text { Vec Bool } 3 \rightsquigarrow \\
& \text { Bool } \times \text { Vec Bool } 2 \rightsquigarrow \\
& \text { Bool } \times(\text { Bool } \times \text { Vec Bool } 1) \rightsquigarrow \\
& \text { Bool } \times(\text { Bool } \times(\text { Bool } \times \text { Vec Bool } 0)) \rightsquigarrow \\
& \text { Bool } \times(\text { Bool } \times(\operatorname{Bool} \times T))
\end{aligned}
$$

Informally we can infer
with the side conditions $\mathcal{D}(\times)=$ Set $^{2} \rightarrow$ Set and $\mathcal{D}($ Bool $)=$ Set.

$$
\begin{aligned}
& \frac{\operatorname{RED}_{\text {Set }}(\text { Bool })}{\operatorname{RED}_{\text {Set }}(\text { Bool } \times \text { Vec Bool 0) })} \\
& \mathrm{RED}_{\text {Set }}(\text { Bool }) \quad \mathrm{RED}_{\text {Set }}(\text { Bool } \times \text { Vec Bool 1) } \\
& \underline{R_{\text {Set }}(\text { Bool } \times \text { Vec Bool 2) }} \\
& \frac{\operatorname{RED}_{\text {Set }}(\operatorname{Vec} \text { Bool 3) }}{\operatorname{RED}_{\text {Set }}(\operatorname{Vec} \operatorname{Bool}(2+1))}
\end{aligned}
$$

We have $\operatorname{RED}_{(\mathrm{El}(\text { Vec Bool 3)) }}($ true, (and true false, $((\lambda x . x)$ true, unit))) because (true, (and true false, $((\lambda x . x)$ true, unit) $)) \Downarrow($ true, (false, (true, unit))) and we can infer informally
with the side conditions $\mathcal{C}()=,(\mathrm{El} x, \mathrm{El} y) \rightarrow \mathrm{El}(x \times y), \mathcal{C}($ true $)=\mathrm{El}$ Bool, $\mathcal{C}($ false $)=\mathrm{El}$ Bool and $\mathcal{C}($ unit $)=\mathrm{El} \mathrm{T}$.

Neutrality The term 'odd(s (s x))' is reducible in El Bool, as seen from the computation ${ }^{4}$

$$
\operatorname{odd}(\mathrm{s}(\mathrm{~s} x)) \rightsquigarrow \operatorname{odd} x
$$

where 'odd $x$ ' is neutral. Another (yet simple) example involving lists, is the term 'length(5::3::y)', which is reducible in El Nat, since it normalizes by the sequence

$$
\text { length }(5:: 3:: y) \rightsquigarrow \mathrm{s}(\text { length }(3:: y)) \rightsquigarrow \mathrm{s}(\mathrm{~s}(\text { length } y))
$$

and the term 's (s (length $y)$ )' is reducible in El Nat. The computation of 'length $y$ ' is blocked, and the function is fully applied, so it is neutral.

Weak normalization and reducibility Note that a reducible term may have no type, and that it may contain sub-terms that have no normal form. For instance we have $\operatorname{RED}_{\text {(El Bool) }}(((\lambda x . \lambda y . y)((\lambda x . x x)(\lambda x . x x)))$ true) because $((\lambda x . \lambda y . y)((\lambda x . x x)(\lambda x . x x)))$ true $\Downarrow$ true, even if $(\lambda x . x x)(\lambda x . x x)$ has no normal form.

### 3.2 The soundness of the reducibility predicates

We give a sketch of how the reducibility predicate specifications of Specification 3.1 .5 can be justified using a set-theoretical interpretation. The approach is similar to Scott (1975) and Aczel (1980).

### 3.2.1 A potential counter-example

Assume that the following data type would be part of our system:

$$
\begin{aligned}
& \mathrm{D}: \text { Set } \\
& \text { abstr }:(\mathrm{El} \mathrm{D} \rightarrow \mathrm{El} \mathrm{D}) \rightarrow \mathrm{El} \mathrm{D}
\end{aligned}
$$

[^30]and we have the constant
\[

$$
\begin{aligned}
& \text { app : El } \mathrm{D} \rightarrow \mathrm{El} \mathrm{D} \rightarrow \mathrm{El} \mathrm{D} \\
& \operatorname{app}(\operatorname{abstr} f) x=f x
\end{aligned}
$$
\]

One can add to the specification of reducibility the following clauses:

1. $\mathrm{RED}_{\mathrm{Set}}(\mathrm{D})$
2. $\operatorname{RED}_{(E l \mathrm{D})}(u)$ iff $\left(\exists u^{\prime} \cdot u \Downarrow\right.$ abstr $u^{\prime} \wedge$ $\left.\forall v \cdot \operatorname{RED}_{(\text {El D) }}(v) \Rightarrow \operatorname{RED}_{(\text {El D) }}\left(u^{\prime} v\right)\right) \vee$ $\exists b . u \Downarrow b$

One can show $\operatorname{RED}_{(E l \text { D } \rightarrow \text { El D } \rightarrow \text { El D) }}(\operatorname{app})$. We can construct the closed term

```
omega : El D
omega = app (abstr (\lambdax.app x x)) (abstr (\lambdax.app x x))
```

We would then show RED $_{\text {(El D) }}$ (omega). This term has no normal form, and cannot be reduced to an expression in constructor form. What goes wrong is that there is no predicate RED satisfying the conditions 1 and 2 above. Clearly, there is a need to justify the reducibility predicate.

### 3.2.2 Reducibility predicates as a hierarchy of sets

We give below a motivation ${ }^{5}$ of the existence of the predicates $\mathrm{RED}_{\text {Set }}(t)$ and $\operatorname{RED}_{(\mathrm{El} t)}(u)$ given in Specification 3.1.5. Concerning the constructive validity of this method, cf. Aczel (1980).

We are going to build a hierarchy of sets indexed by ordinal numbers. For each level $\alpha$, we build a set $\mathcal{S}^{(\alpha)}$ of set expressions, and for each $t \in \mathcal{S}^{(\alpha)}$, we form the set $\mathcal{E}_{t}^{(\alpha)}$ of elements in $t$. At each level $\alpha$, to construct $\mathcal{S}^{(\alpha)}$ we first construct a set $\mathcal{L}^{(\alpha)}$. The set $\mathcal{S}^{(\alpha)}$ consists of first-order set constructor trees with leaves taken from $\mathcal{L}^{(\alpha)}$. The following properties are essential:

## Proposition 3.2.1.

If $\alpha<\beta$ then $\mathcal{S}^{(\alpha)} \subseteq \mathcal{S}^{(\beta)}$, and if $t \in \mathcal{S}^{(\alpha)}$ then $\mathcal{E}_{t}^{(\alpha)}=\mathcal{E}_{t}^{(\beta)}$.
Definition 3.2.2 (Computational closure). For a given set of terms $\mathcal{S}^{(\alpha)}$, by $\mathcal{S}^{(\alpha)+}$, we mean $\left\{t \mid t \rightsquigarrow^{*} t^{\prime} \wedge t^{\prime} \in \mathcal{S}^{(\alpha)}\right\}$. For all terms $t$, given $\mathcal{E}_{t}^{(\alpha)}$, by $\mathcal{E}_{t}^{(\alpha)+}$, we mean $\left\{u \mid u \rightsquigarrow^{*} u^{\prime} \wedge t \rightsquigarrow^{*} t^{\prime} \wedge u^{\prime} \in \mathcal{E}_{t^{\prime}}^{(\alpha)}\right\}$.

[^31]
## Definition 3.2.3 (Set leaves, Sets and Elements).

1. At level 0 :
(a) $\mathcal{L}^{(0)}=\{t \mid \operatorname{NEUTRAL}(t)\}$
(b) $\mathcal{S}^{(0)}=\left\{e\left[t_{1}, \ldots, t_{n}\right] \mid t_{1} \in \mathcal{L}^{(0)}, \ldots, t_{n} \in \mathcal{L}^{(0)}\right\}$
(c) Given $t \in \mathcal{S}^{(0)}$, the relation $u \in \mathcal{E}_{t}^{(0)}$ is specified by induction on $u$.

$$
\begin{aligned}
& \text { i. } c u_{1} \ldots u_{n} \in \mathcal{E}_{t}^{(0)} \quad \text { iff } \operatorname{NF}\left(u_{i}\right) \\
& \mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \operatorname{El} e_{n}\right) \rightarrow \operatorname{El}(d \vec{x}), t=d \vec{t} \text { and } u_{i} \in \mathcal{E}_{e_{i}[\vec{t}]}^{(0)} . \\
& \text { ii. } u \in \mathcal{E}_{t}^{(0)} \text { if } \operatorname{NEUTRAL}(u) .
\end{aligned}
$$

2. At level $\alpha+1$ :
(a) $\mathcal{L}^{(\alpha+1)}=\mathcal{L}^{(\alpha)} \cup\left\{\Pi t_{1} t_{2} \mid t_{1} \in \mathcal{S}^{(\alpha)} \wedge \forall v . v \in \mathcal{E}_{t_{1}}^{(\alpha)} \Rightarrow t_{2} v \in \mathcal{S}^{(\alpha)+}\right\}$
(b) $\mathcal{S}^{(\alpha+1)}=\left\{e\left[t_{1}, \ldots, t_{n}\right] \mid t_{1} \in \mathcal{L}^{(\alpha+1)}, \ldots, t_{n} \in \mathcal{L}^{(\alpha+1)}\right\}$
(c) Given $t \in \mathcal{S}^{(\alpha+1)}$,
the relation $u \in \mathcal{E}_{t}^{(\alpha+1)}$ is specified by induction on $u$.
i. $c u_{1} \ldots u_{n} \in \mathcal{E}_{t}^{(\alpha+1)}$ iff $\operatorname{NF}\left(u_{i}\right)$,

$$
\mathcal{C}(c)=\left(\operatorname{El} e_{1}, \ldots, \operatorname{El} e_{n}\right) \rightarrow \operatorname{El}(d \vec{x}), t=d \vec{t} \text { and } u_{i} \in \mathcal{E}_{e_{i}[\vec{t}]}^{(\alpha+1)}
$$

ii. fun $u_{1} \in \mathcal{E}_{t}^{(\alpha+1)}$ iff $\operatorname{NF}\left(u_{1}\right), \quad t \in \mathcal{L}^{(\alpha+1)}, \quad t=\Pi t_{1} t_{2} \quad$ and $\forall w . w \in \mathcal{E}_{t_{1}}^{(\alpha)} \Rightarrow u_{1} w \in \mathcal{E}_{t_{2} w}^{(\alpha)+}$.
iii. $u \in \mathcal{E}_{t}^{(\alpha+1)}$ if $\operatorname{NEUTRAL}(u)$.
3. At limit $\lambda$
(a) $\mathcal{L}^{(\lambda)}=\bigcup_{\alpha<\lambda} \mathcal{L}^{(\alpha)}$
(b) $\mathcal{S}^{(\lambda)}=\bigcup_{\alpha<\lambda} \mathcal{S}^{(\alpha)}$
(c) $\mathcal{E}_{t}^{(\lambda)}=\bigcup_{\alpha<\lambda} \mathcal{E}_{t}^{(\alpha)}$

Proposition 3.2.4 (Existence of fixed point). There exists an ordinal number $\alpha_{0}<\omega_{1}$ such that

1. $\mathcal{S}^{\left(\alpha_{0}\right)+}=\mathcal{S}^{\left(\alpha_{0}+1\right)+}$
2. $\forall t . t \in \mathcal{S}^{\left(\alpha_{0}\right)+} \Rightarrow \mathcal{E}_{t}^{\left(\alpha_{0}\right)+}=\mathcal{E}_{t}^{\left(\alpha_{0}+1\right)+}$

Motivation. We have an increasing sequence $\mathcal{S}^{(\alpha)+}$ of subsets of a given countable set, hence there exists $\alpha_{0}<\omega_{1}$ such that $\mathcal{S}^{\left(\alpha_{0}\right)+}=\mathcal{S}^{\left(\alpha_{0}+1\right)+}$. The same holds for each $t \in \mathcal{S}^{\left(\alpha_{0}\right)+}$ for $\mathcal{E}_{t}^{\left(\alpha_{0}\right)+}$.

We claim without proof the following equivalence between terms satisfying the predicates of Specification 3.1.5 and Definition 3.2.3.

Proposition 3.2.5 (Set interpretation of reducibility).

$$
\operatorname{RED}_{\mathrm{Set}}(t) \Longleftrightarrow t \in \mathcal{S}^{\left(\alpha_{0}\right)+} \quad \operatorname{RED}_{(\mathrm{El} t)}(u) \Longleftrightarrow t \in \mathcal{S}^{\left(\alpha_{0}\right)+} \wedge u \in \mathcal{E}_{t}^{\left(\alpha_{0}\right)+}
$$

Example 3.2.6 (A lower bound). We do have $\alpha_{0}>\omega$. Consider the constant ${ }^{6}$

$$
\begin{aligned}
& F:(n: \text { El Nat }) \rightarrow \text { Set } \\
& F 0=\text { Nat } \\
& F(\mathrm{~s} n)=\Pi \text { Nat }\left(\lambda_{\text {_. }} F n\right)
\end{aligned}
$$

There is no natural number $m$ such that $\Pi$ Nat $(\lambda n . F n) \in \mathcal{S}^{(m)+}$, but one can show it belongs to $\mathcal{S}^{(\omega+1)+}$. We have $\mathcal{S}^{(\omega)+} \neq \mathcal{S}^{(\omega+1)+}$.

### 3.3 Normalization of reducible terms

Remark 3.3.1. From Specification 3.1.8 and the transitivity of $\bowtie$ (Corollary 2.2.33) we have that $T \bowtie T^{\prime}$ and $t \bowtie t^{\prime}$ implies $\operatorname{RED}(T) \Leftrightarrow \operatorname{RED}\left(T^{\prime}\right)$ and $\operatorname{RED}_{T}(t) \Leftrightarrow \operatorname{RED}_{T^{\prime}}\left(t^{\prime}\right)$.

## Lemma 3.3.2.

1. RED(Fun $U((\lambda x . V) \gamma)) \Longleftrightarrow$ $\operatorname{RED}(U) \wedge \forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}(V[\gamma, u / x])$.
2. $\operatorname{RED}($ Fun $U((\lambda x . V) \gamma)) \wedge \operatorname{RED}_{(\text {Fun } U((\lambda x . V) \gamma))}(t) \Longleftrightarrow$ $\operatorname{RED}(U) \wedge \forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}(V[\gamma, u / x]) \wedge \operatorname{RED}_{(V[\gamma, u / x])}(t u)$.
Proof. By substitution properties 2.2.7 and Proposition 2.2.14.

## Proposition 3.3.3.

For all $T$, $t$, if $\operatorname{RED}(T)$ then

1. $\operatorname{RED}_{T}(t) \Rightarrow \mathrm{WN}(t)$
2. $t \Downarrow b \Rightarrow \operatorname{RED}_{T}(t)$

Proof. Assume RED $(T)$. We prove 1 and 2 by induction on $\operatorname{rank}(T)$.
1: Assume $\operatorname{RED}_{T}(t)$.

- When $T$ is Set or El $u$, by Specification 3.1.5 we have $\mathrm{WN}(t)$ directly.
- When $T$ is Fun $U(\lambda x . V)$, we have from Specification 3.1.8, case 3, that $\operatorname{RED}($ Fun $U(\lambda x . V)$ ) holds by $\operatorname{RED}(U)$ and $\left.\forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}(V[u / x])\right)$. Then $\operatorname{RED}_{(\text {Fun } U(\lambda x . V))}(t)$ holds whenever $\forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}_{(V[u / x])}(t u)$. We have $\operatorname{NEUTRAL}(x)$. From $\operatorname{RED}(U)$ and induction (2) we have $\operatorname{RED}_{U}(x)$. Then $\operatorname{RED}(V[x / x])$ and $\operatorname{RED}_{(V[x / x])}(t x)$. From RED $(V)$ and induction (1) we have $\mathrm{WN}(t x)$. By Lemma 2.2.40 we have $\mathrm{WN}(t)$.

[^32]2: Assume $t \Downarrow b$.

- When $T$ is Set or $\operatorname{El} u$, from $\operatorname{RED}(T)$ and Specification 3.1.5, in all their sub-cases we have $\mathrm{RED}_{T}(t)$ directly.
- When $T$ is Fun $U(\lambda x . V)$, we have from Specification 3.1.8, case 3, that RED (Fun $U(\lambda x . V))$ holds by $\operatorname{RED}(U)$ and $\left.\forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}(V[u / x])\right)$. We have to show $\forall u \cdot \operatorname{RED}_{U}(u) \Rightarrow \operatorname{RED}_{(V[u / x])}(t u)$. Assume given $u$ such that $\operatorname{RED}_{U}(u)$.
Then we have $\operatorname{RED}(V[u / x])$. From $\operatorname{RED}(U)$ and induction (1) there exists $u^{\prime}$ such that $u \Downarrow u^{\prime}$. By Lemma 3.1.4 we have $\operatorname{NEUTRAL}\left(b u^{\prime}\right)$. Then by induction (2) we get $\operatorname{RED}_{(V[u / x])}\left(b u^{\prime}\right)$. By Remark 3.3 .1 we have $\operatorname{RED}_{(V[u / x])}(t u)$.

Corollary 3.3.4. $\operatorname{RED}(T) \Rightarrow \mathrm{WN}(T)$.
Proof. Similar as above, by induction on $\operatorname{rank}(T)$.

### 3.4 Properties of reducibility

### 3.4.1 Reducibility and vectors

Definition 3.4.1 (Reducibility for Vectors).

$$
\frac{\operatorname{RED}_{()}()}{} \frac{\operatorname{RED}_{\Gamma}(\vec{t}) \operatorname{RED}(T[\vec{t}]) \quad \operatorname{RED}_{(T[\vec{t}])}(t)}{\operatorname{RED}_{(\Gamma, x: T)}(\vec{t}, t)}
$$

## Definition 3.4.2.

$\operatorname{RED}_{\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)}(\gamma)$ holds whenever $\forall i . \operatorname{RED}\left(T_{i} \gamma\right) \wedge \operatorname{RED}_{\left(T_{i} \gamma\right)}\left(\gamma\left(x_{i}\right)\right)$.
Lemma 3.4.3. If $\Gamma$ is closed, $\operatorname{RED}_{\Gamma}(\gamma), \operatorname{RED}_{(T \gamma)}(t), x \notin \operatorname{supp}(\Gamma)$ and $x \notin$ $F V(T)$, then $\operatorname{RED}_{(\Gamma, x: T)}([\gamma, t / x])$.
Proof. Assume given $\gamma, \Gamma, x, t, T$. Assume $\Gamma$ is closed, $\operatorname{RED}_{\Gamma}(\gamma), \operatorname{RED}_{(T \gamma)}(t)$, $x \notin \operatorname{supp}(\Gamma)$ and $x \notin F V(T)$. Assume given $(y: U)$ in $(\Gamma, x: T)$.
We have two cases:

## - $x=y$

Then $T$ is $U$, and $y[\gamma, t / x]=x[\gamma, t / x]=t$, and $T[\gamma, t / x]=T \gamma$ because $x$ is not free in $T$. By assumption we have $\operatorname{RED}_{(T \gamma)}(t)$, so we have $\operatorname{RED}_{(T[\gamma, t / x])}(y[\gamma, t / x])$.

- $x \neq y$

Then $y[\gamma, t / x]=y \gamma$. From $\operatorname{RED}_{\Gamma}(\gamma)$ we have $\operatorname{RED}_{(U \gamma)}(y \gamma)$.
We have $U \gamma=U[\gamma, t / x]$, since $\Gamma$ is closed, $x$ is not free in $U$, and so we have $\operatorname{RED}_{(U[\gamma, t / x])}(y[\gamma, t / x])$.

Lemma 3.4.4. If $\Gamma$ is closed and disjoint, then

$$
\operatorname{RED}_{\Gamma}(\vec{t}) \Longleftrightarrow \operatorname{RED}_{\Gamma}([\vec{t}])
$$

Proof. In both directions by induction on the length of $\Gamma$, using that $\Gamma$ is closed and disjoint.

## Lemma 3.4.5.

1. $\operatorname{RED}(\Gamma \rightarrow T) \Longleftrightarrow \forall \vec{t} \cdot \operatorname{RED}_{\Gamma}(\vec{t}) \Rightarrow \operatorname{RED}(T[\vec{t}])$.
2. $\operatorname{RED}(\Gamma \rightarrow T) \wedge \operatorname{RED}_{(\Gamma \rightarrow T)}(t) \Longleftrightarrow$
$\forall \vec{t} \cdot \operatorname{RED}_{\Gamma}(\vec{t}) \Rightarrow \operatorname{RED}(T[\vec{t}]) \wedge \operatorname{RED}_{(T[\vec{t}])}(t \vec{t})$.
Proof. By iteration of Specification 3.1.8 (Reducibility).

### 3.4.2 Reducibility and sets

## The Cartesian product of a family of sets

Lemma 3.4.6. If $x \notin F V(u)$,
$\operatorname{RED}($ Fun $(\mathrm{El} t)((\lambda x$.El $(u x)) \gamma))$ and $\left.\left.\operatorname{RED}_{(\text {Fun }(E l} t\right)((\lambda x . \operatorname{El}(u x)) \gamma)\right)(v)$ then $\operatorname{RED}_{(\operatorname{El} \Pi t(u \gamma))}($ fun $v)$.

Proof. Assume $x \notin F V(u)$ and

$$
\begin{array}{r}
\operatorname{RED}(\text { Fun }(\operatorname{El} t)((\lambda x . \operatorname{El}(u x)) \gamma)) \\
\left.\operatorname{RED}_{(\text {Fun }(\operatorname{El} t)}((\lambda x . \operatorname{El}(u x)) \gamma)\right)(v) \tag{3.2}
\end{array}
$$

From (3.1), (3.2) and Lemma 3.3.2 we have

$$
\begin{equation*}
\operatorname{RED}(\mathrm{El} t) \quad \text { and } \quad \forall w \cdot \operatorname{RED}_{(\mathrm{El} t)}(w) \Rightarrow \operatorname{RED}(\operatorname{El}(u x)[\gamma, w / x]) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall w \cdot \operatorname{RED}_{(\mathrm{El} t)}(w) \Rightarrow \operatorname{RED}_{(\mathrm{El}(u x)[\gamma, w / x])}(v w) \tag{3.4}
\end{equation*}
$$

From (3.3) we have

$$
\begin{equation*}
\operatorname{RED}_{\mathrm{Set}}(t) \quad \text { and } \quad \forall w \cdot \operatorname{RED}_{(\mathrm{El} t)}(w) \Rightarrow \operatorname{RED}_{\text {Set }}((u x)[\gamma, w / x]) \tag{3.5}
\end{equation*}
$$

Since $x \notin F V(u)$, for any $w$ we have

$$
\begin{equation*}
(u x)[\gamma, w / x]=(u \gamma) w \tag{3.6}
\end{equation*}
$$

hence from (3.5) we get

$$
\operatorname{RED}_{\text {Set }}(t) \quad \text { and } \quad \forall w \cdot \operatorname{RED}_{(\mathrm{El} t)}(w) \Rightarrow \operatorname{RED}_{\text {Set }}((u \gamma) w)
$$

which, by Specification 3.1.8 gives

$$
\begin{equation*}
\operatorname{RED}(\operatorname{El} \Pi t(u \gamma)) \tag{3.7}
\end{equation*}
$$

Assume given $w$ such that $\operatorname{RED}_{(\mathrm{El} t)}(w)$.
From (3.4) we have

$$
\begin{equation*}
\operatorname{RED}_{(\mathrm{El}(u x)[\gamma, w / x])}(v w) \tag{3.8}
\end{equation*}
$$

From (3.2) and Proposition 3.3.3 there is $v^{\prime}$ such that $v \Downarrow v^{\prime}$. From (3.8), Remark 3.3.1 and (3.6) we get

$$
\begin{equation*}
\forall w \cdot \operatorname{RED}_{(\mathrm{El} t)}(w) \Rightarrow \operatorname{RED}_{(\mathrm{El}(u \gamma) w)}\left(v^{\prime} w\right) \tag{3.9}
\end{equation*}
$$

From (3.7) and (3.9), by Specification 3.1.8 gives $\operatorname{RED}_{(\text {El } \Pi t(u \gamma))}($ fun $v)$.
Lemma 3.4.7.
$\operatorname{RED}(\operatorname{El}(\Pi t u)) \wedge \operatorname{RED}_{(E l}^{(\Pi t u))}($ fun $v) \Rightarrow \operatorname{RED}((x: \operatorname{El} t) \rightarrow \operatorname{El}(u x)) \wedge$ $\operatorname{RED}_{((x: \mathrm{El} t) \rightarrow \mathrm{El}(u x))}(v)$
where $x \notin F V(u)$.
Proof. By unfolding Specification 3.1.8.

## Parameterized data types

Lemma 3.4.8. If $F V(e) \subseteq\left\{x_{1}, \ldots, x_{n}\right\}$ and $\operatorname{RED}_{\text {Set }}\left(t_{1}\right), \ldots, \operatorname{RED}_{\text {Set }}\left(t_{n}\right)$, then $\operatorname{RED}_{\text {Set }}\left(e\left[t_{1}, \ldots, t_{n}\right]\right)$.

Proof. By induction on $e$.
Lemma 3.4.9.
$\operatorname{RED}(\operatorname{El}(d \vec{t})) \wedge \operatorname{RED}_{(\operatorname{El}(d \vec{t}))}(c \vec{u}) \Rightarrow \operatorname{RED}\left(\operatorname{El}\left(e_{i}[\vec{t}]\right)\right) \wedge \operatorname{RED}_{\left(\operatorname{El}\left(e_{i}[\vec{t}]\right)\right)}\left(u_{i}\right)$ where $\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \operatorname{El} e_{n}\right) \rightarrow \mathrm{El}(d \vec{x})$.

Proof. By Lemma 3.4.8.

### 3.4.3 Reducibility and the signature

When we refer to reducibility, this is done relative to a given signature. When we refer to the reducibility of a certain part of the signature itself, we will assume given a data type specification $\mathcal{D}, \mathcal{C}$, where all constructor types are already known to be reducible. What may change according to what part of the signature we consider, is the typing specifications $\mathcal{F}$ for defined constants, and the set of rules $\mathcal{R}$, that the notion of reducibility depends of.

Definition 3.4.10 (Reducibility conditions for $\mathcal{F}$ ).
Let $\operatorname{RED}(\mathcal{F})$ be the property $\forall f \cdot \operatorname{RED}(\mathcal{F}(f))$.
Notation 3.4.11. When we want to make explicit what reduction rules we refer to in an assertion of the form $\operatorname{RED}(\mathcal{F}), \operatorname{RED}(T)$ or $\operatorname{RED}_{T}(t)$ we write $\operatorname{RED}^{\mathcal{R}}(\mathcal{F})$, $\operatorname{RED}^{\mathcal{R}}(T)$ and $\operatorname{RED}_{T}^{\mathcal{R}}(t)$ respectively.

Definition 3.4.12 (Reducible signature). Let $\Sigma=(\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R})$.
$\operatorname{RED}(\Sigma)$ holds iff $\operatorname{RED}^{\mathcal{R}}(\mathcal{F})$ and for all $f$ such that $f \in \mathcal{F}$, we have $\operatorname{RED}_{(\mathcal{F}(f))}^{\mathcal{R}}(f)$.
Note that the latter definition allows the presence of rules in $\mathcal{R}$, that have no type given in $\mathcal{F}$. We will exploit this freedom in the proofs of Lemma 3.6.6 (Key lemma), page 82, and Theorem 5.2.2 (A procedure for type-checking the signature), page 98.
Lemma 3.4.13. If $\operatorname{RED}(\mathcal{F}(f))$ holds, and $f$ has no rule in $\mathcal{R}$, then $\operatorname{RED}_{(\mathcal{F}(f))}(f)$.
Proof. Given $f \in \mathcal{F}$, let $\mathcal{F}(f)=\Gamma_{f} \rightarrow T_{f}$. Assume $f$ has no rule in $\mathcal{R}$. Assume given $\vec{t}$ such that $\operatorname{RED}_{\Gamma_{f}}(\vec{t})$. By $\operatorname{RED}(\mathcal{F}(f))$ and Lemma 3.4.5 we have $\operatorname{RED}\left(T_{f}[\vec{t}]\right)$. By Proposition 3.3.3 (1) then $\vec{t} \Downarrow \vec{u}$ for some $\vec{u}$. Since $f$ has no rule in $\mathcal{R}$, we have then $\operatorname{NEUTRAL}(f \vec{u})$ (Definition 3.1.1). By Proposition 3.3.3 (2) then $\operatorname{RED}_{T_{f}[\vec{u}]}(f \vec{u})$. By Remark 3.3.1 then $\operatorname{RED}_{T_{f}[\vec{t}]}(f \vec{t})$.

### 3.5 Reducibility of well-typed terms

Lemma 3.5.1 (Reducibility of well-typed terms).
If $\forall f \in \mathcal{F} \cdot \operatorname{RED}^{\mathcal{R}}(\mathcal{F}(f)) \wedge \operatorname{RED}_{(\mathcal{F}(f))}^{\mathcal{R}}(f)$ then

1. $\Gamma \vdash T \Rightarrow \forall \gamma . \operatorname{RED}_{\Gamma}(\gamma) \Rightarrow \operatorname{RED}(T \gamma)$.
2. $\Gamma \vdash t: T \Rightarrow \forall \gamma . \operatorname{RED}_{\Gamma}(\gamma) \Rightarrow \operatorname{RED}(T \gamma) \wedge \operatorname{RED}_{(T \gamma)}(t \gamma)$.

Proof. We prove 1 and 2 simultaneously by induction on the typing derivations.

1. Assume $\Gamma \vdash T$. Assume given $\gamma$ such that $\operatorname{RED}_{\Gamma}(\gamma)$.

We have the following cases:
(a) $\frac{\vdash \Gamma}{\Gamma \vdash \operatorname{Set}}$

We have RED(Set) directly.
(b) $\frac{\Gamma \vdash t: \text { Set }}{\Gamma \vdash \mathrm{El} t}$

By induction (2) we have $\operatorname{RED}_{\text {Set }}(t \gamma)$. By Specification 3.1.8, case 2 we have $\operatorname{RED}(\mathrm{El} t \gamma)$.
(c) $\frac{\Gamma, x: U \vdash V}{\Gamma \vdash(x: U) \rightarrow V}$

By Corollary 2.3.7, the derivation of $\Gamma, x: U \vdash V$ contains a subderivation of $\Gamma \vdash U$. By induction (1) we have RED $(U \gamma)$.
Assume given $u$ such that $\operatorname{RED}_{(U \gamma)}(u)$.
From Lemma 2.3.6 and $\Gamma, x: U \vdash V$ we have $\vdash \Gamma, x: U$ and then $x \notin F V(U)$. By Lemma 3.4.3 we have $\operatorname{RED}_{(\Gamma, x: U)}([\gamma, u / x])$.
By induction (1) then $\operatorname{RED}(V[\gamma, u / x])$.
By Lemma 3.3.2 we have RED (Fun $(U \gamma)((\lambda x . V) \gamma)$ ), which is equivalent to $\operatorname{RED}(($ Fun $U(\lambda x . V)) \gamma)$.
2. Assume $\Gamma \vdash t: T$. Assume given $\gamma$ such that $\operatorname{RED}_{\Gamma}(\gamma)$.

We have the following cases:
(a) $\frac{\vdash \Gamma}{\Gamma \vdash x: \Gamma(x)}$
$\operatorname{RED}_{\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)}(\gamma)$ implies
$\operatorname{RED}\left(T_{k}\left[x_{1}, \ldots, x_{k-1}\right] \gamma\right)$ and $\operatorname{RED}_{\left(T_{k}\left[x_{1}, \ldots, x_{k-1}\right] \gamma\right)}\left(\gamma\left(x_{k}\right)\right)$,
with $x=x_{k}$ in $\operatorname{supp}(\Gamma)$, which is equivalent to
$\operatorname{RED}(\Gamma(x) \gamma)$ and $\operatorname{RED}_{(\Gamma(x) \gamma)}(\gamma(x))$.
(b) $\frac{\Gamma \vdash t: U \quad \Gamma \vdash T}{\Gamma \vdash t: T} U \bowtie T$

By induction (2) we have $\operatorname{RED}(U \gamma)$ and $\operatorname{RED}_{(U \gamma)}(t \gamma)$. From $U \bowtie T$ we have $U \gamma \bowtie T \gamma$, by Remark 3.3.1 we have $\operatorname{RED}_{(T \gamma)}(t \gamma)$.
(c) $\frac{\Gamma \vdash t:(x: U) \rightarrow V \quad \Gamma \vdash u: U}{\Gamma \vdash t u: V[u / x]}$

By induction (2) we have $\operatorname{RED}(((x: U) \rightarrow V) \gamma)$ and $\operatorname{RED}_{(((x: U) \rightarrow V) \gamma)}(t \gamma)$. By Lemma 3.3.2 we have RED $(U \gamma)$ and $\forall v \cdot \operatorname{RED}_{(U \gamma)}(v) \Rightarrow \operatorname{RED}(V[\gamma, v / x]) \wedge \operatorname{RED}_{(V[\gamma, v / x])}((t \gamma) v)$.
By induction (2) we have $\operatorname{RED}_{(U \gamma)}(u \gamma)$. From above then
$\operatorname{RED}(V[\gamma,(u \gamma) / x])$ and $\operatorname{RED}_{(V[\gamma,(u \gamma) / x])}((t \gamma)(u \gamma))$.
By the substitution laws we have $\operatorname{RED}(V[u / x] \gamma)$ and
$\operatorname{RED}_{(V[u / x] \gamma)}((t u) \gamma)$.
(d) $\frac{\Gamma, x: U \vdash v: V}{\Gamma \vdash \lambda x \cdot v:(x: U) \rightarrow V}$

By Corollary 2.3.7, $\Gamma, x: U \vdash V$ contains a sub-derivation of $\Gamma \vdash U$.
By induction (1) we have $\operatorname{RED}(U \gamma)$. Assume given $u$ such that $\operatorname{RED}_{(U \gamma)}(u)$. From $\Gamma, x: U \vdash v: V$ and Lemma 2.3 .6 we have $\vdash \Gamma, x: U$, hence $x \notin F V(U)$. By Lemma 3.4.3 we have
$\operatorname{RED}_{(\Gamma, x: U)}([\gamma, u / x])$. By induction (2) then $\operatorname{RED}(V[\gamma, u / x])$ and
$\left.\operatorname{RED}_{(V[\gamma, u / x])}(v[\gamma, u / x])\right)$.
By Proposition 2.2.14, $((\lambda x . v) \gamma) u \rightsquigarrow_{\beta} v[\gamma, u / x]$ and by Remark 3.3.1 we have $\operatorname{RED}_{(V[\gamma, u / x])}(((\lambda x . v) \gamma) u)$.
By Lemma 3.3.2 we have $\left.\operatorname{RED}_{(\text {Fun }(U \gamma)}((\lambda x . V) \gamma)\right)((\lambda x . v) \gamma)$, which is equivalent to $\operatorname{RED}_{((\operatorname{Fun} U(\lambda x . V)) \gamma)}((\lambda x . v) \gamma)$.
(e) $\frac{\vdash \Gamma}{\Gamma \vdash f: \mathcal{F}(f)}$

By assumption we have $\operatorname{RED}(\mathcal{F}(f))$ and $\operatorname{RED}_{(\mathcal{F}(f))}(f)$. Since $\mathcal{F}(f)$ is closed we have $\operatorname{RED}(\mathcal{F}(f) \gamma)$ and $\operatorname{RED}_{(\mathcal{F}(f) \gamma)}(f \gamma)$.
(f) $\frac{\vdash \Gamma}{\Gamma \vdash d: \mathcal{D}(d)}$

The type $\mathcal{D}(d)$ is of the form $\operatorname{Set}^{n} \rightarrow$ Set. Assume given $\vec{t}$ such that $\operatorname{RED}_{\text {Set }}\left(t_{i}\right)$. By Specification 3.1.5, case 1 , we have $\mathrm{WN}\left(t_{i}\right)$. By Specification 3.1.5, case 1 we have $\operatorname{RED}_{\text {Set }}\left(d t_{1} \ldots t_{n}\right)$. Iterating Specification 3.1.8, case $3 n$ times, then $\operatorname{RED}_{\left(\text {Set }^{n} \rightarrow \text { Set }\right)}(d)$, and so $\operatorname{RED}_{\left(\left(\text {Set }^{n} \rightarrow \text { Set }\right) \gamma\right)}(d \gamma)$.
$(\mathrm{g}) \frac{\vdash \Gamma \quad \Gamma \vdash u_{1}: \text { Set } \ldots \quad \Gamma \vdash u_{k}: \text { Set }}{\Gamma \vdash c: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]}$
By induction (2) we have $\operatorname{RED}_{\text {Set }}\left(u_{i} \gamma\right)$.
$\mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right] \gamma$ is an independent function type of the form
$\left(\operatorname{El} e_{1}\left[u_{1}, \ldots, u_{k}\right] \gamma, \ldots, \operatorname{El} e_{n}\left[u_{1}, \ldots, u_{k}\right] \gamma\right) \rightarrow \operatorname{El}\left(\left(d u_{1} \ldots u_{k}\right) \gamma\right)$.
From $\operatorname{RED}_{\text {Set }}\left(u_{i} \gamma\right)$ and Lemma 3.4.8 we have $\operatorname{RED}\left(\operatorname{El} e_{j}\left[u_{1}, \ldots, u_{k}\right] \gamma\right)$.
From RED $_{\text {Set }}\left(u_{i} \gamma\right)$ and Specification 3.1.5, case 1a we have $\operatorname{RED}_{\text {Set }}\left(\left(d u_{1} \ldots u_{k}\right) \gamma\right)$.
By Specification 3.1.5, case 1a we have $\left(d u_{1} \ldots u_{k}\right) \gamma \Downarrow d v_{1} \ldots v_{k}$ where $\mathrm{RED}_{\text {Set }}\left(v_{j}\right)$ holds.
By Specification 3.1.5, case 2 we have $\operatorname{RED}\left(\left(\operatorname{El} d u_{1} \ldots u_{k}\right) \gamma\right)$.
Assume given $t_{1}, \ldots, t_{n}$ such that $\operatorname{RED}_{\left(\mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right] \gamma\right)}\left(t_{i}\right)$. By Proposition 3.3.3 (1), we have $\mathrm{WN}\left(t_{i}\right)$, hence $c t_{1} \ldots t_{n} \Downarrow c t_{1}^{\prime} \ldots t_{n}^{\prime}$. By Remark 3.3.1 we have $\operatorname{RED}_{\left(\operatorname{El} e_{i}\left[u_{1}, \ldots, u_{k}\right] \gamma\right)}\left(t_{i}^{\prime}\right)$.
We have satisfied case 2(a)i of Specification 3.1.5, and then
$\operatorname{RED}_{\left(\mathrm{El}\left(d u_{1} \ldots u_{k}\right) \gamma\right)}\left(c t_{1} \ldots t_{n}\right)$. By applying case 3 of Specification 3.1.8 $n$ times we get $\operatorname{RED}_{\left(\mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right] \gamma\right)}(c \gamma)$.
(h) $\overline{\Gamma \vdash \Pi:(x: \text { Set, El } x \rightarrow \text { Set }) \rightarrow \text { Set }}$

Assume given $t$ such that $\mathrm{RED}_{\text {Set }}(t)$.
It is straight-forward to see that $\operatorname{RED}((x: \mathrm{El} t) \rightarrow$ Set $)$ holds.
Assume given $u$ such that $\left.\operatorname{RED}_{((x: E l} t\right) \rightarrow$ Set $)(u)$ holds.
By Proposition 3.3.3 (1), we have WN $(t)$ and $\mathrm{WN}(u)$.
By Specification 3.1.8, case 1 b we get $\mathrm{RED}_{\text {Set }}(\Pi t u)$.
We conclude $\operatorname{RED}((x:$ Set, El $x \rightarrow$ Set $) \rightarrow$ Set $)$ and
$\operatorname{RED}_{((x: S e t, ~ E l ~}^{x \rightarrow \text { Set }) \rightarrow \text { Set })}(\Pi)$. Since these terms are closed, we have
$\operatorname{RED}(((x:$ Set, El $x \rightarrow$ Set $) \rightarrow$ Set $) \gamma)$ and
$\operatorname{RED}_{(((x: \text { Set, El } x \rightarrow \mathrm{Set}) \rightarrow \mathrm{Set}) \gamma)}(\Pi \gamma)$.
(i) $\frac{\Gamma \vdash t: \text { Set } \quad \Gamma \vdash u: \mathrm{El} t \rightarrow \mathrm{Set}}{\Gamma \vdash \text { fun }:((x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)) \rightarrow \mathrm{El}(\Pi t u)} x \notin F V(u)$

The type in the conclusion is an independent function type with its domain being a dependent type. With the domain written in Fun-
notation our goal becomes

$$
\begin{aligned}
& \operatorname{RED}(((\text { Fun }(\operatorname{El} t)(\lambda x . \operatorname{El}(u x))) \rightarrow \operatorname{El}(\Pi t u)) \gamma) \\
& \left.\left.\left.\left.\operatorname{RED}_{(((\operatorname{Fun}(\operatorname{El} t)(\lambda x . E l}(u x)\right)\right) \rightarrow \operatorname{El}(\Pi t u)\right) \gamma\right)(\text { fun } \gamma) .
\end{aligned}
$$

Substituting $\gamma$ into the sub-expressions we get the goal

$$
\begin{align*}
& \operatorname{RED}((\text { Fun }(\operatorname{El} t \gamma)((\lambda x . \operatorname{El}(u x)) \gamma)) \rightarrow \operatorname{El}(\Pi(t \gamma)(u \gamma)))  \tag{3.10}\\
& \left.\left.\quad \operatorname{RED}_{((\text {Fun }(\operatorname{El} t \gamma)}((\lambda x . \operatorname{El}(u x)) \gamma)\right) \rightarrow \mathrm{El}(\Pi(t \gamma)(u \gamma))\right)(\text { fun }) . \tag{3.11}
\end{align*}
$$

By induction (2) for $\Gamma \vdash t$ : Set we have $\operatorname{RED}_{\text {Set }}(t \gamma)$.
By induction (2) for $\Gamma \vdash u: \mathrm{El} t \rightarrow$ Set we have RED(El $t \gamma \rightarrow$ Set) and $\operatorname{RED}_{(\mathrm{El} t \gamma \rightarrow \mathrm{Set})}(u \gamma)$. By Specification 3.1.8, and $x \notin F V(u)$ then
RED(Fun (El $t \gamma)((\lambda x$.El $(u x)) \gamma))$ holds. Assume given $v$ such that $\left.\operatorname{RED}_{(\text {Fun }(E l} t \gamma\right)((\lambda x$.El $\left.(u x)) \gamma)\right)(v)$ holds. From $x \notin F V(u)$ and Lemma 3.4.6 we have $\operatorname{RED}_{(\operatorname{El}(\Pi(t \gamma)(u \gamma)))}($ fun $v)$, then (3.10) and (3.11) follows.

### 3.6 Reducibility of defined constants

### 3.6.1 Call relation

Notation 3.6.1 (Sub-term).
We will write $u \unlhd v$ for $u$ being a sub-term of $v$ or $u=v$.
Definition 3.6.2 (Formal call).
$\left(f,\left(p_{1}, \ldots, p_{m}\right)\right) \succ\left(g,\left(u_{1}, \ldots, u_{n}\right)\right)$ holds whenever there is a rule $f p_{1} \ldots p_{n}=s \in \mathcal{R}, \operatorname{ar}(f)=m, \operatorname{ar}(g)=n$, and $g u_{1} \ldots u_{n} \unlhd s$.

Note that in the definition above, $u_{i}$ may contain free variables other than those in $\vec{p}$, since $s$ is not necessarily first-order.

Definition 3.6.3 (Call instance).
$\left(f,\left(t_{1}, \ldots, t_{m}\right)\right) \tau\left(g,\left(u_{1} \gamma, \ldots, u_{n} \gamma\right)\right)$ holds whenever
$t_{1} \rightsquigarrow^{*} p_{1} \gamma, \ldots, t_{m} \rightsquigarrow^{*} p_{m} \gamma, \operatorname{WN}\left(t_{i}\right)$ and $\left(f,\left(p_{1}, \ldots, p_{m}\right)\right) \succ\left(g,\left(u_{1}, \ldots, u_{n}\right)\right)$.

### 3.6.2 Reducibility and neighbourhoods

Lemma 3.6.4. $\operatorname{RED}_{\Gamma}(\alpha \gamma) \wedge \Delta \xrightarrow{\alpha} \Gamma \Rightarrow \operatorname{RED}_{\Delta}(\gamma)$
Proof. Assume $\Delta \xrightarrow{\alpha} \Gamma$ and $\operatorname{RED}_{\Gamma}(\alpha \gamma)$. Let $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$. For $i \in\{1, \ldots, n\}$ we have $\operatorname{RED}\left(T_{i} \alpha \gamma\right)$ and $\operatorname{RED}_{\left(T_{i} \alpha \gamma\right)}\left(\alpha \gamma\left(x_{i}\right)\right)$. We have $\alpha$ of the form $\left[y / x\right.$ ], [fun $\left.y / x_{k}\right]$ or $\left[c y_{1} \ldots y_{m} / x_{k}\right]$ for some $k \in\{1, \ldots, n\}$. We have $\Gamma$ of the form $\left(\Gamma_{1}, x_{k}: T_{k}, \Gamma_{2}\right)$, and $\Delta=\left(\Gamma_{1}, \Theta, \Gamma_{2} \alpha\right)$, where $\Theta$ depends on $\alpha$ and $T_{k}$. We verify $\operatorname{RED}_{\Delta}(\gamma)$ for each of the three parts of which $\Delta$ is constructed.

1. For $x_{1}, \ldots, x_{k-1}$, to show $\operatorname{RED}\left(T_{i} \gamma\right)$ and $\operatorname{RED}_{\left(T_{i} \gamma\right)}\left(\gamma\left(x_{i}\right)\right)$ :

Since $\Gamma$ is closed we have $F V\left(T_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{i-1}\right\}$, and then $T_{i} \alpha \gamma=T_{i} \gamma$. We have $(\alpha \gamma)\left(x_{i}\right)=\gamma\left(x_{i}\right)$, and the goal then follows from $\operatorname{RED}\left(T_{i} \alpha \gamma\right)$ and $\operatorname{RED}_{\left(T_{i} \alpha \gamma\right)}\left((\alpha \gamma)\left(x_{i}\right)\right)$, known by assumption.
2. For $\Theta$, dependent on $\alpha$ and $T_{k}, \alpha$ being of the form
(a) $\left[y / x_{k}\right]$.

Direct from Specification 3.1.8 (Reducibility).
(b) $\left[\right.$ fun $\left.y / x_{k}\right]$, and $T_{k} \bowtie \operatorname{El}(\Pi t u)$, with $\Theta=(y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)), \quad z \notin F V(u)$, to show $\operatorname{RED}(((z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)) \gamma)$ and $\operatorname{RED}_{(((z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)) \gamma)}(\gamma(y)):$
We have $(\alpha \gamma)\left(x_{k}\right)=$ fun $(\gamma(y))$.
By assumption we have $\operatorname{RED}\left(T_{k} \alpha \gamma\right)$ and $\operatorname{RED}_{\left(T_{k} \alpha \gamma\right)}\left((\alpha \gamma)\left(x_{k}\right)\right)$.
By Remark 2.3.12 we have $x_{k} \notin F V\left(T_{k}\right) \cup F V(\Pi t u)$, and we have $T_{k} \alpha \gamma=T_{k} \gamma$ and then $(\Pi t u) \alpha \gamma=(\Pi t u) \gamma$. From $T_{k} \bowtie \operatorname{El}(\Pi t u)$ then $T_{k} \alpha \gamma \bowtie \operatorname{El}(\Pi t u) \gamma$. By Remark 3.3.1 we get $\operatorname{RED}(\operatorname{El}(\Pi t u) \gamma)$ and $\operatorname{RED}_{(\operatorname{El}(\Pi t u) \gamma)}(\operatorname{fun}(\gamma(y)))$.
We have $z \notin F V(u)$ and then by Lemma 3.4.7 we have $\operatorname{RED}(((z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)) \gamma)$ and $\operatorname{RED}_{(((z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)) \gamma)}(\gamma(y))$.
(c) $\left[\begin{array}{cccc}c & y_{1} & \ldots & y_{m} / x_{k}\end{array}\right]$, and $T_{k} \bowtie \operatorname{El}(d \vec{u})$,
with $\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{m}\right) \rightarrow d \vec{z}$ and $\Theta=\left(y_{1}: \operatorname{El} e_{1}[\vec{u}], \ldots, y_{m}: \operatorname{El} e_{m}[\vec{u}]\right)$,
for $y_{1}, \ldots, y_{m}$, to show $\operatorname{RED}\left(\operatorname{El}\left(e_{j}[\vec{u}] \gamma\right)\right)$ and $\operatorname{RED}_{\left(\operatorname{El}\left(e_{j}[\vec{u}] \gamma\right)\right)}\left(\gamma\left(y_{j}\right)\right)$ :
By assumption we have $\operatorname{RED}\left(T_{k} \alpha \gamma\right)$ and $\operatorname{RED}_{\left(T_{k} \alpha \gamma\right)}\left((\alpha \gamma)\left(x_{k}\right)\right)$.
We have $(\alpha \gamma)\left(x_{k}\right)=\left[\begin{array}{llll}c & y_{1} & \ldots & y_{m} / x_{k}\end{array}\right] \gamma\left(x_{k}\right)=c \gamma\left(y_{1}\right), \ldots, \gamma\left(y_{m}\right)$.
From $T_{k} \bowtie \operatorname{El}(d \vec{u})$ and from $x_{k} \notin F V\left(T_{k}\right) \cup F V(\mathrm{El}(d \vec{u}))$ we have $\mathrm{El}(d \vec{u} \alpha \gamma)=\mathrm{El}(d \vec{u} \gamma)$, and then $T_{k} \alpha \gamma \bowtie \operatorname{El}(d \vec{u} \gamma)$. By Remark 3.3.1 then $\operatorname{RED}(\operatorname{El}(d \vec{u} \gamma))$ and $\operatorname{RED}_{(\operatorname{El}(d \vec{u} \gamma))}\left(c \gamma\left(y_{1}\right), \ldots, \gamma\left(y_{m}\right)\right)$ holds. By Lemma 3.4.9 then $\operatorname{RED}\left(\operatorname{El}\left(e_{j}[\vec{u}] \gamma\right)\right)$ and $\operatorname{RED}_{\left(\operatorname{El}\left(e_{j}[\vec{u}] \gamma\right)\right)}\left(\gamma\left(y_{j}\right)\right)$.
3. For $x_{k+1}, \ldots, x_{n}$, to show $\operatorname{RED}\left(\left(T_{i} \alpha\right) \gamma\right)$ and $\operatorname{RED}_{\left(\left(T_{i} \alpha\right) \gamma\right)}\left(\gamma\left(x_{i}\right)\right)$ :

We have $(\alpha \gamma)\left(x_{i}\right)=\gamma\left(x_{i}\right)$, and the goal then follows from $\operatorname{RED}\left(T_{i} \alpha \gamma\right)$ and $\operatorname{RED}_{\left(T_{i} \alpha \gamma\right)}\left((\alpha \gamma)\left(x_{i}\right)\right)$, known by assumption.

Lemma 3.6.5. $\operatorname{RED}_{\Gamma}(\tau \gamma) \wedge \Delta \xrightarrow{\tau} \Gamma \Rightarrow \operatorname{RED}_{\Delta}(\gamma)$
Proof. By induction on the derivation of $\Delta \xrightarrow{\tau} \Gamma$ and Lemma 3.6.4.

### 3.6.3 Proof of reducibility for defined constants

Lemma 3.6.6 (Key lemma). If $\underset{\succ}{\succ}$ is well-founded, $\operatorname{RED}(\mathcal{F})$ and $\vdash \Sigma$, then $\forall f . \operatorname{RED}_{(\mathcal{F}(f))}(f)$.

Proof. Assume $\check{\succ}$ is well-founded, $\operatorname{RED}(\mathcal{F})$ and $\vdash \Sigma$. Note that since $\operatorname{RED}(\mathcal{F})$ holds, for any $\mathcal{F}(f)=\Gamma_{f} \rightarrow T_{f}$ we have $\operatorname{RED}\left(\Gamma_{f} \rightarrow T_{f}\right)$. Then by Lemma 3.4.5 we have $\operatorname{RED}\left(T_{f}[\vec{t}]\right)$ for any $\vec{t}$ such that $\operatorname{RED}_{\Gamma_{f}}(\vec{t})$. Let $\Phi(f, \vec{t})$ be the property $\operatorname{RED}_{\Gamma_{f}}(\vec{t}) \Rightarrow \operatorname{RED}_{\left(T_{f}[\vec{t}]\right)}(f \vec{t})$.

We will show

$$
\begin{equation*}
\forall f \cdot \forall \vec{t} \cdot(\forall g \cdot \forall \vec{u} \cdot(f, \vec{t}) \check{\succ}(g, \vec{u}) \Rightarrow \Phi(g, \vec{u})) \Rightarrow \Phi(f, \vec{t}) \tag{3.12}
\end{equation*}
$$

which, by the principle of well-founded induction implies $\forall f . \forall \vec{t} . \Phi(f, \vec{t})$. By Lemma 3.4.5, then $\forall f . \operatorname{RED}_{(\mathcal{F}(f))}(f)$ follows.

Proof of (3.12):
Assume given $f, \vec{t}$ with $|\vec{t}|=\operatorname{ar}(f)$ and $\mathcal{F}(f)=\Gamma_{f} \rightarrow T_{f}$.
Assume

$$
\begin{equation*}
\forall g \cdot \forall \vec{u} \cdot(f, \vec{t}) \check{\succ}(g, \vec{u}) \Rightarrow \Phi(g, \vec{u}) \tag{3.13}
\end{equation*}
$$

From $\operatorname{RED}(\mathcal{F})$ we have $\operatorname{RED}\left(\Gamma_{f} \rightarrow T_{f}\right)$. Assume $\operatorname{RED}_{\Gamma_{f}}(\vec{t})$.
By Lemma 3.4.5 we have $\operatorname{RED}\left(T_{f}[\vec{t}]\right)$.
From $\operatorname{RED}_{\Gamma_{f}}(\vec{t})$ and Proposition 3.3.3 (1) there exists $\vec{u}$ such that $\vec{t} \Downarrow \vec{u}$.
If $f \vec{u}$ is normal, then since $\operatorname{ar}(f)=|\vec{u}|$, by Definition 3.1.1, $f \vec{u}$ is neutral, and from Proposition 3.3.3 (2) we have $\operatorname{RED}_{\left.\left(T_{f} \mid \vec{t}\right]\right)}(f \vec{u})$, which, by Remark 3.3 .1 implies $\operatorname{RED}_{\left(T_{f}[\vec{t}]\right)}(f \vec{t})$.

Otherwise, since $\vec{u}$ is normal, by Definition 2.2.12, $f \vec{u}$ is a $\iota$-redex of the form $f \vec{p} \gamma$ where, by Lemma 2.2.15 we get

$$
\begin{equation*}
\vec{u}=\vec{p} \gamma, \quad f \vec{p}=s_{0} \in \mathcal{R} \quad \text { and } \quad f \vec{p} \gamma \rightsquigarrow^{*} s_{0} \gamma \tag{3.14}
\end{equation*}
$$

In this case, by Remark 3.3.1, $\operatorname{RED}_{\left(T_{f}[\vec{t}]\right)}(f \vec{t})$ follows from $\operatorname{RED}_{\left(T_{f}[\vec{t}]\right)}\left(s_{0} \gamma\right)$, that we will prove below. From the two cases above we can conclude $\Phi(f, \vec{t})$.

Proof of $\operatorname{RED}_{\left(T_{f}[\vec{t}]\right)}\left(s_{0} \gamma\right)$ :
From $\vdash \Sigma$ we have

$$
\begin{gather*}
\Delta_{0} \xrightarrow{[\vec{p}]} \Gamma_{f}  \tag{3.15}\\
\text { and } \\
\Delta_{0} \vdash s_{0}: T_{f}[\vec{p}] . \tag{3.16}
\end{gather*}
$$

From (3.16) and Corollary 2.5.6 (Completeness) we have

$$
\begin{equation*}
\Delta_{0} \vdash s_{0} \uparrow T_{f}[\vec{p}] . \tag{3.17}
\end{equation*}
$$

We will show the following property ${ }^{7}$ about the sub-terms $s$ of $s_{0}$, by induction on $s$.

$$
\begin{align*}
& (\forall \Theta)(\forall U)(\forall \sigma) \\
& \quad\left(s \unlhd s_{0} \wedge \Theta \text { extends } \Delta_{0} \wedge \Theta \vdash s \uparrow U \wedge\right. \\
& \left.\sigma_{\mid \Delta_{0}}=\gamma_{\mid \Delta_{0}} \wedge \operatorname{RED}_{\Theta}(\sigma) \wedge \operatorname{RED}(U \sigma)\right) \Rightarrow  \tag{3.18}\\
& \operatorname{RED}_{(U \sigma)}(s \sigma)
\end{align*}
$$

Once (3.18) is proved, we can finish our argument as follows:
Recall from previously that we have $\operatorname{RED}_{\Gamma_{f}}(\vec{t})$ and $\operatorname{RED}\left(T_{f}[\vec{t}]\right)$.
From $\vec{t} \Downarrow \vec{p} \gamma$ and Remark 3.3.1 then $\operatorname{RED}_{\Gamma_{f}}([\vec{p} \gamma])$ and $\operatorname{RED}\left(T_{f}[\vec{p} \gamma]\right)$.
Since $\mathcal{F}(f)$ is closed we have for $\Gamma_{f}=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$ that $T_{i}\left[p_{1} \gamma, \ldots, p_{i-1} \gamma\right]=T_{i}\left[p_{1}, \ldots, p_{i-1}\right] \gamma$ and
$T_{f}\left[p_{1} \gamma, \ldots, p_{n} \gamma\right]=T_{f}\left[p_{1}, \ldots, p_{n}\right] \gamma$.
We have then $\operatorname{RED}_{\Gamma_{f}}([\vec{p}] \gamma)$ and $\operatorname{RED}\left(T_{f}[\vec{p}] \gamma\right)$.
From (3.15) and Lemma 3.6.5, we get RED $\Delta_{0}(\gamma)$.
We have $s_{0} \unlhd s_{0}, \Delta_{0}$ extends $\Delta_{0}$, and from (3.17) we have $\Delta_{0} \vdash s_{0} \uparrow T[\vec{p}]$.
We have also $\gamma_{\mid \Delta_{0}}=\gamma_{\mid \Delta_{0}}$. The preconditions for (3.18) are then fulfilled, and
we get $\operatorname{RED}_{\left(T_{f}[\vec{p}] \gamma\right)}\left(s_{0} \gamma\right)$. From $T_{f}[\vec{p} \gamma]=T_{f}[\vec{p}] \gamma, \vec{t} \Downarrow \vec{p} \gamma$ and Remark 3.3.1 we have $\operatorname{RED}_{\left(T_{f}[\vec{t}]\right)}\left(s_{0} \gamma\right)$.

Proof of (3.18):
Assume given $s, \Theta, U, \sigma$ such that $s \unlhd s_{0}, \Theta$ extends $\Delta_{0}, \Theta \vdash s \uparrow U$,
$\sigma_{\mid \Delta_{0}}=\gamma_{\mid \Delta_{0}}$, and $\operatorname{RED}_{\Theta}(\sigma)$. Assume $\operatorname{RED}(U \sigma)$.
We proceed by induction on $s$, and we analyze the cases of last step of the derivation of $\Theta \vdash s \uparrow U$.

1. $\frac{\Theta \vdash s_{i} \uparrow T_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Theta \vdash x s_{1} \ldots s_{n} \uparrow U}\left\{\begin{array}{l}\Theta(x)=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T \\ U \bowtie T\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$

Let $V_{0}=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T$.
We can write $V_{0}$ in the form Fun $T_{1}\left(\lambda x_{1} \cdot V_{1}\right)$, with $V_{1}=$ Fun $T_{2}\left(\lambda x_{2} \cdot V_{2}\right)$,
$V_{2}=\operatorname{Fun} T_{3}\left(\lambda x_{3} \cdot V_{3}\right), \ldots, V_{n-1}=\operatorname{Fun} T_{n}\left(\lambda x_{n} \cdot T\right)$, and $V_{n}=T$.
We have $\operatorname{RED}\left(\left(\right.\right.$ Fun $\left.\left.T_{1}\left(\lambda x_{1}, V_{1}\right)\right) \sigma\right)$. From Specification 3.1.8 and Lemma 3.3.2 we obtain $\operatorname{RED}\left(T_{1} \sigma\right)$ and $\forall u \cdot \operatorname{RED}_{\left(T_{1} \sigma\right)}(u) \Rightarrow \operatorname{RED}\left(V_{1}\left[\sigma, u / x_{1}\right]\right)$.

We have $\Theta \vdash s_{1} \uparrow T_{1}$. By induction we get $\operatorname{RED}_{\left(T_{1} \sigma\right)}\left(s_{1} \sigma\right)$.
Choose $k \in\{1, \ldots, n-1\}$. Assume $\operatorname{RED}\left(V_{k}\left[s_{1}, \ldots, s_{k}\right] \sigma\right)$.
From Specification 3.1.8 and Lemma 3.3.2 we obtain

$$
\begin{array}{r}
\operatorname{RED}\left(T_{k+1}\left[s_{1}, \ldots, s_{k}\right] \sigma\right) \\
\forall u \cdot \operatorname{RED}_{\left(T_{k+1}\left[s_{1}, \ldots, s_{k}\right] \sigma\right)}(u) \Rightarrow \operatorname{RED}\left(V_{k+1}\left[s_{1}, \ldots, s_{k}\right]\left[\sigma, u / x_{k+1}\right]\right) \tag{3.20}
\end{array}
$$

From $\Theta \vdash s_{k+1} \uparrow T_{k+1}\left[s_{1}, \ldots, s_{k}\right]$ and (3.19), by induction we get

$$
\begin{equation*}
\operatorname{RED}_{\left(T_{k+1}\left[s_{1}, \ldots, s_{k}\right] \sigma\right)}\left(s_{k+1} \sigma\right) \tag{3.21}
\end{equation*}
$$

[^33]$\operatorname{By}(3.20)$ and (3.21) we get $\operatorname{RED}\left(V_{k+1}\left[s_{1}, \ldots, s_{k}\right]\left[\sigma, s_{k+1} \sigma / x_{k+1}\right]\right)$.
By the substitution laws we have $\operatorname{RED}\left(V_{k+1}\left[s_{1}, \ldots, s_{k+1}\right] \sigma\right)$.
For $k$ assuming values $1, \ldots, n-1$ we finally obtain
$\operatorname{RED}\left(T\left[s_{1}, \ldots, s_{n}\right] \sigma\right)$ and $\operatorname{RED}_{\left(x_{1}: T_{1} \sigma, \ldots, x_{n}: T_{n} \sigma\right)}\left(s_{1} \sigma, \ldots, s_{n} \sigma\right)$.
By Lemma 3.4.5 we get $\operatorname{RED}_{\left(T\left[s_{1}, \ldots, s_{n}\right] \sigma\right)}\left((x \sigma)\left(s_{1} \sigma\right) \ldots\left(s_{n} \sigma\right)\right)$,
which is equivalent to $\operatorname{RED}_{\left(T\left[s_{1}, \ldots, s_{n}\right] \sigma\right)}\left(\left(x s_{1} \ldots s_{n}\right) \sigma\right)$.
Since $T\left[s_{1}, \ldots, s_{n}\right] \bowtie U$, we have $\operatorname{RED}_{(U \sigma)}\left(\left(x s_{1} \ldots s_{n}\right) \sigma\right)$.

2. $\frac{\Theta \vdash s_{i} \uparrow T_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Theta \vdash g s_{1} \ldots s_{n} \uparrow U}\left\{\begin{array}{l}\mathcal{F}(g)=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T \\ U \bowtie T\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$

From $\operatorname{RED}(\mathcal{F})$ we have $\operatorname{RED}(\mathcal{F}(g))$. Since $\mathcal{F}(g)$ is closed we have $\mathcal{F}(g)=$ $\mathcal{F}(g) \sigma$, hence $\operatorname{RED}(\mathcal{F}(g) \sigma)$. As in the previous case, by successive induction and substitution, we obtain

$$
\operatorname{RED}_{\left(T_{1} \sigma\right)}\left(s_{1} \sigma\right), \quad \ldots, \quad \operatorname{RED}_{\left(T_{n}\left[s_{1}, \ldots, s_{n-1}\right] \sigma\right)}\left(s_{n} \sigma\right)
$$

Since $g s_{1} \ldots s_{n} \unlhd s_{0}$ and $\operatorname{ar}(g)=n$ we have $(f, \vec{p}) \succ\left(g,\left(s_{1}, \ldots, s_{n}\right)\right)$. By (3.14) we have $\vec{t} \rightsquigarrow^{*} \vec{p} \gamma$. From $\operatorname{RED}_{\Theta}(\sigma)$ and $\sigma_{\mid \Delta_{0}}=\gamma_{\mid \Delta_{0}}$ we have $\vec{p} \gamma=\vec{p} \sigma$, then we have $\vec{t} \rightsquigarrow^{*} \vec{p} \sigma$. By Proposition 3.3.3 (1), we have $\mathrm{WN}(\vec{t})$. We have fulfilled the requirements of Definition 3.6.3, (Call instance) and we get $(f, \vec{t}) \check{\succ}\left(g,\left(s_{1} \sigma, \ldots, s_{n} \sigma\right)\right)$.
From $\operatorname{RED}_{\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)}\left(s_{1} \sigma, \ldots, s_{n} \sigma\right)$ and Assumption (3.13) we have $\Phi\left(g,\left(s_{1} \sigma, \ldots, s_{n} \sigma\right)\right)$, hence $\operatorname{RED}_{T\left[s_{1} \sigma, \ldots, s_{n} \sigma\right]}\left(\left(g s_{1} \ldots s_{n}\right) \sigma\right)$.
Since $\mathcal{F}(g)$ is closed we have $T\left[s_{1} \sigma, \ldots, s_{n} \sigma\right]=T\left[s_{1}, \ldots, s_{n}\right] \sigma$, hence $\operatorname{RED}_{T\left[s_{1}, \ldots, s_{n}\right] \sigma}\left(\left(g s_{1} \ldots s_{n}\right) \sigma\right)$. Since $T\left[s_{1}, \ldots, s_{n}\right] \bowtie U$, we have $\operatorname{RED}_{(U \sigma)}\left(\left(\begin{array}{llll}g s_{1} & \ldots & \left.\left.s_{n}\right) \sigma\right)\end{array}\right.\right.$.
3. $\frac{\Theta \vdash s_{i} \uparrow \text { Set }}{\Theta \vdash d s_{1} \ldots s_{n} \uparrow \operatorname{Set}} \mathcal{D}(d)=\operatorname{Set}^{n} \rightarrow$ Set

By induction we have $\operatorname{RED}_{\text {Set }}\left(s_{i} \sigma\right)$. By Proposition 3.3 .3 (1), there are $t_{i}$ such that $s_{i} \sigma \Downarrow t_{i}$, and by Remark 3.3.1 we have $\operatorname{RED}_{\text {Set }}\left(t_{i}\right)$.
By Specification 3.1.8 we have $\operatorname{RED}_{\text {Set }}\left(d s_{1} \sigma \ldots s_{n} \sigma\right)$.
4. $\frac{\Theta \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]}{\Theta \vdash c}\left\{\begin{array}{r}\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \\ \rightarrow \mathrm{El}\left(d x_{1} \uparrow \mathrm{El} u\right.\end{array}\right.$

From $\operatorname{RED}(\operatorname{El} u \sigma)$ and Remark 3.3.1 we have $\operatorname{RED}\left(\operatorname{El}\left(d u_{1} \sigma \ldots u_{k} \sigma\right)\right)$. By Specification 3.1.8 we have $\operatorname{RED}_{\text {Set }}\left(d u_{1} \sigma \ldots u_{k} \sigma\right)$, and furthermore we have $\operatorname{RED}_{\text {Set }}\left(u_{1} \sigma\right), \ldots, \operatorname{RED}_{\text {Set }}\left(u_{k} \sigma\right)$.

From Lemma 3.4.8 it follows that $\operatorname{RED}_{\text {Set }}\left(e_{i}\left[u_{1} \sigma, \ldots, u_{k} \sigma\right]\right)$ holds.

Since $F V\left(e_{i}\right) \subseteq\left\{x_{1}, \ldots, x_{k}\right\}$, we have $e_{i}\left[u_{1} \sigma, \ldots, u_{k} \sigma\right]=$ $e_{i}\left[u_{1}, \ldots, u_{k}\right] \sigma$. It follows that $\operatorname{RED}_{\text {Set }}\left(e_{i}\left[u_{1}, \ldots, u_{k}\right] \sigma\right)$ holds, hence $\operatorname{RED}\left(\operatorname{El} e_{i}\left[u_{1}, \ldots, u_{k}\right] \sigma\right)$.
From $\Theta \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]$ and induction we get
$\operatorname{RED}_{\left(\mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right] \sigma\right)}\left(s_{i} \sigma\right)$.
By above equality we also have $\operatorname{RED}_{\left(E l e_{i}\left[u_{1} \sigma, \ldots, u_{k} \sigma\right]\right)}\left(s_{i} \sigma\right)$.
By Specification 3.1.8 we can obtain $\operatorname{RED}_{\left(\mathrm{El}\left(d u_{1} \sigma \ldots u_{k} \sigma\right)\right)}\left(c s_{1} \sigma \ldots s_{n} \sigma\right)$, and from what we know above we can conclude $\operatorname{RED}_{(\operatorname{El} u \sigma)}\left(\left(c s_{1} \ldots s_{n}\right) \sigma\right)$.
5.
$\frac{\Theta \vdash s_{1} \uparrow \text { Set } \Theta \vdash s_{2} \uparrow \text { El } s_{1} \rightarrow \text { Set }}{\Theta \vdash \Pi s_{1} s_{2} \uparrow \text { Set }}$
We have RED (Set $\sigma$ ), and by induction for $\Theta \vdash s_{1} \uparrow$ Set we get $\operatorname{RED}_{\text {Set }}\left(s_{1} \sigma\right)$.
By Specification 3.1.8 the latter is equivalent to $\operatorname{RED}\left(\operatorname{El} s_{1} \sigma\right)$. We have $\operatorname{RED}($ Set $\rho)$ for all $\rho$, then in particular $\operatorname{RED}\left(\right.$ Fun $\left(\operatorname{El} s_{1} \sigma\right)((\lambda x$.Set) $\sigma))$.

By induction for $\Theta \vdash s_{2} \uparrow \mathrm{El} s_{1} \rightarrow$ Set, we get
$\left.\operatorname{RED}_{(\text {Fun }(E l} s_{1} \sigma\right)(\lambda x$.Set $\left.\sigma)\right)\left(s_{2} \sigma\right)$. By Specification 3.1.8 then
$\forall t \cdot \operatorname{RED}_{\left(\mathrm{El} s_{1} \sigma\right)}(t) \Rightarrow \operatorname{RED}_{\text {Set } \sigma}\left(\left(s_{2} \sigma\right) t\right)$, and we have satisfied $\operatorname{RED}_{\text {Set }}\left(\left(\Pi s_{1} s_{2}\right) \sigma\right)$.
6. $\frac{\Theta \vdash s_{1} \uparrow(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)}{\Theta \vdash \text { fun } s_{1} \uparrow \operatorname{El} v}\left\{\begin{array}{l}v \rightsquigarrow^{*} \Pi t u \\ x \notin F V(u)\end{array}\right.$

From $\operatorname{RED}(\operatorname{El} v \sigma)$ and $v \rightsquigarrow^{*} \Pi t u$ and Specification 3.1.8 we get $\operatorname{RED}_{\text {Set }}(\Pi(t \sigma)(u \sigma))$. Unfolding Specification 3.1.8 we get

$$
\begin{equation*}
\operatorname{RED}_{\mathrm{Set}}(t \sigma) \quad \text { and } \quad \forall w \cdot \operatorname{RED}_{(\mathrm{El} t \sigma)}(w) \Rightarrow \operatorname{RED}_{\mathrm{Set}}((u \sigma) w) \tag{3.22}
\end{equation*}
$$

To use the induction hypothesis on $s_{1}$ we must first show $\operatorname{RED}(((x: \mathrm{El} t) \rightarrow \operatorname{El}(u x)) \sigma)$.

That is to prove $\operatorname{RED}($ Fun $(\operatorname{El} t \sigma)((\lambda x$.El $(u x)) \sigma))$, which is, knowing $\operatorname{RED}(\mathrm{El} t \sigma)$, by Lemma 3.3.2, and (3.22), to prove $\forall w \cdot \operatorname{RED}_{(\mathrm{El} t \sigma)}(w) \Rightarrow \operatorname{RED}(\mathrm{El}(u x)[\sigma, w / x])$.
By the side condition $x \notin F V(u)$. Then for any $w,(u x)[\sigma, w / x]=(u \sigma) w$, and by unfolding Specification 3.1.8 we can state the goal by $\forall w \cdot \operatorname{RED}_{(\mathrm{El} t \sigma)}(w) \Rightarrow \operatorname{RED}_{\text {Set }}((u \sigma) w)$, which is known from (3.22) above. We can use the induction hypothesis for $\Theta \vdash s_{1} \uparrow(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$ and obtain $\left.\operatorname{RED}_{(\text {Fun }(E l} t \sigma\right)((\lambda x$.El $\left.(u x)) \sigma)\right)\left(s_{1} \sigma\right)$. By Lemma 3.4.6, we get $\operatorname{RED}_{(\mathrm{El}(\Pi(t \sigma)(u \sigma)))}\left(\right.$ fun $\left.s_{1} \sigma\right)$, or equivalently $\operatorname{RED}_{(\mathrm{El}(\Pi t u) \sigma)}\left(\right.$ fun $\left.s_{1} \sigma\right)$. From $v \rightsquigarrow^{*} \Pi t u$ we get $v \sigma \rightsquigarrow^{*}(\Pi t u) \sigma$, and by Remark 3.3.1 we get $\operatorname{RED}_{(E l v \sigma)}\left(\right.$ fun $\left.s_{1} \sigma\right)$.
7. $\frac{\Theta, x: T \vdash s_{1} \uparrow V}{\Theta \vdash \lambda x . s_{1} \uparrow(x: T) \rightarrow V} x \notin \operatorname{supp}(\Theta)$

Assume w.l.o.g. $x \notin F V(T) .{ }^{8}$ From $\operatorname{RED}(U \sigma)$ we have $\operatorname{RED}(T \sigma)$. Assume given $t$ such that $\operatorname{RED}_{(T \sigma)}(t)$. Since $\operatorname{RED}_{\Theta}(\sigma)$ holds and $x \notin \operatorname{supp}(\Theta)$, and by Lemma 3.4.3 then $\operatorname{RED}_{(\Theta, x: T)}[\sigma, t / x]$ holds.
Since $\Theta$ extends $\Delta_{0}, x \notin F V(T)$ and $x \notin \operatorname{supp}(\Theta)$, then $\Theta, x: T$ extends $\Delta_{0}$. We also have $[\sigma, t / x]_{\mid \Delta_{0}}=\gamma_{\mid \Delta_{0}}$.
We know $\operatorname{RED}(($ Fun $T(\lambda x . V)) \sigma)$. By Lemma 3.3.2 we have $\operatorname{RED}(T \sigma)$ and $\forall u \cdot \operatorname{RED}_{(T \sigma)}(u) \Rightarrow \operatorname{RED}(V[\sigma, u / x])$.
We have $\operatorname{RED}(V[\sigma, t / x])$, and by induction then $\operatorname{RED}_{(V[\sigma, t / x])}\left(s_{1}[\sigma, t / x]\right)$.
By Proposition 2.2.14, we have $\left(\left(\lambda x . s_{1}\right) \sigma\right) t \rightsquigarrow_{\beta} s_{1}[\sigma, t / x]$.
Since $t$ was arbitrary we have $\forall t \cdot \operatorname{RED}_{(T \sigma)}(t) \Rightarrow \operatorname{RED}_{(V[\sigma, t / x])}\left(\left(\left(\lambda x . s_{1}\right) \sigma\right) t\right)$.
By Lemma 3.3.2 then $\operatorname{RED}_{((\operatorname{Fun} T(\lambda x . V)) \sigma)}\left(\left(\lambda x . s_{1}\right) \sigma\right)$.

### 3.6.4 Normalization of well-typed terms

We can summarize what we have shown so far with the following corollary. As we will see in Section 5.2, its preconditions will be fulfilled after having typechecked the signature sucessfully.

Corollary 3.6.7. If $\check{\succ}$ is well-founded, $\operatorname{RED}(\mathcal{F})$ and $\vdash \Sigma$, then

1. $\vdash T \Rightarrow \mathrm{WN}(T)$
2. $\vdash t: T \Rightarrow \mathrm{WN}(t)$

Proof. Assume $\check{\succ}$ is well-founded, $\operatorname{RED}(\mathcal{F})$ and $\vdash \Sigma$. By Lemma 3.6.6 we have $\forall f . \operatorname{RED}_{(\mathcal{F}(f))}(f)$. Assume $\vdash T$ and $\vdash t: T$ respectively. Since the empty substitution is reducible, $\mathrm{WN}(T)$ and $\mathrm{WN}(t)$ follow from Lemma 3.5.1, Corollary 3.3.4 and Proposition 3.3.3 respectively.

[^34]
## Chapter 4

## Well-founded recursion

In this chapter we give a syntactic criterion for well-founded recursion, called the Size-change principle for program termination, of Lee, Jones and Ben-Amram (2001), and prove that is is sufficient.

### 4.1 The size-change principle

### 4.1.1 Size-change graphs and call graph

Definition 4.1.1 (Component relation for constructors). The relation $t>u$ is inductively defined as follows:

$$
\overline{t>t_{k}} t \rightsquigarrow^{*} c t_{1} \ldots t_{n} \quad \frac{t>u \quad u>v}{t>v}
$$

Lemma 4.1.2. If $t>u$ and there is $t^{\prime}$ such that $t \Downarrow t^{\prime}$, then there is $u^{\prime}$ such that $u \Downarrow u^{\prime}$ and $u^{\prime}$ is a proper sub-term of $t^{\prime}$.

Proof. by Definition 4.1.1 and Proposition 2.2.32 (Confluence).
Definition 4.1.3 (Size-Change Graph).
A size-change graph $G=(\{1, \ldots, n\},\{1, \ldots, m\}, E)$ is a directed labeled bipartite graph. The arcs in $E(G)$ are of the form $i \xrightarrow{\rightrightarrows} j$ or $i \xrightarrow{\rightrightarrows} j$ where $i \in$ $\{1, \ldots, n\}$ and $j \in\{1, \ldots, m\}$.

Definition 4.1.4 (Call Graph). A call graph $\mathbb{G}=(V, E)$ is a directed labeled graph whose vertexes $V$ are the function constants in $\mathcal{R}$. The arcs in $E(\mathbb{G})$ are of the form $\left(f, g, G_{c}\right)$. Let $n, m$ be the number of parameters for $f, g$. For every formal call $c=\left(f,\left(p_{1}, \ldots, p_{n}\right)\right) \succ\left(g,\left(t_{1}, \ldots, t_{m}\right)\right)$ there is an $\operatorname{arc}\left(f, g, G_{c}\right)$ in $E(\mathbb{G}) . G_{c}$ is the size-change graph determined as follows:

- $k \xrightarrow{\rightrightarrows} l$ is an arc in $G_{c}$ if and only if $p_{k}=t_{l}$.
- $k \rightarrow l$ is an arc in $G_{c}$ if and only if $p_{k}>t_{l}$.

Definition 4.1.5 (Path). A path $\mathbb{P}$ in $\mathbb{G}$ is a sequence of adjacent $\operatorname{arcs}$ of $E(\mathbb{G})$ of the form $\left(f_{1}, f_{2}, G_{1}\right),\left(f_{2}, f_{3}, G_{2}\right), \ldots$

Definition 4.1.6 (Thread). If $\mathbb{P}$ is a path $\left(f_{1}, f_{2}, G_{1}\right),\left(f_{2}, f_{3}, G_{2}\right) \ldots$ of $\mathbb{G}$, a thread $\nu$ of $\mathbb{P}$ is a sequence

$$
i_{k} \xrightarrow{R_{k}} i_{k+1} \xrightarrow{R_{k+1}} i_{k+2} \ldots
$$

such that $i_{l} \xrightarrow{R_{l}} i_{l+1}$ is an arc of $G_{l}$, for $l \geq k$.
Definition 4.1.7 (Size-Change Termination - SCT). We have SCT( $\mathbb{G})$ if: for all infinite paths $\mathbb{P}$ in $\mathbb{G}, \mathbb{P}$ has an infinite thread with infinitely many $\xrightarrow{>}$-transitions.

Theorem 4.1.8. SCT is a decidable property, if $\mathbb{G}$ is given.
The proof is shown in the paper of Lee et al. (2001).

### 4.1.2 Examples

Maybe the most notable feature of the size-change criterion is that it may accept functions defined with permuted arguments in the recursive calls.

Example 4.1.9 (Permuted and possibly discarded arguments). Here follows a translation into our system from an example (Example 5) presented in Lee, Jones, Ben-Amram (2001). It shows a definition that involves permuted and possibly discarded parameters. We label the calls with prefix superscript.

$$
\begin{aligned}
& \mathrm{f}: \text { Nat } \rightarrow \text { Nat } \rightarrow \text { Nat } \\
& \mathrm{f} x 0=x \\
& \mathrm{f} 0(\mathrm{~s} y)={ }^{1} \mathrm{f}(\mathrm{~s} y) y \\
& \mathrm{f}(\mathrm{~s} x)(\mathrm{s} y)={ }^{2} \mathrm{f}(\mathrm{~s} y) x
\end{aligned}
$$

This definition is accepted by the size-change criterion, but there is no lexicographical ordering. We illustrate the corresponding size-change graphs of calls 1 and 2, labelling the $\xrightarrow{>}$-transitions with headed arrows, and the $\stackrel{\text { - }}{\longrightarrow}$-transitions with edges, as follows:


In addition to these, the following graphs can be obtained by iterating composition of graphs 1 and 2, sequences of indexes indicated below:


Now, any sequence of calls has an associated sequence of size-change graphs. Consider an arbitrary infinite sequence in the call graph. It can be sectioned into an infinite number of finite sections. For each section the size-change graph obtained by composing the size-change graphs of that section, will be one of the graphs given above. Of these, the first three $1-1,2-1$ and $2-2$ are idempotent. They all contain a transition $i \xrightarrow{\longrightarrow} i$, for $i=1$ or $i=2$. This implies that an infinite path in the call graph must contain an infinitely decreasing thread, and so the criterion is fulfilled.

Example 4.1.10 (Non well-founded loops). The following mutually recursive program is not size-change terminating:

$$
\begin{aligned}
& \mathrm{f}:(\text { Nat, Nat }) \rightarrow \text { Nat } \\
& \mathrm{f} 0 y=0 \\
& \mathrm{f}(\mathrm{~s} x) 0=0 \\
& \mathrm{f}(\mathrm{~s} x)(\mathrm{s} y)={ }^{1} \mathrm{~h}\left({ }^{2} \mathrm{~g} x(\mathrm{~s} y)\right)\left({ }^{3} \mathrm{f}(\mathrm{~s}(\mathrm{~s}(\mathrm{~s} x))) y\right) \\
& \mathrm{g}:(\text { Nat, Nat }) \rightarrow \text { Nat } \\
& \mathrm{g} 0 y=0 \\
& \mathrm{~g}(\mathrm{~s} x) 0=0 \\
& \mathrm{~g}(\mathrm{~s} x)(\mathrm{s} y)={ }^{4} \mathrm{~h}\left({ }^{5} \mathrm{f}(\mathrm{~s} x)(\mathrm{s} y)\right)\left({ }^{6} \mathrm{~g} x(\mathrm{~s}(\mathrm{~s} y))\right) \\
& \mathrm{h}:(\mathrm{Nat}, \mathrm{Nat}) \rightarrow \mathrm{Nat} \\
& \mathrm{~h} 00=0 \\
& \mathrm{~h} 0(\mathrm{~s} y)={ }^{7} \mathrm{~h} 0 y \\
& \mathrm{~h}(\mathrm{~s} x) y={ }^{8} \mathrm{~h} x y
\end{aligned}
$$

There are eight recursive calls, with the corresponding size-change graphs given below:



We can find compositions of these that have no decreasing arc:


This shows that the program is not structurally recursive, and we have found two cycles for which an infinite repetition corresponds to an infinite path in the call graph without any infinitely decreasing thread.

## Contra-variance and permuted arguments

One motivation for permuted arguments is that it allows us to represent definitions involving contra-variance in a direct way. This happens for instance with sub-typing of function types. Assume we have defined a set to encode two base types and a function type former:

$$
\begin{aligned}
& \text { Typ : Set } \\
& \text { Big : Typ } \\
& \text { Small : Typ } \\
& \quad \Longrightarrow:(\text { Typ, Typ }) \rightarrow \text { Typ }
\end{aligned}
$$

We define a sub-typing predicate

| $\leq:($ Typ, Typ $) \rightarrow$ Set |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Small | $\leq$ | Small | $=$ | T |
| Small | $\leq$ | Big | $=$ | T |
| Small | $\leq$ | $(s 2 \Longrightarrow t 2)$ | $=$ | $\perp$ |
| Big | $\leq$ | Small | $=$ | $\perp$ |
| Big | $\leq$ | Big | $=$ | T |
| Big | $\leq$ | $(s 2 \Longrightarrow t 2)$ | $=$ | $\perp$ |
| $(s 1 \Longrightarrow t 1)$ | $\leq$ | Small | $=$ | $\perp$ |
| $(s 1 \Longrightarrow t 1)$ | $\leq$ | Big | $=$ | $\perp$ |
| $(s 1 \Longrightarrow t 1)$ | $\leq$ | $(s 2 \Longrightarrow t 2)$ |  | $(s 2 \leq s 1) \times(t 1 \leq t 2)$ |

It is an intuitive definition, and in this case it is easier to see that it terminates than in the previous example, since all the parameters are decreasing in the
recursive call. We can define another predicate having a type that refers to the previous predicate. Let us assume we want to prove that the sub-typing predicate is transitive. We define the constant

$$
\begin{aligned}
\text { subTrans }: & (x: \text { Typ, } y: \text { Typ, } z: \text { Typ, } \\
& h_{1}:(x \leq y), \\
& h_{2}:(y \leq z), \\
& ) \rightarrow(x \leq z)
\end{aligned}
$$

and the recursive case is defined as follows:

$$
\begin{gathered}
\text { subTrans }\left(x_{1} \Longrightarrow x_{2}\right)\left(y_{1} \Longrightarrow y_{2}\right)\left(z_{1} \Longrightarrow z_{2}\right)\left(h_{1 L}, h_{1 R}\right)\left(h_{2 L}, h_{2 R}\right)= \\
\text { (subTrans } \left.z_{1} y_{1} x_{1} h_{2 L} h_{1 L}, \text { subTrans } x_{2} y_{2} z_{2} h_{1 R} h_{2 R}\right)
\end{gathered}
$$

### 4.2 Well-founded call relation

Theorem 4.2.1. If $\operatorname{SCT}(\mathbb{G})$ then $\check{\succ}$ is well-founded.
Proof. Assume $\operatorname{SCT}(\mathbb{G})$. Then $\check{\succ}$ is well-founded if the existence of an infinite chain in $\check{\succ}$ implies a contradiction. Assume there is an infinite chain

$$
\chi=\left(f_{1}, \vec{t}_{1}\right) \check{\succ}\left(f_{2}, \vec{t}_{2}\right) \check{\succ} \ldots
$$

For arbitrary $\left(f_{i}, \vec{t}_{i}\right) \check{\succ}\left(f_{i+1}, \vec{t}_{i+1}\right)$ in $\chi$, by Definition 3.6.3 (Call instance) we have

$$
\begin{equation*}
\mathrm{WN}\left(\vec{t}_{i}\right) \quad \vec{t}_{i} \rightsquigarrow{ }^{*} \vec{p}_{i} \gamma_{i} \quad\left(f_{i}, \vec{p}_{i}\right) \succ\left(f_{i+1}, \vec{u}_{i}\right) \quad \vec{t}_{i+1}=\vec{u}_{i} \gamma_{i} \tag{4.1}
\end{equation*}
$$

and by Definition 4.1 .4 (Call graph) there is an infinite path $\mathbb{P}$ in $\mathbb{G}$ with adjacent $\operatorname{arcs}\left(f_{i}, f_{i+1}, G_{i}\right)$ such that

$$
\begin{array}{lll}
k \xrightarrow{=} l \in G_{i} & \text { whenever } & \vec{p}_{i}(k)=\vec{u}_{i}(l) \\
k \xrightarrow{>} l \in G_{i} & \text { whenever } & \vec{p}_{i}(k)>\vec{u}_{i}(l) \tag{4.2}
\end{array}
$$

By assumption $\operatorname{SCT}(\mathbb{G})$ holds, and then $\mathbb{P}$ has an infinitely decreasing thread $\nu$, starting at some $\left(f_{m}, f_{m+1}, G_{m}\right)$ in $\mathbb{G}$.
Let $\vec{v}_{j}=\vec{t}_{m+j}, \quad \vec{q}_{j}=\vec{p}_{m+j}, \quad \delta_{j}=\gamma_{m+j}$ and $H_{j}=G_{m+j}$.
We have

$$
\nu=k_{1} \xrightarrow{R_{1}} k_{2} \in H_{1}, k_{2} \xrightarrow{R_{2}} k_{3} \in H_{2}, \ldots
$$

with infinitely many $>$ transitions. From (4.1) and (4.2) then

$$
\begin{array}{llll}
\vec{v}_{1}\left(k_{1}\right) \rightsquigarrow * & \vec{q}_{1} \delta_{1}\left(k_{1}\right) & \text { and } & \vec{q}_{1} \delta_{1}\left(k_{1}\right) R_{1} \\
\vec{v}_{2}\left(k_{2}\right), \\
\vec{v}_{2}\left(k_{2}\right) \rightsquigarrow *^{*} \vec{q}_{2} \delta_{2}\left(k_{2}\right) & \text { and } & \vec{q}_{2} \delta_{2}\left(k_{2}\right) R_{2} & \vec{v}_{3}\left(k_{3}\right),
\end{array}
$$

But from (4.1) we have $\operatorname{WN}\left(\vec{v}_{1}\left(k_{1}\right)\right)$. If $R_{1}$ is $>$, by Lemma 4.1.2, the normal form of $\vec{v}_{2}\left(k_{2}\right)$ is a proper sub-term of the normal form of $\vec{q}_{1} \delta_{1}\left(k_{1}\right)$. Otherwise, By Proposition 2.2.39, the normal forms are the same. The same holds for the whole sequence $\vec{v}_{i}\left(k_{i}\right)$. Thus the infinite decrease in $>$, starting with $\vec{v}_{1}\left(k_{1}\right)$ leads to a contradiction.

## Chapter 5

## Main results

In this chapter we apply the results from previous chapters. We prove decidability of type-correctness and show how to extend a theory in a sequence of steps that can be mechanically verified. We also prove logical consistency.

### 5.1 Decidable type correctness

### 5.1.1 Checking type formation and inhabitation

Theorem 5.1.1 (Decidable type correctness).
If $\operatorname{RED}(\Sigma)$ and $\vdash \Sigma$ then ${ }^{1}$

1. given $\vdash \Gamma$, the problem $\Gamma \vdash S \uparrow$ is decidable.
2. given $\Gamma \vdash T$, the problem $\Gamma \vdash s \uparrow T$ is decidable.

Proof of 2. Assume $\vdash \Sigma$, and $\Gamma \vdash T$. First note that from $\Gamma \vdash T$ and Lemma 2.3.6 we have

$$
\begin{equation*}
\vdash \Gamma . \tag{5.1}
\end{equation*}
$$

We prove that the problem $\Gamma \vdash s \uparrow T$ is decidable by induction on $s$. In each production we have to decide the premises and the side conditions. If any of the latter tests fail, the conclusion in the corresponding rule cannot be type correct, by completeness. We have the following cases:

1. $\frac{\Gamma \vdash s_{i} \uparrow U_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Gamma \vdash x s_{1} \ldots s_{n} \uparrow T}\left\{\begin{array}{l}\Gamma(x)=\left(y_{1}: U_{1}, \ldots, y_{n}: U_{n}\right) \rightarrow U \\ T \bowtie U\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$

First check that $x \in \operatorname{supp}(\Gamma)$. From (5.1) we get $\Gamma \vdash \Gamma(x)$. From Lemma 2.3.5 we get
$\Gamma \vdash U_{1}, \Gamma, y_{1}: U_{1} \vdash U_{2}$ through $\Gamma, y_{1}: U_{1}, \ldots, y_{n-1}: U_{n-1} \vdash U_{n}$, and $\Gamma, y_{1}: U_{1}, \ldots, y_{n}: U_{n} \vdash U$.

[^35]From $\Gamma \vdash U_{1}$ and induction we get $\Gamma \vdash s_{1} \uparrow U_{1}$ decidable. By soundness we get $\Gamma \vdash s_{1}: U_{1}$. Then we have

$$
\left[s_{1} / y_{1}\right]: \Gamma \rightarrow \Gamma, y_{1}: U_{1}
$$

and by Lemma 2.4.4 (Substitution lemma) we have $\Gamma \vdash U_{2}\left[s_{1} / y_{1}\right]$. By induction for $s_{2}$ we get $\Gamma \vdash s_{2} \uparrow U_{2}\left[s_{1} / y_{1}\right]$ decidable, and on success, by soundness we have $\Gamma \vdash s_{2}: U_{2}\left[s_{1} / y_{1}\right]$. We proceed similarly until we get

$$
\left[s_{1} / y_{1}, \ldots, s_{n-1} / y_{n-1}\right]: \quad \Gamma \rightarrow \Gamma, y_{1}: U_{1}, \ldots, y_{n-1}: U_{n-1}
$$

and by Lemma 2.4.4 (Substitution lemma) get $\Gamma \vdash U_{n}\left[s_{1}, \ldots, s_{n-1}\right]$ and by induction we get $\Gamma \vdash s_{n} \uparrow U_{n}\left[s_{1}, \ldots, s_{n-1}\right]$ decidable and on success obtain $\Gamma \vdash s_{n}: U_{n}\left[s_{1}, \ldots, s_{n-1}\right]$ from soundness. By the substitution lemma and

$$
\left[s_{1} / y_{1}, \ldots, s_{n} / y_{n}\right]: \Gamma \rightarrow \Gamma, y_{1}: U_{1}, \ldots, y_{n}: U_{n}
$$

we get $\Gamma \vdash U\left[s_{1}, \ldots, s_{n}\right]$.
By Lemma 2.4.11 we get $\Gamma \vdash x s_{1} \ldots s_{n}: U\left[s_{1}, \ldots, s_{n}\right]$.
It remains to check $T \bowtie U\left[s_{1}, \ldots, s_{n}\right]$. From previously we know $\Gamma \vdash$ $T$ and $\Gamma \vdash U\left[s_{1}, \ldots, s_{n}\right]$, and by Lemma 3.5.1 we have $\operatorname{RED}(T)$ and $\operatorname{RED}\left(U\left[s_{1}, \ldots, s_{n}\right]\right)$. By Corollary 3.3 .4 there are $T^{\prime}$ and $U^{\prime}$ such that $T \Downarrow T^{\prime}$ and $U\left[s_{1}, \ldots, s_{n}\right] \Downarrow U^{\prime}$. By the uniqueness of normal form $T \bowtie U\left[s_{1}, \ldots, s_{n}\right]$ if and only if $T^{\prime}=U^{\prime}$.
2. $\frac{\Gamma \vdash s_{i} \uparrow U_{i}\left[s_{1}, \ldots, s_{i-1}\right]}{\Gamma \vdash f s_{1} \ldots s_{n} \uparrow U}\left\{\begin{array}{l}\mathcal{F}(f)=\left(y_{1}: U_{1}, \ldots, y_{n}: U_{n}\right) \rightarrow U \\ T \bowtie U\left[s_{1}, \ldots, s_{n}\right]\end{array}\right.$

First check that $f \in \mathcal{F}$. From $\vdash \Sigma$ we get $\vdash \mathcal{F}(f)$.
By iteration of Corollary 2.4.2 (Weakening) we get $\Gamma \vdash \mathcal{F}(f)$.
As in the last case we get by successively applying the substitution lemma and induction that $\Gamma \vdash s_{i} \uparrow U_{i}\left[s_{1}, \ldots, s_{i-1}\right]$ are decidable, together with $\Gamma \vdash s_{i}: U_{i}\left[s_{1}, \ldots, s_{i-1}\right]$ upon success. By the same argument as in the previous case we can check $T \bowtie U\left[s_{1}, \ldots, s_{n}\right]$.
3. $\frac{\Gamma \vdash s_{i} \uparrow \text { Set }}{\Gamma \vdash d s_{1} \ldots s_{n} \uparrow \operatorname{Set}} \mathcal{D}(d)=\operatorname{Set}^{n} \rightarrow$ Set

First check that $\mathcal{D}(d)=$ Set $^{n} \rightarrow$ Set. By assumption $\vdash \Gamma$, hence $\Gamma \vdash$ Set.
By induction $\Gamma \vdash s_{i} \uparrow$ Set are decidable.
4. $\frac{\Gamma \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]}{\Gamma \vdash c s_{1} \ldots s_{n} \uparrow \mathrm{El} u}\left\{\begin{array}{c}\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \\ \rightarrow \mathrm{El}\left(d y_{1} \ldots y_{k}\right) \\ u \rightsquigarrow * d u_{1} \ldots u_{k}\end{array}\right.$

$$
\text { First look up } \mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \rightarrow \mathrm{El}\left(d y_{1} \ldots y_{k}\right)
$$

From $\Gamma \vdash$ El $u$, Lemma 3.5.1 and Specification 3.1.8, there are $d^{\prime}, v_{1}, \ldots, v_{m}$ such that $u \Downarrow d^{\prime} v_{1} \ldots v_{m}$ where $\mathcal{D}\left(d^{\prime}\right)=\operatorname{Set}^{m} \rightarrow$ Set.
Check that $d=d^{\prime}$ and $k=m$.
Whenever $u \rightsquigarrow^{*} d u_{1} \ldots u_{k}$ we have $u_{i} \bowtie v_{i}$, and by Lemma 2.5.5 we have $\Gamma \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[v_{1}, \ldots, v_{k}\right]$ iff $\Gamma \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]$.
By Lemma 2.4.18 (Subject reduction) we have $\Gamma \vdash \mathrm{El}\left(d u_{1} \ldots u_{k}\right)$. By Lemma 2.4.9 (Generation lemma) then $\Gamma \vdash u_{i}$ : Set.
From $\vdash \Gamma$ and Definition 2.3.1 (Typing) we get $\Gamma \vdash c: \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]$. By Lemma 2.4.8 we have $\Gamma \vdash \mathcal{C}(c)\left[u_{1}, \ldots, u_{k}\right]$. By Lemma 2.3.5 (Iterated function type inversion) we get $\Gamma \vdash \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]$. By induction $\Gamma \vdash s_{i} \uparrow \mathrm{El} e_{i}\left[u_{1}, \ldots, u_{k}\right]$ are decidable.
5. $\frac{\Gamma \vdash s_{1} \uparrow \text { Set } \quad \Gamma \vdash s_{2} \uparrow \text { El } s_{1} \rightarrow \text { Set }}{\Gamma \vdash \Pi s_{1} s_{2} \uparrow \text { Set }}$

From $\vdash \Gamma$ we have $\Gamma \vdash$ Set. By induction $\Gamma \vdash s_{1} \uparrow$ Set is decidable. Upon success, we have then $\Gamma \vdash \mathrm{El} s_{1} \rightarrow$ Set. By induction $\Gamma \vdash s_{2} \uparrow \mathrm{El} s_{1} \rightarrow$ Set is decidable.
6. $\frac{\Gamma \vdash s_{1} \uparrow(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)}{\Gamma \vdash \text { fun } s_{1} \uparrow \mathrm{El} v}\left\{\begin{array}{l}v w^{*} \Pi t u \\ x \notin F V(u)\end{array}\right.$

From $\Gamma \vdash \mathrm{El} v$ and the fact that the identity substitution [] is reducible, by Lemma 3.5.1 we have that $\mathrm{RED}_{\mathrm{Set}}(v)$ holds. Then we can check that $v$ normalizes to an expression of the form $\Pi t^{\prime} u^{\prime}$.
By the Church-Rosser property, whenever $v \rightsquigarrow^{*} \Pi t u$ we have $t \bowtie t^{\prime}$ and $u \bowtie u^{\prime}$, and by Lemma 2.5.5 (Completeness with conversion) we have $\Gamma \vdash s_{1} \uparrow\left(x: \mathrm{El} t^{\prime}\right) \rightarrow \mathrm{El}\left(u^{\prime} x\right)$ iff $\Gamma \vdash s_{1} \uparrow(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$.
From $\Gamma \vdash \operatorname{El} v, v \rightsquigarrow^{*} \Pi t u$ and Lemma 2.4.18 (Subject reduction) we have $\Gamma \vdash \mathrm{El}(\Pi t u)$.
By Lemma 2.4.14 then $\Gamma \vdash(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$ with $x \notin F V(u)$. By induction $\Gamma \vdash s_{1} \uparrow(x: \mathrm{El} t) \rightarrow \mathrm{El}(u x)$ is decidable.
7. $\frac{\Gamma, x: U \vdash s_{1} \uparrow V}{\Gamma \vdash \lambda x . s_{1} \uparrow(x: U) \rightarrow V} x \notin \operatorname{supp}(\Gamma)$

First check $x \notin \operatorname{supp}(\Gamma)$. From $\Gamma \vdash(x: U) \rightarrow V$ and Lemma 2.3.4 (Typeformation inversion) we have $\Gamma, x: U \vdash V$. By induction $\Gamma, x: U \vdash s_{1} \uparrow V$ is decidable.

Proof of 1. Assume $\vdash \Gamma$. We have to decide $\Gamma \vdash S \uparrow$. We proceed by induction on $S$. In each production we have to decide the premises and the side conditions.

If any of the latter tests fail, the conclusion in the corresponding rule cannot be type correct, by completeness. We have the following cases:

1. $\overline{\Gamma \vdash \operatorname{Set} \uparrow}$.

In this case the relation holds.
2. $\frac{\Gamma \vdash s \uparrow \text { Set }}{\Gamma \vdash \mathrm{El} s \uparrow}$.

By assumption $\vdash \Gamma$, hence $\Gamma \vdash$ Set. Then, by 2 we have $\Gamma \vdash s \uparrow$ Set decidable.
3. $\frac{\Gamma \vdash S_{1} \uparrow \quad \Gamma, x: S_{1} \vdash S_{2} \uparrow}{\Gamma \vdash\left(x: S_{1}\right) \rightarrow S_{2} \uparrow} x \notin \operatorname{supp}(\Gamma)$

By assumption $\vdash \Gamma$, and by induction then $\Gamma \vdash S_{1} \uparrow$ is decidable. By soundness then $\Gamma \vdash S_{1}$. Check $x \notin \operatorname{supp}(\Gamma)$. We have $\vdash \Gamma, x: S_{1}$. By induction then $\Gamma, x: S_{1} \vdash S_{2} \uparrow$ is decidable.

### 5.1.2 Type-checking of patterns

Definition 5.1.2 (Size of pattern vector).

$$
\begin{aligned}
& \operatorname{size}()=0 \\
& \operatorname{size}(x, \vec{p})=1+\operatorname{size}(\vec{p}) \\
& \operatorname{size}(\operatorname{fun} x, \vec{p})=1+\operatorname{size}(\vec{p}) \\
& \operatorname{size}(c \vec{q}, \vec{p})=1+\operatorname{size}(\vec{q})+\operatorname{size}(\vec{p})
\end{aligned}
$$

Lemma 5.1.3. If $\operatorname{RED}(\Sigma)$ and $\vdash \Sigma$ then given $\vec{p}$ and $\Gamma$ such that $\vdash \Gamma$ holds, we can find the unique normal $\Delta$, if it exists, such that $\Delta \xrightarrow{[\vec{p}]} \Gamma$ holds.

Proof. Assume $\operatorname{RED}(\Sigma), \vdash \Sigma$ and $\vdash \Gamma$.
Let $\vec{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\Gamma=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right)$. To abbreviate, let $\vec{p}^{\prime}=\left(p_{2}, \ldots, p_{n}\right)$ and $\Gamma^{\prime}=\left(x_{2}: T_{2}, \ldots, x_{n}: T_{n}\right)$. We proceed by induction on $\operatorname{size}(\vec{p})$.
First we observe, that from $\vdash \Gamma$ and Corollary 2.3 .7 we have $\vdash T_{1}$. By Lemma 3.5.1 (for the empty substitution), Corollary 3.3.4, and Proposition 2.2.39 (uniqueness of normal form), there is a unique $U$, such that $T_{1} \Downarrow U$. From $\vdash \Sigma, \vdash T_{1}, T_{1} \Downarrow U$ and Lemma 2.4.18 (Subject reduction) we have $\vdash U$. We may have the following forms of $p_{1}$ :

1. $y$.

As a sub-goal we need $\vdash y: U, \Gamma^{\prime}\left[y / x_{1}\right]$. We have $\left[y / x_{1}\right]: y: U \rightarrow x_{1}: T_{1}$. From $\vdash \Gamma$ we have $x_{1}: T_{1} \vdash T_{2}$. By Lemma 2.4.4 (Substitution lemma) we have $y: U \vdash T_{2}\left[y / x_{1}\right]$. We get
$\left[y / x_{1}\right]:\left(y: U, x_{2}: T_{2}\left[y / x_{1}\right]\right) \rightarrow\left(x_{1}: T_{1}, x_{2}: T_{2}\right)$.

We have $x_{1}: T_{1}, x_{2}: T_{2} \vdash T_{3}$. By Lemma 2.4.4 (Substitution lemma) we have $y: U, x_{2}: T_{2}\left[y / x_{1}\right] \vdash T_{3}\left[y / x_{1}\right]$. Iterating this argument, we finally arrive at $\vdash y: U, \Gamma^{\prime}\left[y / x_{1}\right]$. By Definition 2.3.11 (Atomic neighbourhood), we have $y: U, \Gamma^{\prime}\left[y / x_{1}\right] \xrightarrow{\left[y / x_{1}\right]} \Gamma$. By induction we can find a unique normal $\Delta^{\prime}$ such that $\Delta^{\prime} \xrightarrow{\left[{ }^{\left[{ }^{\prime}\right]}\right]} y: T_{1}, \Gamma^{\prime}\left[y / x_{1}\right]$, if it exists, thus satisfying Definition 2.3.13 (Compound neighbourhood).
2. fun $y$.

For the goal to be fulfilled, by Definition 2.3.11 (Atomic neighbourhood), we require that $U$ is of the form $\mathrm{El}(\Pi t u)$.
Since we can choose names of the bound variables, we can make sure $y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z), \Gamma^{\prime}\left[\right.$ fun $y / x_{1}$ ] is closed and disjoint.
As a sub-goal we need $\vdash y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z), \Gamma^{\prime}\left[\right.$ fun $\left.y / x_{1}\right]$. From
$\vdash \Sigma, \vdash \mathrm{El}(\Pi t u)$ and Lemma 2.4.14 we have $\vdash(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)$.
We have [fun $y / x_{1}$ ]: $(y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z)) \rightarrow x_{1}: T_{1}$. From $\vdash \Gamma$ we have $x_{1}: T_{1} \vdash T_{2}$. By Lemma 2.4.4 (Substitution lemma) we have $y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z) \vdash T_{2}\left[\right.$ fun $\left.y / x_{1}\right]$. We get
[fun $y / x_{1}$ ]:

$$
\left(y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z), x_{2}: T_{2}\left[\text { fun } y / x_{1}\right]\right) \rightarrow\left(x_{1}: T_{1}, x_{2}: T_{2}\right)
$$

We have $x_{1}: T_{1}, x_{2}: T_{2} \vdash T_{3}$. By Lemma 2.4.4 (Substitution lemma) we have $y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z), x_{2}: T_{2}\left[\right.$ fun $\left.y / x_{1}\right] \vdash T_{3}\left[\right.$ fun $\left.y / x_{1}\right]$. Iterating this argument, we finally arrive at $\vdash y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z), \Gamma^{\prime}\left[\right.$ fun $\left.y / x_{1}\right]$. By induction we can find a unique normal $\Delta^{\prime}$ satisfying
$\Delta^{\prime} \xrightarrow{\left[{ }_{p}\right]}\left(y:(z: \mathrm{El} t) \rightarrow \mathrm{El}(u z), \Gamma^{\prime}\left[\right.\right.$ fun $\left.\left.y / x_{1}\right]\right)$, if it exists. This satisfies Definition 2.3.13 (Compound neighbourhood).
3. $c \vec{q}$.

For the goal to be fulfilled, by Definition 2.3.11 (Atomic neighbourhood), we require that $U$ is of the form $\mathrm{El}(d \vec{t})$. Next, check that $\mathcal{C}(c)$ is of the form $\Delta_{c} \rightarrow \mathrm{El}(d \vec{z})$, and $|\vec{t}|=|\vec{z}|$. Since we can choose names of the bound variables in $\mathcal{C}(c)$, let $\vec{y}=\overrightarrow{\operatorname{supp}}\left(\Delta_{c}\right)$, we can make sure $\Delta_{c}, \Gamma^{\prime}\left[c \vec{y} / x_{1}\right]$ is closed and disjoint. We need $\vdash \Delta_{c}[\vec{t} / \vec{z}], \Gamma^{\prime}\left[c \vec{y} / x_{1}\right]$ as a sub-goal. From $\vdash \Sigma, \vdash \mathrm{El}(d \vec{t})$ and Lemma 2.4.13 we have $\vdash t_{i}$ : Set. By Lemma 2.4.4 (Substitution lemma) we have $\vdash \mathcal{C}(c)[\vec{t} / \vec{z}]$, and so $\vdash \Delta_{c}[\vec{t} / \vec{z}]$. We have $\left[c \vec{y} / x_{1}\right]: \Delta_{c}[\vec{t} / \vec{z}] \rightarrow x_{1}: T_{1}$. From $\vdash \Gamma$ we have $x_{1}: T_{1} \vdash T_{2}$. By Lemma 2.4.4 (Substitution lemma) we have $\Delta_{c}[\vec{t} / \vec{z}] \vdash$ $T_{2}\left[c \vec{y} / x_{1}\right]$. We get $\left[c \vec{y} / x_{1}\right]: \Delta_{c}[\vec{t} / \vec{z}], x_{2}: T_{2}\left[c \vec{y} / x_{1}\right] \rightarrow x_{1}: T_{1}, x_{2}: T_{2}$.
We have $x_{1}: T_{1}, x_{2}: T_{2} \vdash T_{3}$. By Lemma 2.4.4 (Substitution lemma) we have $\Delta_{c}[\vec{t} / \vec{z}], x_{2}: T_{2}\left[c \vec{y} / x_{1}\right] \vdash T_{3}\left[c \vec{y} / x_{1}\right]$. Iterating this argument, we finally arrive at $\vdash \Delta_{c}[\vec{t} / \vec{z}], \Gamma^{\prime}\left[c \vec{y} / x_{1}\right]$. By induction we can find a unique normal $\Delta^{\prime}$ satisfying $\Delta^{\prime} \xrightarrow{\left[\vec{q}, \vec{p}^{\prime}\right]} \Delta_{c}[\vec{t} / \vec{z}], \Gamma^{\prime}\left[c \vec{y} / x_{1}\right]$, it it exists. Thus we satisfy Definition 2.3.13 (Compound neighbourhood).

### 5.2 Type-checking the signature

In this section we show how to type-check a signature built up as a sequence of extensions of the empty signature. This is an important step, where we tie together the previously established results in this dissertation. This procedure corresponds to what is usually called stratification.

Until now, the given signature $\Sigma$ has been fixed, but below, by technical reasons due to the reducibility method, we will have to make our statements relative to given parts of the signature known so far. Recall notation 2.3.18, page 41, for judgements made relative to an explicit signature.

### 5.2.1 Type-checking a sequence of extensions

## Lemma 5.2.1 (Derivations independent of signature extensions).

1. (a) $\Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R}} T \Rightarrow \Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R} \mathcal{R}^{\prime}} T$
(b) $\Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R}} t: T \Rightarrow \Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R} R^{\prime}} t: T$
2. (a) $\Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R}} T \Rightarrow \Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F} \mathcal{F}^{\prime}, \mathcal{R}} T$
(b) $\Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}, \mathcal{R}} t: T \Rightarrow \Gamma \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F} \mathcal{F}^{\prime}, \mathcal{R}} t: T$

Proof. This is direct, since the addition of new rules never prevents computations that were possible previously. For extensions of $\mathcal{F}$, the presence of typing specifications for other constants than those in $\mathcal{F}$ will not be used in the derivation that was already established.

Theorem 5.2.2 (A procedure for type-checking the signature). Given the signature $\Sigma=\left(\mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1} \mathcal{R}_{2}\right)$, where no rules for $\mathcal{F}_{2}$ are defined in $\mathcal{R}_{1}$, no rules for $\mathcal{F}_{1}$ are defined in $\mathcal{R}_{2}$, no constant declared in $\mathcal{F}_{2}$ occurs in $\mathcal{F}_{1}$ nor
$\mathcal{R}_{1},{ }^{2}$ and $\check{\succ}$ is well-founded with respect to $\mathcal{R}_{1} \mathcal{R}_{2}$, one can decide
$\vdash \mathcal{D}, \mathcal{C}, \emptyset, \emptyset$,
$\vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \emptyset, \quad \vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}$,
$\vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1}, \quad \vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1} \mathcal{R}_{2}$,
in sequence, and on success of the previous steps obtain $\vdash \Sigma$ and $\operatorname{RED}(\Sigma)$.
Proof. Similarly as in Theorem 5.1.1, we will perform a sequence of tests. If any on the tests fail, the main goal certainly cannot be fulfilled, by completeness of the type-checking steps. Note that the results from computations below, due to Lemma 5.1.3, are normal and unique. Therefore, in the cases below that depend on previously established computations, we will not lose completeness.
Consider $\Sigma=\left(\mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1} \mathcal{R}_{2}\right)$ as given above.
Assume that $\check{\succ}$ is well-founded with respect to $\mathcal{R}_{1} \mathcal{R}_{2}$. We perform the procedure as follows:

[^36]1. Verification of $\mathcal{D}, \mathcal{C}$.
(a) $\vdash \mathcal{D}, \mathcal{C}, \emptyset, \emptyset$.

Straight-forward from Definition 2.3.15.
(b) $\operatorname{RED}^{\emptyset}(\emptyset)$.

Direct from Definition 3.4.10.
(c) $\operatorname{RED}^{\mathcal{R}_{1}}(\emptyset)$.

Direct from Definition 3.4.10.
(d) $\operatorname{RED}^{\mathcal{R}_{1} \mathcal{R}_{2}}(\emptyset)$.

Direct from Definition 3.4.10.
2. Verification of $\mathcal{F}_{1}$.
(a) Assume given $f_{1} \in \mathcal{F}_{1}$. Let $S_{1}=\mathcal{F}_{1}\left(f_{1}\right)$.
(b) Check $\vdash_{\mathcal{D}, \mathcal{C}, \emptyset, \emptyset} S_{1} \uparrow$, and assume it succeeds.

This is justified by Theorem 5.1.1, using 1a and 1 b .
(c) $\vdash_{\mathcal{D}, \mathcal{C}, \emptyset, \emptyset} S_{1}$.

By Lemma 2.5.3 (Soundness of type formation checking), using 2b and 1a.
(d) $\vdash_{\mathcal{D}, \mathcal{C}, \emptyset, \mathcal{R}_{1}} S_{1}$.

By Lemma 5.2.1 (Derivations independent of signature extensions), using 2c.
(e) $\vdash_{\mathcal{D}, \mathcal{C}, \emptyset, \mathcal{R}_{1} \mathcal{R}_{2}} S_{1}$.

By Lemma 5.2.1 (Derivations independent of signature extensions), using 2c.
(f) $\operatorname{RED}^{\emptyset}\left(S_{1}\right)$.

By Lemma 3.5.1 (Reducibility of well-typed terms), using 2c and 1 b .
(g) $\operatorname{RED}^{\mathcal{R}_{1}}\left(S_{1}\right)$.

By Lemma 3.5.1 (Reducibility of well-typed terms), using 2d and 1c.
(h) $\operatorname{RED}^{\mathcal{R}_{1} \mathcal{R}_{2}}\left(S_{1}\right)$.

By Lemma 3.5.1 (Reducibility of well-typed terms), using 2e and 1d.
(i) Since $f_{1}$ was arbitrary from 2a, we have:
i. $\vdash_{(\mathcal{D}, \mathcal{C}, \emptyset, \emptyset)} \mathcal{F}_{1}$. By 2c.
ii. $\operatorname{RED}^{\emptyset}\left(\mathcal{F}_{1}\right)$. By 2 f .
iii. $\operatorname{RED}^{\mathcal{R}_{1}}\left(\mathcal{F}_{1}\right)$. By 2 g .
iv. $\operatorname{RED}^{\mathcal{R}_{1} \mathcal{R}_{2}}\left(\mathcal{F}_{1}\right)$. By 2 h .
(j) $\vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \emptyset$.

By Definition 2.3.17 using 2(i)i.
3. Verification of $\mathcal{R}_{1}$.
(a) Assume given $f_{1}^{\prime} \in \mathcal{F}_{1}$. We have $\mathcal{F}_{1}\left(f_{1}^{\prime}\right)$ of the form $\Xi_{1} \rightarrow S_{1}^{\prime}$.
(b) For $f_{1}^{\prime}$, assume given a rule $f_{1}^{\prime} \vec{p}_{1}=s_{1} \in \mathcal{R}_{1}$.
(c) $\vdash_{\mathcal{D}, \mathcal{C}, \emptyset, \emptyset} \Xi_{1} \rightarrow S_{1}^{\prime}$.

By 2(i)i.
(d) $\Xi_{1} \vdash_{\mathcal{D}, \mathcal{C}, \emptyset, \emptyset} S_{1}^{\prime}$.

By iterating Lemma 2.3.4 from 3c.
(e) $\vdash_{(\mathcal{D}, \mathcal{C}, \emptyset, \emptyset)} \Xi_{1}$.

By Lemma 2.3.6, using 3d.
(f) Find the unique and normal $\Delta_{1}$, if it exists, such that $\Delta_{1} \xrightarrow{\left[{ }_{p}\right]} \Xi_{1}$ in the signature $(\mathcal{D}, \mathcal{C}, \emptyset, \emptyset)$.
By Lemma 5.1.3, using 3e, 1a and 1 b .
(g) $\vdash_{(\mathcal{D}, \mathcal{C}, \emptyset, \emptyset)} \Delta_{1}$.

By Definition 2.3.13 (Neighbourhood), using 3 f .
(h) $\left[\vec{p}_{1}\right]: \Delta_{1} \rightarrow \Xi_{1}$ in the signature $(\mathcal{D}, \mathcal{C}, \emptyset, \emptyset)$.

By Lemma 2.4.7, using 3f.
(i) $\Delta_{1} \vdash_{\mathcal{D}, \mathcal{C}, \emptyset, \emptyset} S_{1}^{\prime}\left[\vec{p}_{1}\right]$.

By Lemma 2.4.4 (Substitution lemma), using 3d, 3h and 3g.
(j) $\Delta_{1} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \emptyset} S_{1}^{\prime}\left[\vec{p}_{1}\right]$. By Lemma 5.2.1 using 3i.
(k) Check $\Delta_{1} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \emptyset} s_{1} \uparrow S_{1}^{\prime}\left[\vec{p}_{1}\right]$, and assume success. By Theorem 5.1.1, using 3j, 2j and 2(i)ii.
(l) $\Delta_{1} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \emptyset} s_{1}: S_{1}^{\prime}\left[\vec{p}_{1}\right]$. By Lemma 2.5.2 (Soundness of type checking), using 3 k and 2 j .
(m) $\Delta_{1} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}} s_{1}: S_{1}^{\prime}\left[\vec{p}_{1}\right]$. By Lemma 5.2.1, using 31.
(n) Since $f_{1}^{\prime}$ and $f_{1}^{\prime} \vec{p}_{1}=s_{1}$ was arbitrary, by $3 \mathrm{a}, 3 \mathrm{~b}$ and Definition 2.3.16, using 3 m we have:
i. $\vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}$.
ii. $\vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1} \mathcal{R}_{2}$.

Recall from the definition that $\mathcal{R}_{1} \mathcal{R}_{2}$ only have to be type correct w.r.t. $\mathcal{F}_{1}$ in this case, since we quantify over the constants in $\mathcal{F}_{1}$, and no rules for $\mathcal{F}_{1}$ are defined in $\mathcal{R}_{2}$.
(o) $\check{\succ}$ is well-founded w.r.t. $\mathcal{R}_{1}$.

Since $\check{\succ}$ is well-founded w.r.t. $\mathcal{R}_{1} \mathcal{R}_{2}$.
(p) $\forall f \in \mathcal{F}_{1} \cdot \operatorname{RED}^{\mathcal{R}_{1}}\left(\mathcal{F}_{1}(f)\right) \wedge \operatorname{RED}_{\left(\mathcal{F}_{1}(f)\right)}^{\mathcal{R}_{1}}(f)$.

By Lemma 3.6.6 (Key lemma), using 3o, 3(n)i and 2(i)iii.
(q) $\forall f \in \mathcal{F}_{1} \cdot \operatorname{RED}^{\mathcal{R}_{1} \mathcal{R}_{2}}\left(\mathcal{F}_{1}(f)\right) \wedge \operatorname{RED}_{\left(\mathcal{F}_{1}(f)\right)}^{\mathcal{R}_{1} \mathcal{R}_{2}}(f)$.

By Lemma 3.6.6 (Key lemma), using $\check{\succ}$ well-founded, 3(n)ii and 2(i)iv.
4. Verification of $\mathcal{F}_{2}$.
(a) Assume given $f_{2} \in \mathcal{F}_{1} \mathcal{F}_{2}$. Let $S_{2}=\mathcal{F}_{1} \mathcal{F}_{2}\left(f_{2}\right)$.
(b) Check $\vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}} S_{2} \uparrow$, and assume it succeeds.

This is justified by Theorem 5.1.1, using 3p and 3(n)i.
(c) $\vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}} S_{2}$.

By Lemma 2.5.3 (Soundness of type formation checking), using 4b and $3(\mathrm{n}) \mathrm{i}$.
(d) $\vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1} \mathcal{R}_{2}} S_{2}$.

By Lemma 5.2.1 (Derivations independent of signature extensions), using 4 c .
(e) $\operatorname{RED}^{\mathcal{R}_{1}}\left(S_{2}\right)$.

By Lemma 3.5.1 (Reducibility of well-typed terms), using 4 c and 3 p .
(f) $\operatorname{RED}^{\mathcal{R}_{1} \mathcal{R}_{2}}\left(S_{2}\right)$.

By Lemma 3.5.1 (Reducibility of well-typed terms), using 4 d and 3 q .
(g) Since $f_{2}$ was arbitrary from 4 a , we have:
i. $\vdash_{\left(\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}\right)} \mathcal{F}_{1} \mathcal{F}_{2}$. By 4c.
ii. $\operatorname{RED}^{\mathcal{R}_{1}}\left(\mathcal{F}_{1} \mathcal{F}_{2}\right)$. By 4 e .
iii. $\operatorname{RED}^{\mathcal{R}_{1} \mathcal{R}_{2}}\left(\mathcal{F}_{1} \mathcal{F}_{2}\right)$. By 4 f .
(h) $\vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1}$.

By Definition 2.3.17 using $4(\mathrm{~g}) \mathrm{i}, 3(\mathrm{n}) \mathrm{i}$ and Lemma 5.2.1.
5. Verification of $\mathcal{R}_{2}$.
(a) Assume given $f_{2}^{\prime} \in \mathcal{F}_{1} \mathcal{F}_{2}$. We have $\mathcal{F}_{1} \mathcal{F}_{2}\left(f_{2}^{\prime}\right)$ of the form $\Xi_{2} \rightarrow S_{2}^{\prime}$.
(b) For $f_{2}^{\prime}$, assume given a rule $f_{2}^{\prime} \vec{p}_{2}=s_{2} \in \mathcal{R}_{1} \mathcal{R}_{2}$.
(c) $\vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}} \Xi_{2} \rightarrow S_{2}^{\prime}$.

By $4(\mathrm{~g}) \mathrm{i}$.
(d) $\Xi_{2} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}} S_{2}^{\prime}$.

By iterating Lemma 2.3.4 from 5c.
(e) $\vdash_{\left(\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}\right)} \Xi_{2}$.

By Lemma 2.3.6, using 5d.
(f) Find $\Delta_{2}$, if it exists, such that $\Delta_{2} \xrightarrow{\left[\vec{p}_{2}\right]} \Xi_{2}$ in the signature $\left(\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}\right)$. By Lemma 5.1.3, using $5 \mathrm{e}, 3(\mathrm{n}) \mathrm{i}$ and 3 p .
(g) $\vdash_{\left(\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}\right)} \Delta_{2}$. By Definition 2.3.13 (Neighbourhood), using 5 f.
(h) $\left[\vec{p}_{2}\right]: \Delta_{2} \rightarrow \Xi_{2}$ in the signature $\left(\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}\right)$.

By Lemma 2.4.7, using 5 f .
(i) $\Delta_{2} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1}, \mathcal{R}_{1}} S_{2}^{\prime}\left[\vec{p}_{2}\right]$.

By Lemma 2.4.4 (Substitution lemma), using 5h, 5d and 5g.
(j) $\Delta_{2} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1}} S_{2}^{\prime}\left[\vec{p}_{2}\right]$. By Lemma 5.2.1 using 5 i .
(k) $\forall f \in \mathcal{F}_{1} \mathcal{F}_{2} \cdot \operatorname{RED}^{\mathcal{R}_{1}}\left(\mathcal{F}_{1} \mathcal{F}_{2}(f)\right) \wedge \operatorname{RED}_{\left(\mathcal{F}_{1} \mathcal{F}_{2}(f)\right)}^{\mathcal{R}_{1}}(f)$.

Assume given $f \in \mathcal{F}_{1} \mathcal{F}_{2}$. Let $\mathcal{F}_{2}(f)=\Gamma_{f} \rightarrow T_{f}$. If $f \in \mathcal{F}_{1}$, we use 3p. Otherwise $f \in \mathcal{F}_{2}$. Then by assumption there are no rules for $f$ in $\mathcal{R}_{1}$. In this case we use Lemma 3.4.13 and $4(\mathrm{~g})$ ii.
(l) Check $\Delta_{2} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1}} s_{2} \uparrow S_{2}^{\prime}\left[\vec{p}_{2}\right]$, and assume success.

By Theorem 5.1.1, using $5 \mathrm{j}, 4 \mathrm{~h}$ and 5 k .
(m) $\Delta_{2} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1}} s_{2}: S_{2}^{\prime}\left[\vec{p}_{2}\right]$.

By Lemma 2.5.2 (Soundness of type inhabitation checking), using 51 and 4 h .
(n) $\Delta_{2} \vdash_{\mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1} \mathcal{R}_{2}} s_{2}: S_{2}^{\prime}\left[\vec{p}_{2}\right]$. By Lemma 5.2.1, using 5 m .
(o) $\vdash \mathcal{D}, \mathcal{C}, \mathcal{F}_{1} \mathcal{F}_{2}, \mathcal{R}_{1} \mathcal{R}_{2}$.

Since $f_{2}^{\prime}$ and $f_{2}^{\prime} \vec{p}_{2}=s_{2}$ was arbitrary from 5 a and 5 b , by Definition 2.3.16, using 5 n .
(p) $\forall f \in \mathcal{F}_{1} \mathcal{F}_{2} \cdot \operatorname{RED}^{\mathcal{R}_{1} \mathcal{R}_{2}}\left(\mathcal{F}_{1} \mathcal{F}_{2}(f)\right) \wedge \operatorname{RED}_{\left.\underset{(\underset{\mathcal{F}}{\sim}}{\mathcal{\sim}} \mathcal{F}_{2}(f)\right)}^{\underset{\sim}{\mathcal{R}}}(f)$.

By Lemma 3.6.6 (Key lemma), using $\check{\succ}$ well-founded w.r.t. $\mathcal{R}_{1} \mathcal{R}_{2}$, 50 and $4(\mathrm{~g})$ iii.

The procedure above can generalized to an arbitrary number of extensions. Then one has to add for each conclusion of a verification step, a list of statements about the reducibility with respect to all the rule sets $\mathcal{R}_{1}, \ldots, \mathcal{R}_{n}$ that will be verified throughout the proof, and so the size of the proof will grow rapidly, using the technique presented here. An alternative solution could have been to provide a lemma that $\operatorname{RED}_{T}^{\mathcal{R}}(t)$ implies $\operatorname{RED}_{T}^{\mathcal{R} \mathcal{R}^{\prime}}(t)$, provided that $\mathcal{R}^{\prime}$ does not define any of the constants defined in $\mathcal{R}$ (omitting the details). However, this seems very hard to prove in our setting.

Even if we have a decision procedure for a given sequence of extensions, we have no decision procedure for $\vdash \Sigma$ given at once, and it doesn't seem possible to prove $\operatorname{RED}(\Sigma)$ from $\check{\succ}$ well-founded and $\vdash \Sigma$ alone. But for each instance of $\vdash \Sigma$ that has been obtained from the stratification procedure above, we have $\operatorname{RED}(\Sigma)$ 。

Towards a more liberal stratification Note that each $\mathcal{F}_{k}$ corresponds to a block of mutual definitions. We believe that this procedure allows us to add parts of $\mathcal{R}_{k}$ in several iterations of the above steps, without extending $\mathcal{F}_{k}$. Then it should be possible to type-check one branch $f \vec{p}=s_{1}$ of a definition, and then use this computation rule when checking another branch $g \vec{q}=s_{2}$ of the same block of definitions. Then it holds also when $f$ and $g$ are the same constant. Our present argument does not apply for this improvement, but we conjecture that it is a correct extension.

### 5.3 Consistency

We show that there exists a proposition expressible in our system, that cannot be proved in the system. We introduce the empty data type $\perp$ in the signature with $\mathcal{D}(\perp)=$ Set. Accordingly there are no constructors $c$ such that $\mathcal{C}(c)=\Gamma \rightarrow \mathrm{El} \perp$.

So far we have overlooked the issue of defining and checking exhaustive pattern matching. To show consistency in the sense that the empty ground type cannot be inhabited, we need to know that a well-typed, closed full application of a defined constant is always a redex. The following property is enforced by exhaustive pattern-matching:

Definition 5.3.1 (Exhaustiveness). The property EXHAUSTIVE $(\mathcal{F}, \mathcal{R})$ holds iff for all $f$ such that $\mathcal{F}(f)=\left(x_{1}: T_{1}, \ldots, x_{n}: T_{n}\right) \rightarrow T$, where $n=\operatorname{ar}(f)$, if $\vdash t_{1}: T_{1}$ through $\vdash t_{n}: T_{n}\left[t_{1}, \ldots, t_{n-1}\right]$ holds, then there is a rule $f p_{1} \ldots p_{n}=s \in \mathcal{R}$, such that $\left(t_{1}, \ldots, t_{n}\right)=\left(p_{1} \gamma, \ldots, p_{n} \gamma\right)$, for some $\gamma$.

Stated as above, the exhaustiveness property is undecidable. Given some constant $f$ of type $\Gamma_{f} \rightarrow T_{f}$, we cannot know in general if the telescope ${ }^{3} \Gamma_{f}$ is inhabitable or not, so we cannot know if an empty set of rules for $f$ should be considered exhaustive or not. For instance, consider the denial of Goldbach's conjecture: if we instantiate $T_{1}$ to be the natural numbers, and for all natural numbers $n$, let $T_{2}[n]$ be the property that if $n$ is an even number greater than two, it cannot be written as the sum of two primes. Most likely, the empty set of computation rules would be exhaustive for $f$ !

However, we can restrict ourselves to observable emptiness of the telescope, and allow an empty set of rules only in the case where the empty type appears as one of the types in the given telescope. Then we can decide exhaustiveness (and in the same time disjointness) by adapting for dependent types a more general method that was presented in Huet \& Lévy (1991). The algorithm can be sketched as follows: see the set of left-hand sides of the equations as a matrix of patterns. Require that there is a column (choose the leftmost one) starting with only constructors. These constructors are required to exhaust the ground type corresponding to the appropriate column position. Now, partition the sub-matrix to the right of this column by each of these constructors. For each cell the corresponding sub-telescope is now instantiated by the particular constructor and we repeat the same procedure recursively for each such blockmatrix.

In McBride (2000) the issue of exhaustiveness is discussed in more detail. McBride also suggests techniques how to give approximations of automatic emptiness-detection.
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## Lemma 5.3.2.

If $\operatorname{EXHAUSTIVE}(\mathcal{F}, \mathcal{R})$ holds, there is no neutral term which is well-typed in the empty context.

Proof. Assume EXHAUSTIVE $(\mathcal{F}, \mathcal{R})$. Assume $\vdash b: T$ for some neutral ${ }^{4}$ term $b$ and some type $T$. By Corollary 2.3.9 we have $b$ closed. We have the following two forms for how $b$ may be constructed:

- $b=x \vec{t}$, where $\vec{t}$ are normal.

We have $x$ free in $b$, which contradicts that $b$ is closed.

- $b=f t_{1} \ldots t_{n}$, where $f t_{1} \ldots t_{n}$ is normal and $n \geq \operatorname{ar}(f)$.

From $\vdash f t_{1} \ldots t_{n}: T$, since $t_{i}$ are normal, and by Corollary 2.5.6 (Completeness of type inhabitation checking) we have $\vdash f t_{1} \ldots t_{n} \uparrow T$.
By definition then $\mathcal{F}(f)=\left(x_{1}: U_{1}, \ldots, x_{n}: U_{n}\right) \rightarrow U$, with $\vdash t_{i} \uparrow U_{i}\left[t_{1}, \ldots, t_{i-1}\right]$ and $T \bowtie U\left[t_{1}, \ldots, t_{n}\right]$. By Lemma 2.5.2 (Soundness of type inhabitation checking), we have $\vdash t_{i}: U_{i}\left[t_{1}, \ldots, t_{i-1}\right]$. By exhaustiveness $f t_{1} \ldots t_{n}$ is a redex, which is a contradiction.

## Theorem 5.3.3 (Consistency).

Let $\perp$ : Set be a data type with no constructors.
If $\operatorname{RED}(\Sigma)$ and $\operatorname{EXHAUSTIVE}(\mathcal{F}, \mathcal{R})$, then there is no derivation of $\vdash t: \mathrm{El} \perp$.
Proof. Assume EXHAUSTIVE $(\mathcal{F}, \mathcal{R})$. Assume there is a derivation of $\vdash t: \mathrm{El} \perp$. By Lemma 3.5.1 we have $\operatorname{RED}_{(\mathrm{El} \perp)}(t)$. By Specification 3.1.8, either

1. there is $c, \vec{t}$ such that $t \Downarrow c \vec{t}$ and $\mathcal{C}(c)=\left(\mathrm{El} e_{1}, \ldots, \mathrm{El} e_{n}\right) \rightarrow \mathrm{El} \perp$. This is a contradiction, since there is no such constructor.
2. there is a neutral term $b$ such that $t \Downarrow b$.

By Lemma 2.4.18 (Subject reduction) we have $\vdash b: \mathrm{El} \perp$, but we have from Lemma 5.3.2, that this is a contradiction.
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## Chapter 6

## Discussion

### 6.1 Conclusions

We have presented a constructive predicative intensional type-theoretic formalism based on a variation of Martin-Löf's logical framework ${ }^{1}$, with nonjudgemental Church-Rosser convertibility, first-order parameterized algebraic data-types and recursive definitions defined by pattern-matching. The syntactic core language is the untyped lambda-calculus.

We have proved normalization for the proposed system, based on the reducibility method ${ }^{2}$ formulated for weak normalization. We have also proved subject reduction and logical consistency.

We proved well-typed terms reducible under the assumption that all constants are reducible. We have defined a relation of call-instance, about recursive calls, ${ }^{3}$ and proved that the latter condition is satisfied if this relation is well-founded.

To establish well-foundedness, we showed that the size-change principle for program termination with a structural term ordering is a sufficient syntactical condition. This shows that type-correctness and the size-change criterion together are sufficient for decidable type-correctness. In Section 5.1 we showed how a group of new constants can be type-checked and added to the signature.

Our approach gives us modularity: once we can prove that some particular syntactic criterion, like the size-change principle, implies well-foundedness, our normalization result follows from it. For instance one could use the recent work of Krauss (2007), who gave a formalization of the size-change principle in Isabelle (Paulson, 1994). Krauss uses the ideas of Manolios \& Vroon (2006), which gives an enhancement of the size-change principle, making the analysis more sensitive to branching in the program.
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### 6.1.1 Comparison with our Licentiate Thesis

Here follows a list of differences from our past work in Wahlstedt (2004).

- The dependent Cartesian product of a family of sets.

Without this construction, as we pointed out in Wahlstedt (2004), one could have used a simpler method for proving normalization.
One can treat all the ground types as one big type, and hence essentially adapt the proof to a simply typed system similar to Gödel's system T. But when we add $\Pi A F$ in Set, this simply typed method does not apply any more. For instance we can define the following recursive set-valued function, which appears in Hancock (2000), page 52. ${ }^{4}$

$$
\begin{aligned}
& \text { F }: \text { Nat } \rightarrow \text { Set } \\
& \text { F } 0=\text { Nat } \\
& \text { F }(\mathrm{s} n)=\Pi(\mathrm{F} n)\left(\lambda_{-} \mathrm{F} n\right)
\end{aligned}
$$

Then the type ( $n:$ Nat) $\rightarrow$ F $n$ can be defined, and it seems difficult to reduce this type to a simple type.

- Parameterized data-types.

The present system has first-order parameterized data-types, whereas in the past work we had only first-order non-parameterized data types.

- Defined constants with arbitrary types and curried functions.

In the past work, defined constants were purely first-order, and a type of such a constant was constrained to be a list of first-order data types. Here we allow arbitrary types.

- In our past work, in order to prove reducibility of defined constants, we extended the size-change analysis to deal with both term- and type-level dependencies. We introduced a "type-level" call relation, keeping track of the function symbols appearing in the type declarations of other function symbols. We used then the union of the latter relation and the callinstance relation (here in Definition 3.6.3), and its well-foundedness was shown to imply reducibility of the constants. In this work we instead stratify the signature considering a sequence of extensions. See Section 5.2 , where this is described.


### 6.1.2 Technical difficulties

The main difficulty was in the proof of Lemma 3.6.6, that a well-founded recursion relation implies reducible constants. Instead of proving the goal directly by induction on the typing derivations we prove it by induction on the $\beta$-normal fragment of the language, for which type-checking is decidable. We then get the

[^40]analytic property, that sub-derivations only concern sub-terms of the conclusion, and this way we get a connection between calls and derivations, enabling us to proceed by well-founded induction on the call-instance relation.

### 6.1.3 Comparison with CAC

The Calculus of Algebraic Constructions (Blanqui, 2005) is the system closest to ours. It is stronger than our system: besides that it is impredicative, it accepts more general kinds of rewriting systems, for instance non-linear and overlapping patterns. It also allows the definition of recursive higher-order data types. Blanqui proved strong normalization, and therefore his reducibility predicates are different from ours. What is more significant is that our only assumption about recursive definitions is that the call relation is well-founded, which makes our result independent of particular syntactic constraints. For instance, our result applies to size-change termination, whereas CAC does not (at least not without further investigations). Blanqui's system is based on an extension of the General Schema (Jouannaud \& Okada, 1991), and it allows a large class of rewriting systems to be accepted. However, it involves also a considerable system of constraints to be satisfied for various kinds of rewriting systems, which seems hard to give a simple presentation. In this sense his approach is less modular. ${ }^{5}$

### 6.2 Future work

An obvious further direction is to develop more examples in our system, and to implement a type-checker. An interesting case study would be to translate the proof of Hancock (2000) that $\epsilon_{0}$ is well-founded. This was formalized in Agda (Coquand, 2006), without any use of transfinite recursion. Another task to consider in connection to our proof is to formalize it. To do this would be an extensive effort, requiring more time resources than is available in the scope of this dissertation, but it would certainly be interesting. Yet another natural follow-up work would be to increase the strength of our system. Instead of having a "hard-wired" data-type $\Pi$ as in the present work, we should permit strictly positive higher-order recursive parameterized data-types with dependently typed constructors. It would also be interesting to incorporate inductive-recursive definitions. Among other further directions we give a list below:

- Method of proving reducibility of constants.

We believe that our method of proving reducibility of constants could be applied to other problems were recursive constants are involved. For functional programming, it could be useful to extend the work of Danielsson et al. (2006) with recursive definitions, there considering PER semantics instead of reducibility.

[^41]- Decrease strength.

Instead of increasing strength, an investigation in the opposite direction could be to remove $\Pi$ from Set and see what can be done in this system.

- Type-checking of the signature.

We would like to be able to stratify the signature following a more liberal discipline than in the present work. See the discussion after Theorem 5.2 .2 , page 98 . As a further relaxation, it should be possible to consider a group of mutually defined constants to have types that depend on constants declared earlier in the same group. It would also be interesting to investigate further under what conditions one can allow the execution of certain rules for a given definition when checking the type of some other rules of the same definition. In connection to this, it would be a challenge to see if there are examples that motivate such a type-checking discipline.

- Justification of reducibility predicates.

The justification presented in Section 3.2, page 70 is yet just a rough sketch. To our knowledge only little work has been done in this direction, besides the analysis of Scott (1975) and Aczel (1980), that were done with simple types. It would certainly be worthwhile to develop more rigorous justifications of such definitions in the presence of dependent types. Also, as pointed out by Aczel, one should try to do this constructively.

- Develop a decision procedure for exhaustive pattern-matching.

In its general form this property is undecidable with dependent types, but it would certainly be worth investigating appropriate restrictions under which this property is decidable. See the discussion in Section 5.3, page 104.

- Prove strong normalization.

It should be possible to adapt our proof for strong normalization using a domain model as of Coquand \& Spiwack (2006). We conjecture that if we adapt our notion of reducibility for proving strong normalization, the well-foundedness of the call-instance relation (Definition 3.6.3) will coincide with reducibility.

- A constructive understanding of the size-change principle.

The proof by Lee et al. (2001) of the decidability of SCT uses Ramsey's theorem, the infinite binary version, which is also used in the theory of Büchi automata. Looking at what is actually used from the proof of Ramsey's theorem, we believe that a weaker, constructively valid method can be extracted. A constructive version of Ramsey's theorem has been given by Fridlender (1997).
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[^0]:    ${ }^{1}$ Even if only for a few occasions, this has been very important.

[^1]:    ${ }^{1}$ The notion of dependent type is explained in the technical background, Section 1.2.5, page 11 .

[^2]:    ${ }^{2}$ In the original version a verbal presentation was given, whereas here we give a translation into modern notation taken from Odifreddi (Fall 2006).
    ${ }^{3}$ This example is taken from Aczel \& Rathjen (1997). Dedekind's theorem, which was rather an iteration theorem, was close to this one, but there $F$ had only one parameter.

[^3]:    ${ }^{4}$ The notation is taken from the translation of Hilbert's article in van Heijenoort (1977).

[^4]:    ${ }^{5}$ It is therefore an advantage if the reader is familiar to a similar language.
    ${ }^{6}$ Henceforth we will use juxtaposition notation (introduced by Schönfinkel (1924), and now used in functional programming) for function application, writing $f x$ instead of $f(x)$, which could be confused with the conception of $f$ as an object having $x$ as a free variable occurring in it. However, if the argument itself would be an application $g x$, we will write $f(g x)$, when necessary. Ideally, brackets should only serve as a notation for grouping objects together.

[^5]:    ${ }^{7}$ The construction of objects is similar to the description of data structures of Landin (1964).

[^6]:    ${ }^{8}$ We will use brackets in declarations of infix operators.

[^7]:    ${ }^{9}$ We omit the type arguments $A:$ Set and $B$ : Set, and skip some derivation steps of function application to make the derivations match. In Martin-Löf's polymorphic type theory the correspondence is more direct, cf. the first part of Nordström et al. (1990).

[^8]:    ${ }^{10}$ Recall the previously given computation rules of boolean negation and conjunction, Section1.2.3, page 8 .

[^9]:    ${ }^{11}$ The author was not able to access literature that explicitly mentions or describes this methodology. What we present here evolves from personal communication with Per MartinLöf, Johan Granström and Thierry Coquand.

[^10]:    ${ }^{12}$ See the example 'natrec' in end of section 1.2.5.

[^11]:    ${ }^{13}$ We simplify by considering only one argument.

[^12]:    ${ }^{14}$ Cf. Berger (2005) for an application of this technique.

[^13]:    ${ }^{15}$ The class of functions computable by first-order size-change terminating programs is the same as the class of multiply recursive functions described by Rózsa Péter (1967), as shown by Ben-Amram (2002).

[^14]:    ${ }^{16}$ See Definition 3.6.3, page 80 in the proof text.

[^15]:    ${ }^{1}$ Recall that a closed type is just a closed term in the sub-category of types.

[^16]:    ${ }^{2}$ Note that $n$ and / or $k$ may be zero.
    ${ }^{3}$ See Definition 2.2.35, page 37 .

[^17]:    ${ }^{4}$ To be used in Lemma 3.6.6 (Key lemma), page 82.

[^18]:    ${ }^{5}$ The notation $\bowtie$ is taken from Coquand (1998).

[^19]:    ${ }^{6}$ Their syntax are given in Definition 2.1.20, page 28

[^20]:    ${ }^{7}$ Recall Definition 2.1.17 (Data type specification).

[^21]:    ${ }^{8}$ Recall Notation 2.3.14, page 40.
    ${ }^{9}$ Recall Notation 1.2.1, page 8, for the following examples.

[^22]:    ${ }^{10}$ Thanks to Ulf Norell.
    ${ }^{11}$ See Definition 2.1.3 (set patterns), page 26 and Definition 2.1.17 (data type), page 28.

[^23]:    ${ }^{12}$ The notation can be found in Cartmell (1986) and Martin-Löf's substitution calculus (Martin-Löf, 1992).

[^24]:    ${ }^{13}$ Recall from Remark 2.2 .5 ( $\alpha$-equivalence), page 29 that terms that differ only in the names of their bound variables are identified.

[^25]:    ${ }^{14}$ Recall Notation 2.3.14, page 40.

[^26]:    ${ }^{15}$ Recall this means up to $\alpha$-convertibility.

[^27]:    ${ }^{16}$ Recall that $S$ and $s$ denotes the $\beta$-normal fragment of the language. See Definition 2.1.20, page 28 .

[^28]:    ${ }^{1}$ See the discussion in Section 1.5.3, page 20.

[^29]:    ${ }^{2}$ Recall from Notation 2.2.37 that $t \Downarrow u$ means " $t$ normalizes to $u$ ". Also recall that terms of the form $b$ are neutral, Definition 3.1.1, page 67.
    ${ }^{3}$ Recall that terms of the form $e$ are first-order set patterns, Definition 2.1.3, page 26. See also Definition 2.1.17 (Data type specification), page 28.

[^30]:    ${ }^{4}$ For these examples, recall the computation rules we gave in the introduction, page 8 and on.

[^31]:    ${ }^{5}$ The main ideas behind this motivation come from Thierry Coquand. It took its present form through discussions with the author.

[^32]:    ${ }^{6}$ The symbol '_' denotes some variable not free in $F n$.

[^33]:    ${ }^{7}$ Recall the notations 2.1.10, page 27 (Extended context) and 2.2.10, page 30 (Substitution restricted by context).

[^34]:    ${ }^{8}$ We are free to choose names of bound variables, but in this case we could also use soundness of the premise, and from there we have $\Theta, x: T$ well-formed, and so $x \notin F V(T)$.

[^35]:    ${ }^{1}$ Recall that $S$ and $s$ denotes the $\beta$-normal fragment of the language. See Definition 2.1.20, page 28 .

[^36]:    ${ }^{2}$ This condition is necessary for the success of the stratification, but not for the correct behaviour of the procedure, since it will be a consequence of that we first check $\mathcal{F}_{1}$ and $\mathcal{R}_{1}$ without the presence of $\mathcal{F}_{2}$.

[^37]:    ${ }^{3}$ See Notation 2.1.12, page 27.

[^38]:    ${ }^{4}$ See Definition 3.1.1, page 67.

[^39]:    ${ }^{1}$ Cf. Nordström et al. (1990).
    ${ }^{2}$ Recall the discussion in Section 1.5.3, page 20.
    ${ }^{3}$ Cf. Definition 3.6.3, page 80.

[^40]:    ${ }^{4}$ See also example 3.2.6, page 73 .

[^41]:    ${ }^{5}$ However, a similar but more general approach is taken in Blanqui (2003).

