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Superconductivity is a result of quantum coherence at macroscopic scales. Two superconductors separated by a metallic or insulating weak link exhibit the AC Josephson effect: the conversion of a DC voltage bias into an AC supercurrent. This current may be used to activate mechanical oscillations in a suspended weak link. As the DC-voltage bias condition is remarkably difficult to achieve in experiments, here we analyze theoretically how the Josephson effect can be exploited to activate and detect mechanical oscillations in the experimentally relevant condition with purely DC current bias. We unveil how changing the strength of the electromechanical coupling results in two qualitatively different regimes showing dramatic effects of the oscillations on the DC-voltage characteristic of the device. These include the appearance of Shapiro-type plateaus for weak coupling and a sudden mechanically induced retrapping for strong coupling. Our predictions, measurable in state-of-the-art experimental setups, allow the determination of the frequency and quality factor of the resonator using DC only techniques.
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I. INTRODUCTION

Superconductivity is a macroscopic quantum phenomenon in which an electrical current flows without dissipation. This supercurrent can also flow between two superconductors separated by a metallic or insulating weak link, a phenomenon known as the Josephson effect and attributed to quantum tunneling of electron pairs [1]. Josephson also predicted that, if a DC-voltage bias is maintained across such a (Josephson) junction, the supercurrent then alternates due to interference between the macroscopic wave functions of the two superconductors. Soon after Josephson’s work it was realized that if the current in the junction is coupled to external AC radiation [2] or internal electromagnetic resonances in the weak link [3,4], new constant-voltage steps in the current-voltage (I-V) characteristic emerge when the AC supercurrent frequency matches a multiple of the intrinsic resonator frequency. Recently, this scenario has been extended, both theoretically and experimentally, to the case in which the weak link itself acts as a mechanical resonator [5–18]. It has been theoretically predicted that the AC supercurrent can pump mechanical oscillations in the resonator due to the coupling between electronic and mechanical degrees of freedom [9–13]. Experimental signatures of the excitation of mechanical resonances in vibrating weak links have been reported in atomic scale oscillators produced in break junctions [14], in torsional SQUID resonators [16], and in suspended nanowires [18]. These early observations testify the potential of current experimental setups to fully explore novel electromechanical effects in the context of superconductivity.

The interplay between electronic currents and vibrations has been explored extensively in the context of quantum transport through nonsuperconducting nanoelectromechanical systems (NEMS). The most striking manifestations of the excitation of mechanical vibrations by the electronic currents through the NEMS are the appearance of vibrational sidebands in the I-V characteristic, accompanied by a dramatic suppression of current at low bias (Franck-Condon blockade) when the electromechanical coupling is strong enough [19–22]. The analogous effects associated with the strong coupling regime in suspended Josephson junctions have never been explored so far. Moreover, the theoretical analysis of the I-V characteristic of suspended Josephson junctions has so far been limited to the voltage-bias case [9–11,13]. While this is a convenient theoretical approach, it has serious limitations in addressing the response of experimental devices due to a major constraint in the operation of Josephson junctions: their small impedance in comparison to that of the external circuit makes them invariably operate in the current bias regime even if one attempts to maintain a fixed voltage bias across them [23].

In this theoretical paper, we address these open issues. By means of numerical as well as analytical investigations, we show how existing experimental setups can be used to induce and detect high-frequency mechanical oscillations in suspended weak links using purely DC-bias conditions. Exploiting a setup that allows one to tune the coupling strength between electronic and mechanical degrees of freedom, we explore the Josephson effect in regimes that have not been studied before, revealing several features in the DC I-V characteristic. Among them we analyze the Shapiro-steps-like features that appear for weak electromechanical coupling. In contrast, we unveil that for strong coupling such steps collapse to a zero voltage state with a sudden mechanical-induced retrapping due to energy being subtracted from the electronic system by the oscillations. Accessing the strong coupling regime results in a dramatic shift in the retrapping current of order 50%. We reveal how the crossover between the weak and strong coupling regimes is intimately related to the quality factor of the resonator. Remarkably, our predictions suffice to unveil all the fundamental properties of the resonator, i.e., not just its proper frequency but also the quality factor, allowing their direct experimental measurements by simply recording the DC I-V curve without any additional measurement setup. The experimental realization of our theoretical proposal in state-of-the-art devices is carefully discussed.
behaves as a Josephson weak link with a supercurrent in ultrathin two-dimensional materials like graphene [29,30], one-dimensional carbon nanotubes (CNTs) [24–28], or nanowires using different suspended resonators, e.g., nanowires that allow one to tune the mechanical resonant frequency. (b) Equivalent circuit of the RCSJ model. Current may flow through either resistive, capacitive, or supercurrent channels. Mechanical oscillations produce an extra electromotive force that redistributes the current through the channels (see text for details).

II. MODEL

We analyze theoretically a nanomechanical resonator of length $L$ suspended between two superconducting contacts and biased by a DC $I_{\text{DC}}$ [see Fig. 1(a)]. The suspended resonator is subject to an in-plane magnetic field $B$ that allows one to tune the coupling between the electronic current and the fundamental flexural deformation mode via the Lorentz force. This rather standard setup can be realized experimentally in various ways using different suspended resonsors, e.g., nanowires [18], one-dimensional carbon nanotubes (CNTs) [24–28], or ultrathin two-dimensional materials like graphene [29,30] and transition-metal dichalcogenides [31]. The proposed device behaves as a Josephson weak link with a supercurrent $I_c \sin \phi$ flowing between the contacts, where $I_c$ is the critical current of the weak link and $\phi$ is the gauge-invariant phase difference between the macroscopic wave functions in the two contacts. In the absence of an external magnetic field, the Josephson relation demands that the frequency $d\phi/dt$ is related to the voltage $V$ across the weak link by

$$\frac{d\phi}{dt} = \frac{2eV}{\hbar}. \quad (1)$$

In the current bias regime that we consider here, this voltage is a dynamic variable whose value is determined by the combination of the working parameters of the Josephson weak link as well as its mechanical motion. In the next sections, we show how this picture is modified by the electromechanical coupling and how, despite a purely DC current bias, an essentially constant voltage $V$ can emerge. This can be used to match the supercurrent frequency to the resonant frequency of the resonator $\omega_0$, leading to forced amplification of the oscillations.

A. Uncoupled case: $B = 0$

Before discussing the electromechanical coupling, in this section we summarize the key concepts for the uncoupled case that have been explored extensively in the literature [32], as they will be used in the rest of the paper. The current flow is described by means of the standard resistively and capacitively shunted junction (RCSJ) model, by which the current is split into resistive, capacitive, and supercurrent channels [see Fig. 1(b)]. Current conservation reads as

$$I_{\text{DC}} = I_c \sin \phi + \frac{V}{R} + C \frac{dV}{dt}. \quad (2)$$

where $R$ and $C$ are the effective resistance and capacitance of the weak link. Upon using the Josephson relation (1), Eq. (2) translates into a differential equation for the phase difference $\phi$:

$$\frac{I_{\text{DC}}}{I_c} = \sin \phi + \frac{1}{\omega_0^2} \frac{d\phi}{dt} + \frac{\beta_c}{\omega_0^2} \frac{d^2\phi}{dt^2}. \quad (3)$$

Here, $\omega_0 = 2eI_c R / \hbar$ is the characteristic frequency of the supercurrent corresponding to a voltage bias $I_c R$ and $\beta_c = \omega_0 R C$ is the Stewart-McCumber parameter that can be expressed as the ratio $\beta_c = |Z_R|/|Z_C|$, where $Z_R = R$ and $Z_C = -i / \omega_0 C$ are the impedances of the resistive and capacitive channels at the frequency $\omega_0$, respectively. In Eq. (3), the first and second terms on the right-hand side describe the supercurrent and resistive current, both of which involve the flow of electrons through the weak link. In contrast, the third term describes the displacement current $dq/dt$ [with $q(t)$ the charge on the effective capacitor] due to charging effects on the capacitor and not associated with any electronic current.

In the finite voltage state, the supercurrent $I_c \sin \phi$ is oscillatory due to the Josephson relation (1), and must be compensated by either the resistive or capacitive channels in order for the total current $I_{\text{DC}}$ to be constant. In the overdamped regime $\beta_c \ll 1$, the impedance of the capacitive channel dominates the resistive one leading to a negligible displacement current through the capacitor. The AC supercurrent is thus compensated by a resistive current (and therefore voltage) which becomes highly oscillatory. In contrast, in the underdamped regime $\beta_c \gg 1$, the impedance of the resistive channel dominates the capacitive one so that the supercurrent is compensated by the displacement current leaving an almost constant voltage with small fluctuations. In this way, an essentially constant voltage can be achieved even using a DC current bias setup as long as the weak link is underdamped.

As the total external current passing through the weak link is $I_{\text{DC}} - dq/dt$, in the overdamped regime this current is DC whereas in the underdamped case it is strongly AC. We will exploit this AC coupled with the in-plane magnetic field to activate mechanical resonances in underdamped Josephson weak links. We note that typical graphene and CNT based suspended Josephson weak links operate in this regime with $\beta_c \sim 10–100$ [33–35].

The Josephson dynamics can be interpreted physically in terms of a mechanical analogy that will be used often in the remainder of the paper. In fact, Eq. (3) describes the motion of a particle of mass $(\hbar / 2e)^2 C$ moving along the $\phi$ axis in the.
in the inset of Fig. 2. In this analogy, the impressed current to Eq. (3) is shown in the inset.

The presence of an in-plane magnetic field has two major effects. First, it generates a Lorentz force on the electronic currents which induces oscillations in the NEMS. These in turn produce an additional electromotive force across the weak link that redistributes the current through the channels. The normal component of the current is then given by

\[ I_N = I_c \sin \phi + \frac{1}{R} \left( V - BL \frac{dx}{dt} \right), \]

where the supercurrent is still \( I_c \sin \phi \) but with the gauge-invariant phase \( \phi \) now related to the voltage by

\[ \frac{h}{2e} \frac{d\phi}{dt} = V - BL \frac{dx}{dt}, \]

yielding the equation of current conservation

\[ I_{DC} = I_c \sin \phi + \frac{1}{R} \left( V - BL \frac{dx}{dt} \right) + C \frac{dV}{dt}, \]

that can be written in terms of \( \phi \) as

\[ I_{DC} = I_c \sin \phi + \frac{h}{2eR} \frac{d\phi}{dt} + \frac{hC}{2e} \frac{d^2\phi}{dt^2} + CBL \frac{d^2x}{dt^2}. \]

In comparison with the uncoupled case, an extra current emerges resulting directly from the electromechanical coupling. It is through this extra term that the oscillator affects the I-V characteristic of the weak link and allows the oscillations to be detected. In particular, during resonance this extra current oscillates with a frequency \( \omega_0 \). As this scenario is analogous to the case of a Josephson weak link biased by an AC [32], we may expect a Shapiro plateau to develop at a voltage \( V_0 \) when resonances are induced. Additional resonances can also be induced at voltages \( nV_0 \) where \( n \) is an integer, leading to higher-order Shapiro steps.

The flexural mode of the suspended weak link is modeled mechanically as a simple harmonic oscillator with mass \( M \), proper frequency \( \omega_0 \), damping coefficient \( \Gamma \), and quality factor \( Q = \omega_0/\Gamma \). As to be seen later, anharmonic effects are irrelevant in this work as only small amplitude mechanical oscillations will be activated. Taking into account the Lorentz

typically a few orders of magnitude smaller than \( \omega_c \) (both frequencies are sample specific but typical estimates yield \( \omega_0/\omega_c \approx 1 \times 10^{-3} \) for graphene devices [29, 30, 33, 34] and \( \omega_0/\omega_c \approx 0.1 \) for CNTs [24–28, 35, 36]), this resonance condition is difficult to achieve on the increasing current path. However, if \( \beta_c \) is large enough, thanks to the hysteresis of the weak link, we may instead choose the decreasing current path, reaching a voltage close enough to the resonance (see Fig. 2). This is only possible if \( I_r/I_c \) is less than \( \omega_0/\omega_c \), i.e.,

\[ \beta_c > \left( \frac{4 \omega_c}{\pi \omega_0} \right)^2. \]

This condition must be satisfied for the proposed activation mechanism to work. For CNT weak links this corresponds to \( \beta_c \gg 100 \), which is experimentally achievable with state-of-the-art devices.

B. Coupled case: \( B \neq 0 \)

In the inset of Fig. 2, in this analogy, the impressed current \( I_{DC} \) is proportional to the tilt of the washboard potential, while \( \beta_c \) is inversely proportional to the damping of the system. In addition, the voltage \( V \) and capacitance \( C \) relate to the velocity and mass of the particle, respectively. By measuring the DC voltage \( \langle V(t) \rangle \) (where \( \langle \ldots \rangle \) denotes time averaging) across the weak link as a function of the impressed current \( I_{DC} \), one obtains the I-V characteristic as a key experimental signature of the dynamics of the system. In the underdamped regime, the I-V curve is highly hysteretic (see sketch in Fig. 2) and we must distinguish between the curves obtained on the increasing and decreasing current paths. As the impressed current \( I_{DC} \) is increased above the critical current \( I_c \) there is an abrupt transition from the “trapped state” \( \langle V \rangle = 0 \) where the washboard particle is trapped in a potential well, to a “running state” \( \langle V \rangle \approx IR \) where the local potential minima vanish and the particle rolls down the washboard reaching its terminal velocity. If one then decreases \( I_{DC} \) below \( I_c \) again, the system does not become immediately retrapped but remains in the running state until the current is decreased below a retrapping current \( I_r = 4I_c/\pi \sqrt{\beta_c} \) [32] due to the inertia of the particle, or, in terms of the electronic system, due to the charging of the capacitor.

To achieve mechanical resonance in the weak link, we require that the supercurrent frequency \( d\phi/dt \) matches the resonant frequency \( \omega_0 \), i.e., \( \langle V \rangle = V_0 = \hbar \omega_0/2e \). As \( \omega_0 \) is...
force exerted on the electronic currents by the magnetic field, the equation of motion of the oscillator can be written as

$$\frac{d^2x}{dt^2} + 2\Gamma_0 \frac{dx}{dt} + \omega_0^2 x = \frac{BL}{M} (I_C \sin \varphi + I_N). \quad (10)$$

Substituting Eq. (9) into Eq. (10), we obtain

$$\left(1 + \frac{B^2}{B_0^2}\right) \frac{d^2x}{dt^2} + 2\Gamma_0 \frac{dx}{dt} + \omega_0^2 x = \frac{BL}{M} \left(I_{DC} - \frac{\hbar C}{2e} \frac{d^2\varphi}{dt^2}\right). \quad (11)$$

The electromagnetic coupling produces a correction to the effective oscillator mass of the form $M_B/B_0^2$, where we introduced the magnetic field scale $B_0 = (1/L)\sqrt{M/\tau C}$. The strength of the electromagnetic coupling can then be expressed in terms of the dimensionless parameter $\mu = B/B_0$. Similarly, we introduce dimensionless quantities for the current $i_{DC} = I_{DC}/I_C$, time $\tau = \omega_0 \tau$, and oscillator displacement $a = x/x_0 - I_{DC}$. Here, $x_0 = B_0 L / M \omega_0^2$ is the displacement at which the restoring force equals the magnetic force scale $B_0 L$. In what follows, we refer to the dimensionless variables $(\mu, \varphi, a, \dot{a})$.

In terms of these dimensionless quantities, Eqs. (9) and (11) can be rewritten as

$$i_{DC} = \sin \varphi + \beta_1 \dot{\varphi} + \beta_2 \ddot{\varphi} + \mu \dot{a}, \quad (12)$$

$$\left(1 + \mu^2\right) \dot{a} + \frac{2}{Q} \dot{a} + a = -\mu \beta_2 \ddot{\varphi}. \quad (13)$$

Here, $\beta_1 = \omega_0 \omega_c$, $\beta_2 = \beta_1^2 \beta_c$, and $\dot{f}$ refers to the derivative of $f$ with respect to $\tau$. Equations (12) and (13) capture the essential aspects of the coupled Josephson mechanical system.

Due to the highly nonlinear nature of Eqs. (12) and (13), their solutions are expected to display strong dependence on initial conditions. A general exact analytical solution cannot be achieved. In what follows, we first numerically solve the equations to establish the characteristic I-V curve. The properties of the numerical solutions will then suggest an ansatz for a semianalytical treatment of the problem leading to a good agreement with the numerically established I-V curve.

III. NUMERICAL SOLUTION

We numerically solve Eqs. (12) and (13) using a fourth-order Runge-Kutta method. The experimentally tunable parameters are the input current $i_{DC}$, and the coupling parameter $\mu$, while the directly measurable quantity is the average voltage $\langle V \rangle / V_0 = \langle \phi \rangle$ as the final term of Eq. (7) averages to zero. All parameters other than $i_{DC}$ and $\mu$ are sample specific. The results shown in Fig. 3 were obtained with $\beta_1 = 0.1, \beta_2 = \beta_1^2 \beta_c = 2$ which are of the same order as those found in real graphene and CNT mechanical resonators [24–30] and in Josephson weak links [33–36], while the quality factor is chosen to be $Q = 10^5$. In experimental samples, the quality factors fluctuate a lot, reaching values of $Q$ up to $10^7$ [28]. In the next section, we show that $\mu \propto Q^{-1/3}$ and thus a change in $Q$ simply rescales the magnetic field at which the coupling effects may be observed. We have verified that the general features of our analysis are present for a wide range of parameters as long as the resonance region can be reached, i.e., if Eq. (5) is satisfied, which in terms of $\beta_2$ simply reads as $\beta_2 > (4/\pi)^2 \approx 1.62$. The dimensional scales introduced in the previous section may be estimated from experimental parameters (see Appendix B), yielding $I_c \approx 10$ nA, $\omega_0 \approx 1$ GHz, $V_0 \approx 0.3 \mu$V, $B_0 \approx 10$ T, and $x_0 \approx 10$ pm. While $B_0$ is rather large, we show below that the actual magnetic fields required to observe strong electromechanical effects are much lower.

We employ continuous initial conditions whereby we start with $i_{DC} > 1$, where the only solution is the running state $\langle \varphi \rangle \approx i_{DC}/\beta_1$, and gradually decrease $i_{DC}$ in small increments, at each point using as initial conditions the results for $a, \varphi, \dot{a}$, and $\ddot{\varphi}$ from the simulation for the previous value of $i_{DC}$ after transients have decayed. This adequately models the quasistatic process in which the characteristic time scales of the system are much shorter than the time over which the impressed current $i_{DC}$ is experimentally varied. This process is then repeated to obtain the I-V curves for different values of $\mu$. We point out that an alternative experiment whereby the magnetic field $\mu$ is varied at fixed $i_{DC}$ will access different solutions and thus yield different results from those discussed here.

Figure 3 shows the DC voltage and mechanical oscillation amplitude as functions of the applied current $i_{DC}$ and magnetic field coupling $\mu$. Figures 3(a) and 3(b) show how the I-V curve on the decreasing current path changes with $\mu$. At $\mu = 0$ we recover the usual I-V curve in the absence of coupling with a retrapping current $I_r = 4I_c/\pi \sqrt{\mu_c}$ (see Fig. 2). Upon increasing $\mu$, the retrapping current increases slightly while a Shapiro-type plateau develops at the frequency of the oscillator $\langle \varphi \rangle = \langle V \rangle / V_0 \approx 1$. The width of this plateau increases with the applied field. Our numerical analysis reveals similar structures around successive integer values of $\langle \varphi \rangle$, although with progressively smaller plateau width. The shoulderlike features observed experimentally in the I-V curve in Ref. [18] can be interpreted as a signature of this effect for higher-frequency in-plane vibrational modes. Figures 3(c) and 3(d) show the root-mean-square (rms) mechanical displacement $a_{rms} = \sqrt{\langle a^2 \rangle}$. The comparison with Figs. 3(a) and 3(b) shows that the resonance of the oscillator coincides with the plateau, indicating that the latter is a result of the effective AC $\mu \dot{a}$ in Eq. (12) due to the coupling to mechanical oscillations. This is highlighted in Fig. 4(a) where we show the time evolution of the voltage and the mechanical oscillation amplitude as the resonant state is entered. After a long transient, the voltage becomes locked to $V_0$, signaling the matching between the supercurrent and resonant frequency leading to a large amplification of the oscillations.

An even more dramatic effect occurs when the coupling $\mu$ exceeds a critical value $\tilde{\mu}$ (see Fig. 3). In this case, as the current is decreased, instead of the voltage becoming pinned to the plateau, the system suddenly reverts itself into the zero voltage state, giving rise to a dramatic increase of the retrapping current by as much as 50%. This suppression of voltage in the strong coupling regime has not been explored previously and is reminiscent of the low-bias current Franck-Condon blockade observed in quantum transport through NEMS [19–22]. However, the mechanisms involved in the Franck-Condon blockade and in this Josephson retrapping are entirely different. In the former case, the low bias current blockade in the strong coupling regime stems from an exponentially suppressed overlap of the oscillator wave functions before and
after the electron tunneling in the nanostructure. In contrast in the Josephson resonator case, the voltage suppression at constant current bias (associated to the sudden retrapping) takes place abruptly after a critical coupling strength, and is due to energy being suddenly transferred from the electronic to the mechanical subsystem. Within the tilted washboard potential picture of the Josephson effect, our retrapping has thus a rather classical origin as it amounts to the phase being slowed down to a local minimum in the effective potential. Figure 4(b) shows the time evolution of the solutions for \( \mu > \tilde{\mu} \) which reveals more information about the retrapping. When the resonant condition is met, the system attempts to enter the resonant state with the amplitude of \( a(\tau) \) increasing rapidly. However, as discussed in the analytical treatment below, this sudden mechanical amplification takes away too much energy from the electronic subsystem. The running state thus can no longer be sustained and the system retraps.

Concerning the experimental observation, the predicted effects occur at a typical current and voltage \( \beta_1 I_c \approx 1 \text{ nA} \) and \( V_0 \approx 0.3 \mu \text{V} \) (corresponding to \( \omega_0 \approx 1 \text{ GHz} \)), respectively. The critical magnetic field inducing the strong coupling regime and the sudden retrapping is \( \tilde{\mu} B_0 \) which is a small fraction of the rather large \( B_0 \). As shown later, \( \tilde{\mu} \) scales as \( Q^{-1/3} \) so that the predicted effect can be observed with magnetic fields as small as \( \tilde{\mu} B_0 \approx 100 \text{ mT} \) for \( Q = 10^9 \).

Our numerical analysis also reveals the appearance of two small plateaulike features in Fig. 3(a) at \( \mu \approx 0.02 \) and \( \mu \approx 0.1 \). These are accompanied by a small amplification of the oscillator amplitude visible in the curve III in Fig. 3(d) at around \( i_{\text{DC}} \approx 0.093 \). The origin of these features is still unclear and will be the subject of further investigation.

### IV. Analytical Solution

To peer further into the nature of the I-V curve, in particular the formation of the plateau and the abrupt retrapping for \( \mu > \tilde{\mu} \), here we develop an analytical approach to Eqs. (12) and (13). These may be derived from the Euler-Lagrange equations

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} = -\frac{\partial P}{\partial \dot{q}_i},
\]

with generalized coordinates \( q_i = \{\varphi, a\} \), where the gauge-invariant Lagrangian \( L \) and dissipation function \( P \) are given by

\[
L = \frac{1}{2} \beta_2 \left( \dot{\varphi} + \frac{\mu}{\beta_2} \dot{a} \right)^2 + \cos \varphi + i_{\text{DC}} \varphi + \frac{1}{2} \beta_2 (\dot{a}^2 - a^2),
\]

\[
P = \frac{1}{2} \beta_1 \dot{\varphi}^2 + \frac{1}{Q \beta_2^2} a^2.
\]
describe energy losses due to Joule heating and the intrinsic damping of the resonator. When the system reaches a steady state, the supplied energy must be completely dissipated on average, i.e.,

$$i_{DC}\langle \dot{\psi} \rangle = \beta_1 \langle \dot{\psi}^2 \rangle + \frac{2}{Q \beta_2} \langle \dot{\hat{a}}^2 \rangle.$$  \hspace{1cm} (17)

This equation has been thoroughly checked numerically. In the uncoupled case, it simply leads to the Ohmic solution $\langle \dot{\psi} \rangle \approx i_{DC}/\beta_1$. Upon coupling to mechanical oscillations, the intrinsic damping of the oscillator must also be considered. Energy is transferred from the electronic subsystem to mechanical oscillations leading to measurable effects on the total voltage across the device.

The numerical solutions reveal that $\dot{\psi}(\tau)$ takes on the following simple form whenever the system reaches a steady state:

$$\dot{\psi} = \psi_0 + \omega \tau - \frac{g}{\omega} \cos(\omega \tau),$$  \hspace{1cm} (18)

where $\psi_0$ is a constant phase that is not related to initial conditions but acquired during evolution, while $g$ and $\omega$ are parameters to be determined self-consistently. In particular, the dimensionless voltage is related to $\omega$ by $\langle \dot{\psi} \rangle = (V)/V_0 = \omega$. The ratio $g/\omega$ must be less than unity for running states, otherwise, $\dot{\psi}$ would reach zero. Similarly for the oscillator we employ the ansatz

$$a = A \sin(\omega \tau + \theta),$$  \hspace{1cm} (19)

where $A$ and $\theta$ are also to be determined self-consistently.

Substituting Eqs. (18) and (19) into Eqs. (12) and (13), we obtain a set of algebraic equations for the unknown parameters as functions of $\omega$. From these equations we obtain

$$g = \left(\frac{2\omega (i_{DC} - \beta_1 \omega)}{\beta_1 + \mu^2 \beta_2 \omega^3 (2\omega/Q)/\kappa}\right)^{1/2},$$  \hspace{1cm} (20)

$$A = \mu \beta_2 g \omega \sqrt{\kappa},$$  \hspace{1cm} (21)

$$\cos(\psi_0) = -\frac{2\omega^2}{g} (i_{DC} - \beta_1 \omega),$$  \hspace{1cm} (22)

with $\kappa = [1 - (1 + \mu^2 \omega^2)^2 + (2\omega/Q)^2]$. The physical significance of the phase $\psi_0$ is demonstrated by the fact that the time-averaged supercurrent is given by $\langle \dot{\psi} \rangle = -(g/\omega) \cos(\psi_0)$. In fact, Eq. (22) is obtained by simply performing the time average of the current conservation equation (12). These analytical solutions directly fulfill the energy balance equation (17).

The DC voltage in the steady state is given by $\omega$ itself, and is found as a solution to the following eighth-order polynomial equation:

$$F(\omega) = 2\omega (\beta_1 \omega - i_{DC}) \left[2 \mu^2 \beta_2 \omega^3 \left(\beta_1 \frac{2\omega}{Q} + \beta_2 \omega [1 - \omega^2 (1 + \mu^2)] + (\beta_1^2 + \beta_2^2 \omega^2) \kappa + (\mu^2 \beta_2 \omega^3)^2\right) + \beta_1 \kappa + \mu^2 \beta_2 \omega^3 \frac{2\omega}{Q}\right] = 0.$$  \hspace{1cm} (23)

For $\omega < 0$ and $\omega > i_{DC}/\beta_1$, the polynomial $F(\omega)$ is strictly positive. As such, there must be an even number of real roots in the interval $(0, i_{DC}/\beta_1)$. There turn out to be solutions
for which the polynomial derivative is negative, \( F'(\omega) < 0 \). Such solutions give a voltage that decreases with increasing current and will be discarded as unphysical. All other real roots describe physical states that the system may enter with appropriate initial conditions.

Figure 5 shows the dependence of \( \omega \) on \( i_{\text{DC}} \), leading to the I-V curve. In the uncoupled case \( \mu = 0 \) [Fig. 5(a)], there is only one physical solution (orange line) which approaches the Ohmic behavior \( \omega \approx i_{\text{DC}}/\beta_1 \) for large currents and vanishes below the retrapping current. The coupled case \( \mu \neq 0 \) [Fig. 5(b)], however, displays three distinct regions of solutions depending on the current \( i_{\text{DC}} \). The low current regime of trapped states, i.e., region 1 in Fig. 5(b) where \( i_{\text{DC}} \) is smaller than the retrapping current, is essentially unchanged from the uncoupled case. Above the retrapping current there exist two types of dynamics depending on whether the system is on or off the mechanical resonance. In region 2, where the system is close to resonance, mechanical oscillations are strong, locking the overall dynamics to the resonant frequency \( \omega_0 \) (orange line). As a result, \( \omega \approx 1 \) regardless of \( i_{\text{DC}} \) forming a Shapiro-type plateau, in agreement with the numerical analysis [cf. curves II and III in Fig. 3(b)]. From the energy balance equation (17), the energy dissipated mechanically in this region amounts to \( i_{\text{DC}} - \beta_1 \) which increases sharply upon entering the plateau.

In region 3 there are two possible physical solutions: the Shapiro plateau solution (orange line) extending into this region, together with an Ohmic solution (red line) for which the electronic and mechanical subsystems are essentially uncoupled. In the latter, the energy is mainly dissipated electronically. Which state the system enters in this region can only be determined by initial conditions. In our scheme with the decreasing current path, the initial condition naturally realizes the Ohmic solution. This explains the jump from the Ohmic solution in region 3 to the plateau solution in region 2 as \( i_{\text{DC}} \) decreases for weak coupling with \( \mu < \bar{\mu} \) (cf. Fig. 3).

As revealed in the numerical analysis, for strong coupling with \( \mu > \bar{\mu} \) the system gets retrapped without forming a plateau [cf. curve IV in Fig. 3(b)]. To understand this, we have performed a standard stability analysis, in which we perturb the system slightly off the plateau solution and study whether the perturbation grows or decays. We found that the plateau solution [orange line in Fig. 5(b)] is unstable if \( \mu > \bar{\mu} \), leading to the Ohmic solution in region 3 as the only physically relevant one for strong electromechanical coupling.

A physical argument for understanding the retrapping arises from energy considerations. For the system to become trapped, the electronic energy \( E_\varphi \) in Eq. (15) (in units \( \hbar L_c/2e \)) must be less than the maximum of the potential barrier \( -\cos \varphi \), i.e., \( \langle E_\varphi \rangle \leq 1 \). In the uncoupled case \( (\mu = 0) \), mechanical oscillations are absent and the solution to Eq. (16) is Ohmic \( (\dot{\varphi} = i_{\text{DC}}/\beta_1) \). Here, \( E_\varphi \) coincides with the total energy and is essentially constant. By demanding that the time derivative of the total energy in Eq. (16) averages to zero over one period the critical condition for retrapping \( \langle E_\varphi \rangle = 1 \) yields an expression for the retrapping current \( I_r \approx 4L_c/\pi \sqrt{\beta_1} \). A similar
argument can be employed in the coupled case \((\mu \neq 0)\) except that the electronic energy \(E_e\) differs from the total energy \(E\) due to energy being transferred to mechanical oscillations. As a consequence, the system is retrapped at much higher currents than in the uncoupled case. Figure 6 shows how \(E_e\) decreases on average upon increasing the coupling strength. As \(\mu\) approaches \(\tilde{\mu}\), the critical condition \((E_e) = 1\) is met. This simple condition along with the full analytical solution may be used to predict the dependence of the retrapping current \(I_i(B)\) on the magnetic field, as shown in the inset of Fig. 6. The figure shows that this condition suffices to reproduce the large increase in the retrapping current at a critical value of magnetic field \(\tilde{\mu}\approx 0.14\) which agrees well with the numerically found value \(\tilde{\mu}\approx 0.12\) (Fig. 3). The inset of Fig. 6 shows a decrease in \(I_i(B)\) for \(\mu < \tilde{\mu}\) which is not observed in the numerical analysis. This is due to a limitation of the analytical model for very low currents where the fluctuations in voltage become comparable to the average value, i.e., \(\sqrt{\sigma}/\epsilon \approx 1\).

Estimating the NEMS parameters from the I-V curve

The I-V curve of the suspended Josephson weak link in the conventional DC current bias setup yields the resonant frequency \(\omega_0\) as well as the quality factor \(Q\) of the resonator. In fact, the resonant frequency \(\omega_0\) can be determined by simply measuring the voltage of the Shapiro plateau as the two are related by \(V_0 = \hbar \omega_0/2e\). In experiments, to check that this feature is genuinely related to the mechanical resonance, one can modulate \(\omega_0\) by means of a DC back-gate voltage and detect the corresponding change in \(V_0\) from the I-V curve.

A useful estimate of \(Q\) may be obtained by measuring the critical coupling \(\tilde{\mu}\) as may be demonstrated by considering the energy argument for retrapping. For a given \(\mu\), mechanical oscillations are strongest at the highest current state on the plateau \(i = i_{2/3}\), i.e., where the two regions 2 and 3 of Fig. 5(b) meet. The critical condition is therefore satisfied when \(\mu = \tilde{\mu}\) and \(i = i_{2/3}\). For \(\mu > \tilde{\mu}\), the electronic subsystem has an energy \((E_e) < 1\) so that this retrapping occurs for all magnetic fields greater than the critical value. A crucial point is that the current \(i_{2/3}\) itself depends on \(\mu\) as can be seen in Fig. 3. The numerical results suggest the dominant scaling \((i_{2/3} - \beta_1) \propto \mu\) with a coefficient of order 1, as well as \(\kappa \propto (2\omega_0/Q)^2\) and \(\tilde{\mu}^2 Q \beta_2/2 \beta_1 \gg 1\). With these assumptions, the energy condition \((E_e) = 1\) yields \(\tilde{\mu}\) in terms of \(Q\) as

\[
\tilde{\mu} \approx \frac{\alpha}{Q^{1/3}},
\]

with \(\alpha\) a constant of order unity. Our analysis for \(Q = 10^3\) yields \(\alpha \approx 1.4\). The critical coupling \(\tilde{\mu}\) thus scales as \(Q^{-1/3}\) as noted previously. Since \(\tilde{\mu}\) may be measured directly from the I-V characteristic, this relation can be inverted to obtain an estimate for \(Q\). With a high-quality resonator with \(Q = 10^6\) the predicted sudden retrapping could thus be observed with magnetic fields as small as \(B \approx 100\) mT.

**V. DISCUSSION AND CONCLUSION**

In this paper, we have demonstrated how the Josephson effect may be employed to activate and detect mechanical oscillations in an experimentally accessible DC current bias setup. By solving numerically and analytically the coupled equations describing the electronic and mechanical degrees of freedom of the system, we have unveiled the nontrivial effects of the electromechanical coupling on the I-V characteristic. The appearance of a Shapiro-type plateau at weak coupling and the sudden retrapping of the system at large coupling allow for the exploration of the Josephson effect in a previously unstudied regime. Our analysis of the I-V curve reveals how to perform a purely DC measurement of both the resonant frequency and quality factor of the suspended resonator.

It has to be stressed that the experimental realization of our proposal in the weak and strong electromechanical coupling regimes does not require any additional setup on top of the suspended weak link with superconducting contacts. Regarding the experimental feasibility of the measurement, in state-of-the-art devices with resonance frequencies and quality factors of \(\omega_0 \approx 10\) GHz and \(Q \approx 10^6\) [24,25], the key features in the I-V characteristic appear at typical current and voltage scales of \(\beta_1 L_i \approx 1\) nA and \(V_0 \approx 3\) \(\mu V\), with the crossover between weak and strong coupling occurring around a magnetic field of order \(\frac{1}{\tilde{\mu}} B_0 \approx 100\) mT. Experiments show that this level of resolution can be obtained with current experimental setups [35,36]. We have also investigated the effects of temperature by including a Johnson-Nyquist noise in our equations. To minimize the effects of temperature, the thermal energy \(k_B T\) must be less than the energy scale \(\hbar I_{DC}/2\epsilon\) associated with the current \(I_{DC}\). Current state-of-the-art CNT resonators with high resonant frequency \(\omega_0 \approx 10\) GHz [24,25] would allow the observation of the proposed effects for temperatures \(T < 100\) mK (see Appendix C), compatible with recent measurements on suspended Josephson junctions [17,18].
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**APPENDIX A: DERIVATION OF THE ELECTROMECHANICAL COUPLING**

Referring to our model Fig. 1(a), the electric field between the superconductors may be expressed as \(E = q/CL \hat{y}\) with \(\hat{y}\) the direction of positive current flow while the magnetic field is \(B = B \hat{z}\). Due to the oscillations of the weak link, the charge carriers acquire a transverse velocity \(v = dx/dt \hat{x}\) that couples to the magnetic field to produce an electromotive force. Here, we use the approximation that the weak link is displaced uniformly. The normal current density is then

\[
J_N = \sigma(E + v \times B) = \frac{\sigma}{L} \left( \frac{q}{C} - B L \frac{dx}{dt} \right) \hat{y},
\]  

with \(\sigma\) the conductivity of the normal metal. In terms of the resistance, the normal current is then

\[
I_N = \frac{1}{R} \left( \frac{q}{C} - B L \frac{dx}{dt} \right).
\]
The total energy of the system is

$$V = \int E \cdot dl = \frac{q}{C} \phi,$$

(A3)

where the integral is taken along the weak link.

The supercurrent may be expressed as $I_s \sin \phi$. When there is no magnetic field, $\phi = \bar{\phi}$, the phase difference between the macroscopic wave functions of the two superconductors that evolves in time as $d\phi/dt = 2eV/\hbar$. In contrast, when a magnetic field is present, the two are related by

$$\phi = \bar{\phi} - \frac{2e}{h} \int A \cdot dl,$$

(A4)

where $A$ is the vector potential and the integral is taken along the weak link [32]. Equation (A4) then yields

$$\frac{d\phi}{dt} = \frac{2e}{h} \left( V - \frac{d}{dt} \int A \cdot dl \right).$$

(A5)

When the weak link oscillates, the path over which we integrate becomes time dependent such that $\phi$ evolves as

$$\frac{d\phi}{dt} = \frac{2e}{h} \left( V - BL \frac{dx}{dt} \right).$$

(A6)

This coupling may also be derived from an energy argument. The total energy of the system is

$$E = \frac{q^2}{2C} - \frac{\hbar I_s}{2e} \cos \phi + \frac{M}{2} \left( \frac{dx}{dt} \right)^2 + \omega_0^2 x^2.$$

(A7)

In the absence of dissipation, one may use current conservation and the equation of motion of the oscillator to determine

$$\frac{dE}{dt} = I_s - \frac{q}{C} \sin \phi \left( \frac{q}{C} - \frac{\hbar}{2e} \frac{d\phi}{dt} - BL \frac{dx}{dt} \right).$$

(A8)

As the only energy source is the external current, $dE/dt = IV = Iq/C$, the latter terms must vanish, from which we obtain Eq. (A6).

**APPENDIX B: NUMERICAL PROCEDURE AND PARAMETERS**

The numerical solutions displayed in the paper were calculated using a fourth-order Runge-Kutta method with the following parameters which are consistent with previously studied CNT devices [24–28,35,36]: $I_c = 10$ nA, $R = 330 \Omega$, $\beta_1 = 200$, $\omega_0 = 1$ GHz, $Q = 10^3$, $M = 10^{-20}$ kg. $L = 1 \mu m$. All other parameters may be derived from these, including those appearing in Eqs. (12) and (13), $\beta_1 = 0.1, \beta_2 = 2$ and the dimensional scales $V_0 = 0.3 \mu V, B_0 = 10$ T, $x_0 = 10$ pm. While these are typical parameters, state-of-the-art devices may have larger quality factors $Q = 10^3$ and resonance frequencies $\omega_0 = 10$ GHz which allow measurements to be made at higher temperatures and lower magnetic fields, as discussed in the main text.

**APPENDIX C: FINITE-TEMPERATURE EFFECTS**

Temperatures used in experiments must be below the critical temperature $T_c$ of the superconducting contacts. These could be realized with rigid nanostructures based on, e.g., niobium nitride [34] or molybdenum rhenium [37] with rather high $T_c \approx 10$ K. Even at these temperatures thermal currents and displacements may exceed the typical scales $I_{DC}$ and $x_0$, disrupting the experimental signatures. We analyzed temperature effects by including a Johnson-Nyquist noise current $\tilde{I}$ to our equations of motion with correlation function

$$\langle \tilde{I}(\tau)\tilde{I}(\tau') \rangle = 2\beta T \frac{T_{J}}{T} \delta(\tau - \tau'),$$

(C1)

where $T_J$ is a temperature scale related to the Josephson energy $\hbar I_c/2e = k_b T_J$. To minimize the effects of temperature, the thermal energy $k_b T$ must be less than the energy scale $\hbar I_{DC}/2e$ associated with the current $I_{DC}$, i.e., $T < \beta_1 T_J$. In terms of physical parameters, this condition reads as

$$k_b T < \left( \frac{\hbar}{2e} \right)^2 \frac{\omega_0}{R},$$

(C2)

so that experiments may be optimized using devices with low resistances and high mechanical resonance frequencies. For state-of-the-art CNT devices with $\omega_0$ $\approx 10$ GHz [24,25] and $R \approx 1$ k$\Omega$ [35,36], we find $T < 100$ mK.