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The dynamics of energetic particles in strong electromagnetic fields can be heavily influenced by the energy loss arising from the emission of radiation during acceleration, known as radiation reaction. When interacting with a high-energy electron beam, today’s lasers are sufficiently intense to explore the transition between the classical and quantum radiation reaction regimes. We present evidence of radiation reaction in the collision of an ultrarelativistic electron beam generated by laser-wakefield acceleration ($\gamma > 500$ MeV) with an intense laser pulse ($\alpha_0 > 10$). We measure an energy loss in the postcollision electron spectrum that is correlated with the detected signal of hard photons ($\gamma$ rays), consistent with a quantum description of radiation reaction. The generated $\gamma$ rays have the highest energies yet reported from an all-optical inverse Compton scattering scheme, with critical energy $\epsilon_{\text{cr}} > 30$ MeV.
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1. INTRODUCTION

Accelerating charges radiate and therefore lose energy. The effective force on charged particles resulting from these losses, known as radiation reaction (RR), scales quadratically with both particle energy and applied electromagnetic field strength. Normally radiation reaction is negligible, but it becomes comparable in magnitude to magnetic field strength. Normally radiation reaction is quadratically with both particle energy and applied electro-
Experimentally realizing the high intensities required for this necessitates the use of laser pulses of femtosecond duration, and so synchronization between the electron bunch and the colliding laser pulse must also be maintained at the femtosecond level. Laser-wakefield accelerators are plasma-based electron accelerators driven by intense laser pulses [14–17], capable of accelerating electron beams to the GeV level [18–21]. The high electron beam energy coupled to the intrinsic synchronization with the driving laser pulse means that wakefield accelerators are uniquely suited to the study of ultrafast laser-electron beam interactions, and have been the focus of much recent work [22–25]. In our scheme, one laser pulse is used to drive a wakefield accelerator while a second, counterpropagating pulse collides with the electron bunch. The electrons oscillate in the fields of the second laser and backscatter pulse collides with the electron bunch. The electrons wakefield accelerator while a second, counterpropagating beam with laser pulses in this regime have produced the electron beam energy. In the low electron density used here were \( n_e \approx 1 \times 10^{18} \text{ cm}^{-3} \). All-optical experimental configurations involving the collision of wakefield accelerated electron beams with laser pulses in this regime have produced scattered x rays with energies in the range of hundreds of keV [22,26,27].

As \( a_0 \) increases, the scattered photon energy initially decreases as \( h\omega = 4\gamma^2 a_0 h_0 n_0 (1 + \beta) / (1 - \beta) + 2h_0 n_0 m_e c^2 \) for \( \gamma \gg 1 \) and \( h_0 n_0 \ll m_e c^2 \). All-optical experimental configurations involving the collision of wakefield accelerated electron beams with laser pulses in this regime have produced scattered x rays with energies in the range of hundreds of keV [22,26,27].

II. EXPERIMENT

The experiment was conducted using the Gemini laser of the Central Laser Facility, Rutherford Appleton Laboratory, UK. Figure 1 shows a schematic of the experimental setup. Gemini is a Ti:sapphire laser system delivering two synchronized linearly polarized beams of 800 nm central wavelength and pulse durations of 45 fs FWHM. One of the beams, used to drive a laser wakefield accelerator, was focused with a \( f/40 \) spherical mirror to a focal spot size of \( 37 \times 10^{-3} \mu m \). The energy delivered to the target was \( 8.6 \pm 0.6 \) J generating a peak intensity of \( 7.7 \pm 0.4 \times 10^{18} \text{ W cm}^{-2} \), corresponding to a peak normalized amplitude of \( a_0 = 1.9 \pm 0.1 \). This pulse was focused at the leading edge of a 15-mm-diameter supersonic helium gas jet, which produced an approximately trapezoidal density profile with 1.5 mm linear ramps at the leading and trailing edges. Once ionized by the laser, the peak plasma electron densities used here were \( 3.7 \pm 0.4 \times 10^{18} \text{ cm}^{-3} \).

The second Gemini beam was focused at the rear edge of the gas jet, counterpropagating with respect to the first. As the laser-wakefield generated electron beam interacted with the second focused laser pulse, inverse Compton-scattered \( \gamma \)-rays were generated, copropagating with the electron beam. By colliding close to the rear of the gas jet, the electron bunch did not have time to diverge before the collision and so the overlap between the electron bunch and laser was maximized.

The focusing optic for the second pulse was an off-axis \( f/2 \) parabolic mirror with a hole at the center to allow free passage of the \( f/40 \) beam, electron beam, and scattered \( \gamma \) rays. Accounting for the hole in the optic, the pulse energy on target was \( 10.0 \pm 0.6 \) J. This was focused to a focal point.

Here we describe an experiment which probes radiative reaction by simultaneously measuring the electron and Compton-scattered photon spectra after the collision of a wakefield accelerated electron beam with an intense laser pulse. We observe scattered \( \gamma \) rays at the highest energies measured to date in a wakefield-driven inverse Compton scattering experiment. Independent measurements of the \( \gamma \)-ray spectrum and the electron energy after the collision are only consistent when radiation reaction is taken into account, and we find that the internal consistency of these measurements is improved when a fully quantum (stochastic) description of radiation reaction is used.
of an array of optical photons at an efficiency of doped with thallium, which convert deposited energy into was traversed by the interaction chamber with a which along with a shown in Fig. 2(a), and the calculated electron spectrum in 16-bit CCD camera. An exemplary spectrometer image is magnificently dispersed beam, and imaged with a cooled GdR permanent dipole magnet with total magnetic length electron beam was deflected from the optical axis by a prism with a micrometer-sharp edge was inserted into the beam line at the interaction point. After overlapping the focused pulses on the tip of the prism, half of each was reflected collinearly onto a CCD and imaged with a 10× magnification microscope objective. After reflection the different wavefront curvatures of the f/2 and f/40 beams caused circular interference fringes to appear when the pulses overlapped in time. By optimizing the fringe visibility the two pulses were overlapped to a precision of ±30 fs, limited by the random optical path length fluctuations during the measurement.

After passing through the hole in the f/2 mirror, the electron beam was deflected from the optical axis by a permanent dipole magnet with total magnetic length \( f B(x)dx = 0.4 \) Tm. The electron energy spectrum was recorded in the range of 0.25–2 GeV on a scintillating Gd2O2S:Tb (Lanex) screen placed in the path of the magnetically dispersed beam, and imaged with a cooled 16-bit CCD camera. An exemplary spectrometer image is shown in Fig. 2(a), and the calculated electron spectrum in Fig. 2(b).

The f/40 laser pulse was blocked at the rear of the interaction chamber with a 50-µm-thick aluminium foil, which along with a 250-µm-thick Kapton vacuum window was traversed by the γ-ray beam. The γ-ray detector consisted of an array of 5 × 5 × 50 mm caesium iodide (CsI) crystals doped with thallium, which convert deposited energy into optical photons at an efficiency of \( \approx 5 \times 10^4 \) MeV⁻¹. The array was 33 crystals high and 47 crystals in the longitudinal direction, with the γ rays entering through the 5 × 50 mm faces. The crystals were separated by 1-mm-thick aluminium spacers, and the face of the stack exposed to the γ beam was covered with a 9-mm-thick stainless steel plate. By imaging the 5 × 5 mm faces of the CsI crystals from the side and recording the scintillation light, it was possible to record a vertically resolved map of the energy deposition in the detector; see Fig. 2(b). Low-energy photons deposit most of their energy in the first crystal column, with the energy deposited in subsequent crystals decreasing monotonically. High-energy photons create an electromagnetic shower which causes the energy deposition to initially increase with depth before decaying.

III. ELECTRON SPECTRA AND γ-RAY YIELD

The data analyzed here are a sequence of 18 shots where electron spectra and γ-ray signals were recorded simultaneously. For the first 8 shots the f/2 beam was on, then for the next 10 shots it was switched off. Because of the shot-to-shot variations of the electron beam and laser pointing and timing, we do not expect every collision to be successful (based on the measured fluctuations we expect approximately 1 shot in 3 to occur at an \( a_0 \) that is large enough to produce a measurable radiation reaction). Before we can proceed in assessing if radiation reaction was occurring in our experiment, we must therefore first identify which collisions were successful. This can be achieved by analyzing the γ-ray signal—successful collisions will produce a much brighter signal than those which are not. In Fig. 3 we plot the integrated signal on the CsI detector as a function of the electron beam properties.

It is important to account for any background which could contaminate the CsI detector (such as bremsstrahlung emission), as this will increase with electron beam charge and energy in the same way as the inverse Compton signal. Specifically, for an electron of Lorentz factor γ the total energy of the emitted radiation scales as \( \gamma^2 \). An electron spectrum \( dN_{\gamma}/d\gamma \) will therefore create background signal with an energy proportional to \( \int \gamma^2 (dN_{\gamma}/d\gamma) d\gamma = Q\gamma^2 \), where \( Q \) is the total beam charge. The energy radiated into the ICS beam, and therefore the integrated signal on the CsI
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FIG. 3. The total CsI signal as a function of the integrated squared energy of the electron spectrum, and the linear fit to the “beam-off” shots. The shaded area represents the 68% confidence interval (CI) for the linear fit.
detector, is approximately proportional to $a_0^2 Q \langle \gamma^2 \rangle$ for \( \gamma a_0^2 < 5.5 \times 10^5 \) \cite{4}, and so the total signal is expected to be

$$\text{CsI signal} = c_{BG} Q \langle \gamma^2 \rangle + c_{ICS} a_0^2 Q \langle \gamma^2 \rangle$$  \hspace{1cm} (1)$$

for some constants \( c_{BG}, c_{ICS} \). In Fig. 3 a linear estimation of \( c_{BG} \) is performed using the “beam-off” shots, providing an estimate (with error) of the background signal in the “beam-on” shots.

The consecutive angularly integrated electron spectra are plotted in Fig. 4. The spectra were almost always observed to possess two components—a high-charge, low-energy feature, and a low-charge, high-energy feature. It is possible that this is due to separate injection events caused by density structures in the plasma, observable on transverse plasma diagnostics and likely due to fluid shocks in the gas flow. This would imply that the high-energy component was generated by self-injection \cite{36} and that the low-energy component was injected at an abrupt density transition \cite{37}. In Fig. 4 the energy at which these features become distinct is highlighted, overlaid on the electron spectrum. We refer to this feature as an “edge” in the spectrum.

The quantity determining the magnitude of the interaction is, in the terms of Eq. (1), \( c_{ICS} a_0^2 \). This is a factor representing the overlap of the electron beam and focal spot, and so the effective \( a_0 \) of the interaction. The quantity of interest is then calculated from the measured signal by subtracting an estimated background, and dividing by \( Q \langle \gamma^2 \rangle \). This is the quantity plotted in Fig. 5 as a function of the measured energy of the edge in the electron spectrum.

This corrected signal for the beam-off shots is clustered around zero, as expected, but also for some of the beam-on shots, as expected due to the spatiotemporal jitter between the laser focal spot and the electron beam. There are however four shots with exceptionally large signals, more than four standard deviations above the background level—shots 4, 5, 6, and 8. The chance of observing a signal this large in a sample of 8 shots due to background fluctuations alone is less than 0.1%. These shots are highlighted in red in Fig. 4.

Using this signal threshold as an independent criterion for assessing which shots successfully resulted in a strong laser-electron beam interaction, we then consider the electron energies for these collisions. All four electron beam energies are below 500 MeV, while the mean of the 10 beam-off shots was measured to be \((550 \pm 20)\) MeV, with a standard deviation of \((63 \pm 14)\) MeV. Assuming that the electron energies on the shots with the \( f/2 \) beam off are sampled from a distribution which is approximately normal, this implies that there would be a \( \sim 23\% \) chance of observing an electron energy below 500 MeV on a single successful collision even if the interaction did not result in energy loss. However, the chance of observing an energy less than 500 MeV on all four successful collision shots falls to 0.3% under this null hypothesis. This is sufficiently unlikely that we conclude that the low energies observed on the four successful collision shots are due to the radiation reaction force on the electron bunch. This analysis assumes that the beam-off shots are sampled from a normal
distribution. To assess this a larger set of 87 shots where no radiation reaction signal could occur was recorded under similar conditions. The distribution of energies from this larger data set is shown as a histogram in Fig. 5. An Anderson-Darling test confirms that the 10 beam-off shots are consistent with being sampled from a normal distribution, at the 99.9% confidence level. Note also that, under the null hypothesis, the chance of observing four or more electron beams with energies below 500 MeV in a sample of 8 is much higher, approximately 10%, and so taken alone the electron beam energies would not have represented a clear observation. It is only by independently identifying which collisions were successful, based on the observation of a bright \( \gamma \)-ray signal, that the observed low energies become statistically significant.

From the observed decrease in electron energy in the shots generating a bright CsI signal, we can estimate the laser intensity required to cause this energy shift under different radiation reaction models. Assuming that the “bright” shots and beam-off shots are sampled from two different normal distributions with different mean values, we consider the energy shift between these mean values from \( \varepsilon_{\text{initial}} = (550 \pm 20) \) MeV to \( \varepsilon_{\text{final}} = (470 \pm 10) \) MeV. If the electron beam interacts with a pulse of FWHM duration 45 fs, the required peak \( a_0 \) to generate this energy loss is 10 \( \pm \) 2 for a quantum model, and 9 \( \pm \) 1 for a classical model based on the Landau-Lifshitz equation. For \( \varepsilon_{\text{initial}} \approx 550 \) MeV and \( a_0 \approx 10, \eta \approx 0.07 \) and in the quantum model the electron loses energy at a rate \( \approx 0.75 \) that of the classical model [38]. In the classical model a slightly lower \( a_0 \) is therefore able to generate the same electron energy loss, though due to the relatively low value of \( \eta \) the difference in \( a_0 \) between the models is small compared to the experimental uncertainties when considering the electron beam energy loss alone. Additionally, the peak \( a_0 \) of the \( f/2 \) focal spot was calculated to be greater than 20 from measured pulse parameters, which is much larger than that inferred from the electron energy shift.

In practice the effective \( a_0 \) of the interaction should be expected to be significantly lower than 20, due to the finite size of the electron beam and any timing offset of the collision point, since this will result in the interaction occurring a distance from the laser focus. Post experiment we identified a systematic offset caused by the delay between the \( f/40 \) laser pulse and the wakefield accelerated electron bunch. During the alignment of the experiment the two pulses were temporally overlapped at the rear edge of the gas jet, but this is not the same point as the collision between the electron beam and the \( f/2 \) pulse. This is because the wakefield electron bunch will be trailing the \( f/40 \) pulse by approximately half a plasma wavelength, and therefore the location of the collision between the electron bunch and the \( f/2 \) beam will be offset from this position by

\[
\delta z = \frac{3d n_e}{4 n_e} + \frac{\lambda_0}{4 \sqrt{n_e}},
\]

where \( d \) is the electron injection point (measured from the front of the gas jet), \( n_e \) the electron density, \( n_c \) the critical density, and \( \lambda_0 \) the laser wavelength. Here it is assumed that the laser travels in the plasma at the nonlinear group velocity [39] and that the electrons travel at \( c \) from their injection point. Assuming a uniform distribution for \( d \) between 0 and 10 mm and a normal distribution of \( \pm 30 \) fs for the timing jitter, the maximum expected interaction \( a_0 \) at the collision (averaged over an area of 10 \( \mu m^2 \)) is \( 12 \pm 1 \), where the laser transverse size is approximately 5 \( \mu m \) FWHM. This figure has been corrected for the measured change in size of the focal spot between the low-power alignment modes and the full-power shot mode of 7%. This is not the peak \( a_0 \) of the spot, but the maximum \( a_0 \) which encloses a contour of area 10 \( \mu m^2 \), an area of similar size to the electron beam plus shot-to-shot position fluctuations of the focal spot. The variation of \( a_0 \) near focus under this criterion is slower than the variation of peak \( a_0 \), and so shot-to-shot timing jitter has less of an impact on the effective interaction \( a_0 \) than might be expected. It is very difficult to measure this effective \( a_0 \), and therefore problematic to distinguish between different radiation reaction models using only the shift in energy of a single feature in the electron spectrum. While we are confident that we have observed radiation reaction effects, it is not possible from our electron spectral measurements alone to investigate this process in more detail, due to the inherent uncertainty in \( a_0 \). To help assess compatibility with different radiation reaction models, we therefore augment the electron beam measurements with spectral data from the \( \gamma \)-ray beam in the following section.

### IV. \( \gamma \)-RAY SPECTRA

#### A. Measurements

We measure the \( \gamma \)-ray spectrum experimentally by analyzing the scintillation yield, and thus energy deposited, in the CsI scintillator array. To understand the response of the detector, detailed Monte Carlo modeling of the array was performed in \textsc{geant4} [40] and \textsc{mcnp} [41] in full 3D, where the simulation geometry included the large objects inside the vacuum chamber, the electron spectrometer magnets, the vacuum chamber itself, and all of the components of the CsI array. For \( \gamma \)-ray energies between 2 and 500 MeV, \( 10^6 \) photons were propagated from the electron-laser interaction point into the array. The energy deposited in each crystal element was recorded and the scintillation light output was assumed proportional to the deposited energy, as is the case for high-energy photons [42]. With the detector output as a function of incident photon energy known, it was possible to use a measured detector output to calculate a best-fit \( \gamma \)-ray spectrum.
FIG. 6. CsI spectrometer measurements recorded for a successful collision and “beam-off” shots, and associated best-fit response functions from the Monte Carlo model of the detector. The maximum likelihood estimate of the fit parameter $e_{\text{crit}}$ is displayed next to each fit.

A more detailed description of the $\gamma$-ray spectrometer data analysis is presented in Ref. [43]. From simulations of the inverse Compton scattering process (see below), a good parametrized approximation to $\gamma$-ray spectrum over a wide photon energy range was observed to be

$$\frac{dN_{\gamma}}{d\epsilon_{\gamma}} \propto e_{\gamma}^{-2/3} e^{-\epsilon_{\gamma}/e_{\text{crit}}},$$

where $e_{\text{crit}}$ is a parameter controlling the spectral shape. For this parametrization the mean photon energy is $e_{\text{crit}}/3$ and 49% of the photon energy is radiated below $e_{\text{crit}}$, so $e_{\text{crit}}$ is a characteristic energy of the spectrum. In the experimental measurements we treat $e_{\text{crit}}$ as a free parameter and minimize the mean-squared deviation between the simulated and measured detector light yield. Errors in $e_{\text{crit}}$ were assigned by forming simulated detector response curves and adding synthetic noise at similar levels to that observed in the experimental data, then averaging the retrieved $e_{\text{crit}}$ over 50 fits. In this way the 1\sigma fractional fit error was found to be ±15%.

Exemplary fits to data from the $\gamma$-ray detector are shown for a successful collision and a beam-off shot in Fig. 6. When bright inverse Compton-scattered $\gamma$ rays are observed, the best-fit value of $e_{\text{crit}}$ is in the range of several tens of MeV. With the colliding beam switched off, the spectrum of the background signal is observed to be much harder, typically with $e_{\text{crit}} > 100$ MeV. This is consistent with a background composed of primarily bremsstrahlung photons produced when the electron beam impacts the walls of the vacuum chamber.

### B. Simulations

In order to calculate a theoretical $\gamma$-ray spectrum, Monte Carlo simulations of the laser-electron collision were performed for different $d_0$ and electron beam energies. In the simulations quantum and classical models of radiation reaction are compared and contrasted against a control in which no radiation reaction is included.

In the quantum description photon emission is a series of discrete events, the locations of which are stochastically determined based on emission probabilities calculated in the locally constant field approximation [32]. This is valid for $a_0^2/\eta \gg 1$ [13], as is the case here; its use is necessary because the number of photons emitted per electron is much larger than one, making exact calculation of the spectrum from QED intractable at present. While the locally constant field approximation causes the low-energy part of the photon spectrum (<100 keV here) to be overestimated, these photons do not contribute significantly to the recoil of the electron or to the total radiated energy [44].

Between individual emission events the electron follows a classical trajectory with motion determined by the Lorentz force. In the standard numerical implementation emission events are determined using Monte Carlo sampling as described in Refs. [38,45]. This approach has been used to study the production of photons and radiation reaction effects in the experimental configuration considered here [12,34,46]. Equivalently one could solve the kinetic equations for the electron distribution function [10,47,48]. The approach we use here is based on single particle dynamics in prescribed fields because collective effects are negligible in the considered parameter regime. Simulated spectra were obtained and cross-checked using a suite of codes including EPOCH [49], SIMLA [50], and that used in Ref. [51], which confirmed that collective effects were negligible.

Turning to the classical description, the electron trajectory is determined by integrating an equation of motion which includes both the Lorentz force and energy loss as described by the Landau-Lifshitz radiation reaction force. For simplicity we take only the dominant term from this force; as the next term is a factor $2\gamma$ smaller, and across the parameter regime we consider $1/(2\gamma^2)$ ≪ 1, this approximation is appropriate.

While there are other classical models of radiation reaction, we do not expect there to be any differences between them for the energy and intensity parameters considered here [6,52]. The emitted $\gamma$-ray spectrum is obtained by sampling the classical synchrotron distribution. We expect this model to overpredict the energy loss, as classical descriptions of radiation reaction unphysically fail to preclude the emission of photons with energy higher than that of the seed electron [11].

Finally, in the “no RR,” or control, model, photon emission is calculated as in the quantum case above (to ensure that photons cannot be emitted with an energy larger than the electron energy), but the recoil of the emitting particle is neglected. This control case will be used to show that neglecting radiation reaction is incompatible with the experimental results obtained, indicating that a regime
where radiation reaction is important has been reached (in contrast to previous experiments of this type [24,25]).

One could also consider a modified classical model [47], in which the energy loss is continuous but scaled by a correction factor $g(\eta)$ that emerges from the quantum theory of photon emission in constant crossed fields. However, since the stochastic QED model described above and the modified classical model have been shown to give the same average behavior [53], and as our experimental data are effectively a measure of the mean energy loss, there would be no significant difference between the predictions of a modified classical model and the fully stochastic calculation we have used at the values of $\eta$ reached in this experiment. Our simulations indicate that signatures of stochastic emission will be become apparent at $\eta \approx 0.25$.

A sample of the simulated spectra are plotted in Fig. 7, where in all simulations the scattering pulse was assumed to be a plane wave with FWHM duration 45 fs and wavelength 800 nm.

Because we collide the electron and laser beams very close to the exit of the gas jet, the electron beam is significantly smaller than the laser beam. Assuming that the electron beam waist is 1 $\mu$m (based on measurements on Astra-Gemini and comparable to published results [54]) and that the waist is positioned close to the edge of the gas jet (which is expected due to the focusing forces acting on the beam while it is inside the plasma), we calculate that the electron beam doubles in area over a distance of approximately 300 $\mu$m. At the collision point the electron beam area is therefore still approximately 1 $\mu$m$^2$, compared to a laser beam area of 20 $\mu$m$^2$.

Because the collision occurs between an electron bunch with finite duration and a laser pulse that is going through focus, different longitudinal slices of the electron bunch actually interact with different peak intensities. However, assuming a bunch length of $\approx \lambda_p/2 \approx 10 \mu$m and using the measured variation of the laser intensity with distance from focus, we calculate that the difference in the peak $a_0$ experienced by the front and back of the bunch is less than 10%. The critical energy of the radiation spectrum varies as $\approx a_0^{5/2}$, so the effect of this on both the overall energy loss and radiation spectrum are small compared to the other fluctuations in the measurement.

The small transverse electron beam size and relatively slow longitudinal variation of $a_0$ along the electron bunch mean that radiation reaction is well described by a plane wave model, where one can neglect the variation in laser intensity due to focusing across the electron beam [55].

To assess the discriminatory power of our experiment against the different models, we simulated the full photon generation, measurement, and fitting process for a range of peak $a_0$. The $\epsilon_{\text{crit}}$ which would be measured with a perfect noise-free detector are plotted in Fig. 8, where the results of the ICS simulations were interpolated over our measured beam-off electron spectra for the RR models, and the beam-on electron spectra for the no RR model. For the no RR model the retrieved $\epsilon_{\text{crit}}$ varies almost linearly with $a_0$, the models including radiation reaction predict a lower $\epsilon_{\text{crit}}$ at high $a_0$ as expected.

V. MODEL COMPARISON

The measured $\epsilon_{\text{crit}}$ is plotted as a function of the measured postcollision energy of the electron beam $\epsilon_{\text{final}}$ in Fig. 9 for the four shots, where the error bars represent diagnostic uncertainties. The sign of the correlation is significant, in that if we were observing Compton scattering without radiation reaction, then the correlation should be in the positive direction. After taking into account the...
measurement uncertainties in the data, we find that there is a >98% probability that the correlation is negative, the direction expected if radiation reaction is occurring in the successful collisions. Under the null hypothesis that no radiation reaction is occurring, the chance of observing a negative correlation at least this strong simultaneously with the electron energies all being below 500 MeV is lower than 1 in 3000.

An important source of variation here is the interaction \( a_0 \), which should be expected to vary significantly between laser shots due primarily to the spatial jitter between the electron and photon beams. If more data were available, one would therefore expect the points to trace out a curve in \( (\Delta \epsilon/\epsilon, \epsilon_{\text{crit}}) \) space, parametrized along its length by \( a_0 \). Each radiation reaction model generates a different curve, and so matching the data to a curve is a method for finding the model most consistent with the experiment independently of any knowledge of \( a_0 \) for a particular datum.

Because of the shot-to-shot jitter these curves are broadened into the shaded areas plotted in Fig. 9. To calculate these areas a large number of identical experiments would measure 68% of the time under different assumed radiation reaction models for a uniform distribution of \( a_0 \) between 4 and 20.

FIG. 9. Experimentally measured \( \epsilon_{\text{crit}} \) as a function of \( \epsilon_{\text{final}} \) measured at the electron spectral feature (points). The shaded areas correspond to the results a hypothetical ensemble of identical experiments would measure 68% of the time under different assumed radiation reaction models for a uniform distribution of \( a_0 \) between 4 and 20.

area in \( (\epsilon_{\text{final}}, \epsilon_{\text{crit}}) \) space that contains 68% of these numerical experiment results, i.e., what would be measured 68% of the time under different radiation reaction models if one could repeat the experiment many times.

As \( a_0 \) tends to zero the \( \gamma \)-ray spectrum would become monochromatic. Our \( \gamma \)-ray diagnostic would erroneously measure a finite effective \( \epsilon_{\text{crit}} \) in this case, and for this reason the curves in Fig. 9 do not tend towards \( \epsilon_{\text{crit}} = 0 \) at low \( a_0 \).

We observe that the data are more consistent with a quantum rather than classical model of radiation reaction, though there is large overlap between models at low \( a_0 \), and several data points are consistent with both models. If the electron energy loss is ignored, it could be argued that the data are consistent with the no RR model if the interaction \( a_0 \) is lowered to \( \sim 5 \). However, this situation is unlikely given the experimental precision of the spatial and temporal alignment between the electron bunch and colliding laser pulse and the observed correlation between electron beam energy, \( \gamma \)-ray yield, and \( \epsilon_{\text{crit}} \).

As was discussed for the electron spectral data, it is also possible to estimate the interaction \( a_0 \) independently using the \( \gamma \)-ray spectra by interpolating the measured \( \epsilon_{\text{crit}} \) onto the curves in Fig. 8. We perform this estimation for each data point, and calculate the ratio of the estimates from the \( \gamma \)-ray data and the electron beam data \( R = a_0(\epsilon_{\text{crit}})/a_0(\epsilon_{\text{final}}) \). This is another metric of the model consistency which is independent of any knowledge of the interaction \( a_0 \). The data are considered fixed so \( R \) is a function of the model used to interpret the data, and perfect internal consistency implies \( R = 1 \). Averaged over this data, at the 68% level for the quantum model \( R = 0.8^{+0.7}_{-0.3} \) and for the classical model \( R = 0.6^{+0.3}_{-0.2} \). Under this metric the quantum radiation reaction model is slightly better at bringing the data from both diagnostics into agreement, whereas the classical model appears to systematically underestimate \( a_0 \) for the \( \gamma \)-ray data compared to the electron beam data.

VI. DISCUSSION

The main evidence for the observation of radiation reaction presented here is the observation of low-energy electron beams on all successful collision shots and the correlation between the postcollision electron beam energy and the \( \gamma \)-ray yield and spectrum. This observation is consistent with the measurement of hard photons, of characteristic energy \( \epsilon_{\text{crit}} > 30 \text{ MeV} \), which carried a significant fraction of the initial electron energy, meaning that the electron recoil should be non-negligible. Moreover, this is reinforced by the agreement between the interaction \( a_0 \) inferred separately from the electron and \( \gamma \)-ray spectra under a quantum radiation reaction model, and that expected experimentally.

Simulations of the electron-laser overlap indicate that bright \( \gamma \)-ray beams with \( \epsilon_{\text{crit}} > 20 \text{ MeV} \) would be expected
to be produced on 30% of shots. This is in line with our data when the measurements were taken immediately after alignment (4 out of 8 shots), though subsequent spatial and temporal drifts mean that the chance of later shots showing significant γ signal drops quickly with time, limiting the duration of useful shot runs. In future experiments we plan to more carefully identify and control these drifts, which will aid in the acquisition of a significantly larger data set.

While the observed correlation is encouraging, the number of shots demonstrating significant overlap in the experiment was limited and there are aspects of the laser-particle interaction which could be further investigated by the acquisition of more data. In classical radiation reaction the width of the electron energy spectrum can only decrease, but in quantum radiation reaction it can increase or decrease depending on the strength and duration of the interaction [10,12,53]. This was not distinguishable here due to the value of η achieved at collision, the low number of shots, and the variability in the electron spectra. Direct evidence of the stochastic nature of the photon emission during radiation reaction could be achieved in a similar experimental setup by increasing the electron beam stability and energy as well as the laser intensity at collision (e.g., to ≈1.5 GeV and a₀ ≈ 15).

We have focused our attention on the energy loss of the dominant low-energy feature of the electron spectrum. The high-energy tail did not exhibit significant changes in energy, though removing it entirely from simulations of the inverse Compton scattering process generates photon beams with slightly lower ε_{crit} indicating that it does in part contribute to the γ-ray beam despite its low charge. Given that the two components of the electron spectra are so different, it is conceivable that each arises from a separate injection event inside the accelerator. In this case it is plausible that the spectral components are separated in space and time inside and subsequently outside the plasma. If so, it is possible that only a portion of the high-energy component experienced a significant interaction, which would diminish radiation reaction effects on that component of the beam.

VII. CONCLUSION

In summary, we have presented data from a recent laser-wakefield inverse Compton scattering experiment designed to identify the onset of radiation reaction. The electron and γ-ray spectra were simultaneously measured and independently used to infer the laser intensity during the interaction. A fully quantum model of radiation reaction performs best in bringing the measurements from these two diagnostics into alignment. Furthermore, we have generated γ-ray beams with the highest energies yet reported from an all-optical inverse Compton scattering scheme, previously limited to below 20 MeV [24,25], and measurable here with a scintillation detector highly sensitive to the electromagnetic shower produced by high-energy photons.

While the results presented here represent statistically significant evidence of radiation reaction occurring during the collision of a high-intensity laser pulse with a high-energy electron beam, they are not a systematic study of radiation reaction. The QED model currently appears to provide a more self-consistent description of the data than a purely classical one; however, this is only at the 1σ level. A future study systematically varying the quantum parameter η through either the electron beam energy or laser intensity which extends to higher values of η than achieved in this experiment will allow detailed comparisons of different models and a proper assessment of their range of validity. Laser-wakefield accelerators have already demonstrated sufficient beam stability, e.g., Refs. [35,56,57], and higher beam energies, e.g., Ref. [20], and higher laser intensities are readily achievable with existing lasers, so that the necessary η to clearly observe quantum radiation reaction is within reach of existing laser systems. The main remaining challenge is therefore to achieve all of these simultaneously in an experiment which maintains femtosecond and micrometer level alignment over extended periods of time, so as to allow sufficient data to be collected for a systematic study of radiation reaction in the quantum regime.

The authors confirm that all data used in this study are available without restriction. Data can be obtained by contacting the Imperial College Plasma Physics Research Group [58].
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