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Subsynchronous Resonance in Doubly-Fed Induction Geméated Wind Farms
SELAM CHERNET

Department of Electrical Engineering
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Abstract

The objective of this thesis is to investigate the risk fostabilities due to subsynchronous
resonance (SSR) conditions in large wind farms connecteeriesscompensated transmission
lines. In particular, the focus is on doubly-fed inducticengrator (DFIG) based wind farms.
Analytical models of the system under investigation arévedrin order to understand the root
causes that can lead to instabilities. A frequency-dep@rajgoroach based on the generalized
Nyquist criterion (GNC) has been applied to investigate tblefor SSR in DFIG based wind
turbines. Through this approach, it is shown that the olegephenomenon is mainly due to an
energy exchange between the power converter of the turlbicie¢he series compensated grid.
This phenomenon, here referred to as subsynchronous tentriteraction (SSCI), is driven
by the control system of the turbine’s converter, which ltssin a non-dissipative behavior
of the DFIG system in the subsynchronous frequency range different factors that impact
the frequency characteristic of the wind turbine, therelgkimg the system prone to SSCI
interaction, are investigated. Through the analysis,shi@wn that in a DFIG wind turbine, the
current controller that regulates the rotor current playsgor role in the risk for SSCI, where an
increased closed-loop bandwidth negatively impacts teeesy damping in the subsynchronous
frequency range. The level of active power output from thedafarm also has an impact on
the overall system stability; in particular, it is shown tttiae power-dissipation properties of
the DFIG improves when the latter is operated in supersymdus speed range (high-power
output).

Methods for proper aggregation of the wind turbines in tinfare investigated. Time-domain
studies are performed on the aggregated model connectexktiea compensated transmission
line to verify the analytical results obtained through thegtiency domain analysis. Based on
the theoretical analysis, mitigation strategy is propasextder to shape the frequency behavior
of the wind turbine. The effectiveness of the proposed miitmn strategy is evaluated both
theoretically through frequency-domain analysis andgidietailed time-domain simulations.

Index Terms: Wind power, doubly-fed induction generator (DFIG), sul@yimnous
resonance (SSR), subsynchronous controller interacti®@(Sinduction generator effect
(IGE), Impedance-based analysis, Passivity, generahzegiist criterion (GNC).
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Chapter 1

Introduction

1.1 Background and motivation

Renewable energy sources play today and will play even morertow a significant role in the
electric power system. In particular, wind and solar ifateins continue to increase as utilities
and power providers are turning towards cleaner, more isastie@ and abundant sources of
energy. As an example, the capacity of renewable generati@weden reached 51% of the
total generation capacity in 2017, with a peak of about 11%n&frgy production from wind
and solarin 2015 ]1][2]. Itis also reported that by year 2046 generation capacity in Sweden
should reach 100% renewables, with about 45% of the tota¢rgéion capacity coming from
wind and solar([3]. It is therefore not unrealistic to imagihat in the future power system all
non-environmental friendly power generation units (susmaclear or fossil-based units) will
be replaced by renewable-based generating plants. Amaegsoivind power is definitely one
of the fastest growing sources of electricity in the worldor the global capacity point-of-
view, according to the statistics provided by the Global &nergy Council (GWEC) [4], the
worldwide cumulative installed wind capacity has reach#@GW in 2017, with an exponential
increase over the last 15 years, as shown inEig). 1.1. Indbisssio, China is definitely the world
leader for integration of wind power into the power systeoilofved by the US, Germany
and India. From a national point of view, Sweden is EuropelEkest growing country on
wind power generation, where statistics from Wind Europen(erly known by European Wind
Energy Association-EWEA) show that over the last two yeatstad of 0.7 GW of new capacity
has been developed in the country [5].

However, the future energy mix and the inherited intermitteature of renewables bring a num-
ber of challenges for utilities and grid operators. The teiepower grid is a very complex sys-
tem that continuously requires a balance between energysapd demand due to its inability
to store energy. Adding variable sources of energy may lgrakier this critical balance. Addi-
tionally, it is of importance to consider that modern winddines are interfaced with the power
systems through power-electronic converters due to straiateasons, but also to increase their
flexibility, functionalities, allow variable-speed op&oa and facilitate grid code compliance.
In recent years, it has become clear that reaching the &afdmtels of renewable power gener-
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Fig. 1.1 Global cumulative installed wind capacity in 2001-2017. Source: GWE

ation poses problems not only from a generation/load balgmmoint of view, but also in terms
of system stability. As an example, in Ireland the contiifmufrom power-electronic interfaced
generation is already constrained to 50-55% and receniestgdggest that any penetration of
this kind of power sources above 65% would represent an ladskafor the stability of the
grid [6-9]. Among others, system stability can be jeopadidue to unwanted interactions be-
tween power-electronic converters and interactions betveenverters and passive components
installed in the power systems, such as series-capaciisb@he latter condition was first ex-
perienced in 2009, where low-frequency instability hastmeerienced in a doubly-fed induc-
tion generator (DFIG) based wind farm that became radialhynected to a series-compensated
transmission line [10] [11]. Initially, the phenomenon teen attributed to self-excitation of a
subsynchronous resonance (SSR) condifioh [12] [13]. Howysubsequent analysis has shown
that the main cause of the instability had to be attributedrtanteraction between the con-
trol system of the power-electronic converter and the sex@npensated transmission line; this
resonant condition has been later addressed to as subsgoasrcontrol interaction (SSCI).

Following the incident, intensive research has been caedun this field, trying to identify the
root causes of the phenomenon and to assess the poterki®driSSR in DFIG-based wind
farms when connected to fixed-series compensation. In therityeof the works available in
the literature, the stability of the system is analyzedulgioeigenvalue analysis [14+18], where
the complete model of the system (represented by an aggregetdel of the wind farm and the
series-compensated transmission line) is linearized gmessed in state-space form. However,
one disadvantage with this approach is that it can be buliipye@entire system must be modeled
as a single state-space representation. This leads tofficalt in properly assess and identify
the impact of the different parameters when evaluating yiseesn’s stability. Furthermore, the
entire mathematical model must be rebuild in case of vanatin the investigated system, for
example in the case of grid reconfiguration. An alternatmeraach to the investigation of the
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1.2. Purpose of the thesis and main contribution

stability of a system is based on frequency response of tsiersys transfer-function through
the derivation of the frequency-dependent impedancettaimse of the wind farm and the con-
necting transmission liné [14] [19-21]. Although effeetin providing a quick assessment of
the potential risk for SSR, often the wind farm representaisdargely simplified, for example
neglecting the outer control loops that regulates the D&B&hverter and modeling the whole
wind farm as a single aggregated wind turbine. These appiions can lead to erroneous
conclusions and thereby need to be properly addressed én trdinderstand the mechanism
that can lead to instability and thereby propose effectiitegation methods.

1.2 Purpose of the thesis and main contribution

The aim of this thesis is to provide a deep understandingsofdbt causes of the interaction due
to SSCI in DFIG-based wind farms when connected to a seriegensated transmission line.
The final goal is to identify the key parameters that affeetdtability of the system and thereby
propose effective countermeasures. To the knowledge cduktgor, the main contribution of
this thesis can be summarized as follows:

1. A detailed frequency-domain admittance model of the Dwi@d turbine has been de-
rived. A detailed linearized mathematical model for the GRAind turbine has been
derived and verified through time-domain simulations. Teeveéd system has been used
to perform frequency-domain analysis and characterizdrdgpiency characteristic of
the DFIG admittance in the subsynchronous frequency rahige.impact of the vari-
ous control parameters on the power-dissipation proeofithe wind turbine have been
evaluated. Based on the obtained results, it is shown thaotbeside current controller
of the DFIG plays a major role on the wind turbine’s frequeresponse.

2. An indepth investigation of the risk of SSCI in DFIG-basenhdvfarms has been per-
formed. An impedance based generalized Nyquist criteBME) has been used to eval-
uate the risk of instabilities in DFIG-based wind farms cected to a series-compensated
transmission line. The stability of the system has beeruatadl for a variety of operating
conditions and control parameters. In particular, the petigsipation properties of the
DFIG wind turbine have been used to identify the control peeters and/or operating
conditions that affect the stability of the system.

3. An improved wind farm aggregation model for SSCI invedta@gahas been presented.
An improved method for wind farm aggregation suitable foCEBvestigation has been
proposed. In particular it has been shown that under spexfditions, the represen-
tation of a DFIG-based wind farm through a single aggregdghniead to erroneous
conclusions. For this reason, it is recommended to reptésemvind farm with at least a
two aggregate model representation.

4. A new SSCI mitigation approach has been proposed. The gedpapproach involves
admittance shaping of the wind turbine for the range of fezgpies of interest, aiming
at enhancing the power dissipation properties of the tertinough the implementation
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Chapter 1. Introduction

of a damping controller that modifies the reference curmngmdi to the control system of
the rotor-side converter of the DFIG. With the proposed apph, the safe level of series
compensation can be drastically increased in case of regddection of the wind farm
to the series-compensated transmission line.

1.3 Structure of the thesis

The thesis is organized into seven chapters. Chapter 1 psaberbackground, motivation and
major contribution of the thesis. Chapleér 2 gives an ovenaéthe different types of SSR that
can be encountered in the power system, together with amieweof the most commonly used
analysis methods employed to evaluate the risk of SSR bathagsical and wind generation
units. An introduction to the different components of a DRAM@d turbine together with its
control system is presented in Chagtér 3. In the same chapéemathematical representa-
tion for the DFIG turbine is derived. The derived mathenatiwodel is then verified against
a full-switching DFIG model implemented in PSCAD. The freqag response of the derived
frequency-dependent admittance is extended to obtaindiverpdissipation properties of the
DFIG, used to get insight into possible causes for systearantion. The series-compensated
transmission line model is presented together with the @oedbwind farm model in Chap-
ter[4. In this chapter, an overview of different aggregatioethods for wind farm representa-
tion is presented. Based on the power-dissipation progeofiehe wind farm, the impact of
different aggregation approaches on the frequency-ctaarstics of the wind farm response
is presented. Frequency-domain stability analysis isoperéd in Chaptelr]5. In this chapter,
the derived frequency-dependent models are used to igesyitem parameters and operating
conditions that affect the risk for control interaction lretsubsynchronous-frequency range. An
impedance-based generalized Nyquist criterion that eysple DFIG-based wind farm admitt-
ance and the transmission grid impedance is introduced tdrmd. Time-domain simulations
performed in PSCAD are then used to validate the theoretizdysis. Chaptér] 6 deals with the
derivation of a damping controller to be implemented in th&® control scheme, aiming at in-
creasing the power dissipation properties of the wind helsiystem at the frequency of interest.
Both analytical and time-domain simulation are used to yehé effectiveness of the proposed
approach. Finally, Chaptel 7 presents the conclusion ohgig and provides suggestions for
future work.

1.4 List of publications
The publications originating from the project are:

I. S. Chernet and M. Bongiorno, "Input Impedance based Nydstiability Criterion for
Subsynchronous Resonance Analysis in DFIG based Wind FamnmByoc. of the 7th
Energy Conversion Congress and Exposition (ECO®Edntreal, QC, Canada, Sept. 2015,
pp. 6285-6292.



1.4. List of publications

Il. S. Chernet, M. Bongiorno, G.K. Andersen, T. Lund and P.CeKj&aOnline Variation of
Wind turbine Controller Parameter for Mitigation of SSR inlBFased Wind Farms,” in
Proc. of the 8th Annual IEEE Energy Conversion Congress ana&tpn, ECCE 2015
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Chapter 2

Subsynchronous Resonance in Power
Systems

2.1 Introduction

The first SSR incident was observed in the Mohave generatatiors, south Nevada, in 1970
[22]. A 750 MVA cross-compound turbine-generator unit exgeced shaft damages when a
parallel transmission line was switched out due to a groauodt,fcausing the unit to be radi-
ally connected to a series compensated transmission_IBje F2llowing the first incident in
1970 and a similar occurrence one year later, an IEEE woudgiogp was established to inves-
tigate the cause of the damage![24]. The Mohave incident wasya opener to the problem
of SSR, but further investigation considering other turbje@eration units gave a reflection
on how complex the problem can he [23]. An example is the Napapject, which consisted
of three tandem-compound turbine-generators with a géorraapacity of 750 MW and a
2900 km/500 kV transmission liné [23] [25]. With the exceptiof short tie lines, all trans-
mission lines were on series compensation. The initialysmashowed that the Navajo project
would have faced a severe SSR problem. After accurate igatisin [25], the project continued
with the same level of series compensation but with addificountermeasures to reduce the
risk of SSR[23].

The likelihood of SSR in renewable generation units, sucla@e wind farms constituting of
variable-speed wind turbines, was not considered up ud@®2In 2009, an incident in southern
Texas occurred, where the Zorillo wind farm became rad@iynected to a series-compensated
transmission line due to a fault on a parallel line|[26]/[1Dhis wind farm is mainly based
on DFIG wind farm turbines As this wind turbine topology isskd on induction generator
with power electronic devices, the phenomenon is in geratidlbuted to self-excitation of the
system due IGE or control system interaction [27—29].

In this chapter, a general introduction of the problem of SiSBower systems together with
the classification of the different types of SSR will be giv&he analysis method to asses the
risk of SSR will be presented in Section]2.3, with more dstiilbe including in the chapters to
follow. In Sectior 2.4, SSR in classical generator unit idradsed while Sectidn 2.5 will cover
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Chapter 2. Subsynchronous Resonance in Power Systems

SSR in wind-generation units.

2.2 SSR definition and classification

In accordance with the definition of IEEE, subsynchronosemance (SSR) ian electrical
power system condition where the electrical network exchaagesyy with turbine genera-
tor at one or more of the natural frequencies of the combinedesn below the synchronous
frequency of the system following a disturbance from an dxjisim point[24].

Traditionally, there exist three types of SSR, namely: itiducgenerator effect (IGE), torsional
interaction (TI), and torque amplification (TA). Based on time required for the oscillation
to build up, these can be further classified into two groufesaidy-state and transient SSR. The
steady-state SSR comprises of IGE and TI. Since this kindS&® §pically build up slowly,
they might be considered as small signal conditions (at le#slly) and can be analyzed
using linear model representation. The transient SSRdeslT’A, which is an SSR that occurs
following a large system disturbance, such as system fdalliis is therefore a fast phenomenon
that can reach dangerous level within a short period of tiffees phenomenon, been a large
signal disturbance, cannot be analyzed using linear models

Induction Generator Effect (IGE): IGE is a pure electrical phenomenon caused by self ex-
citation of the electrical system. The subsynchronousecithat flows in the armature of the
generator creates a magnetic motive force (MMF) that retsitaver than the generator's MMF.
This causes the synchronous generator to act as an indgerrator in the subsynchronous
frequency range. As a result, the resistance of the rotoremged from the terminal of the ge-
nerator, at subsynchronous current, is negative [30] [81he magnitude of the negative rotor
resistance of the generator exceeds the sum of the armaidireevork resistance around the
natural frequency of the network, the system presents amalbwnegative resistance against the
subsynchronous current. This results in a self-excitahanleads to a growing subsynchronous
current. Being an electrical phenomenon, IGE does not isvtile mechanical system of the
generator unit.

Torsional Interaction (TI) . Tl is an electro-mechanical phenomenon that results imargg
exchange between the electrical system and the mechahafalo$ the generator unit. Tl occ-
urs when the electrical torque setup by the subsynchronausrd component is electrically
close to one of the natural frequencies of the generatot.dNakn this happens, the rotor starts
to oscillate around the rated speed with a frequency equhkt@erturbation frequency.,.
Besides its fundamental component, the induced terminséhgelwill be constituted by two
additional frequency components: a subsynchronfyusf,,) and a supersynchronous compo-
nents {; + fe) [32]. If the generated torque component exceeds the inhexerall damping
torque of the system, excitation occurs. During the plagsiage for series compensation, the
resonance frequency for the system is chosen so that itnidsei subsynchronous frequency
range. For a lossless line, this resonance frequency caalddated as [30]:

_ L [ Xe
wn =\/T5 =wn X, (2.2)



2.3. SSR analysis and investigation methods

wherewp is the base frequency in rad/sec that is equivalent to-£ 27 f,) while Xc andX, are
the equivalent per-unit (pu) inductive and capacitive t@ace, respectively. On the other hand,
the natural frequencies (normally refereed to as osalathodes) of the mechanical system
always lies in the subsynchronous range. For an SSR to atmunatural frequency of the
generator shaft system must coincide with or be in the \ticofi, the complementary frequency
of the electrical system resonance and at the same timettii@tonping of the system around
this frequency is zero or negative. Meaning; if there exisbadition where the mechanical
and electrical resonances coincide and the total dampirtheoSystem at that frequency is
zero or negative, sustained or, in the worst case, growiojatsons will be experienced in the
system. Tl manifests itself in generator units where thdimef the turbine is in the same order
of magnitude or larger than the inertia of the generatoo(jpfor example in thermal power
plants or nuclear power plants [33]. However, in a hydro gatoe station, where the inertia
of the generator is much higher than the turbine inertia,aawjllation triggered in the turbine
unit will not be reflected on to the rotor, thereby decoupling mechanical and the electrical
system.

Torque Amplification (TA) . Torque amplification, also known as transient torque, ishep

nomenon that occurs following a system disturbance. Fatigwa disturbance, a high current
level that tends to oscillate at the system’s natural fraqudlows in the network. In a series
compensated system, this current charges up the capaeitimh in turn discharges through
the network into the generator creating a system that réssnaéhe resulting high torque due
to this current is reflected on the mechanical system. If tmeptement of this resonance fre-
guency is close to one or more natural torsional frequerafi¢ise mechanical system, it will

lead to growing oscillation. Unlike IGE and TI, the growingte of TA is high and oscillating

shaft torque can reach damaging level within a small amottime [23]. In addition, as the

non-linearity of the system comes into play, analysis usmigventional linearized model will

not be feasible. As a result, analysis for TA must be perfarorEng time-domain simulation

program like PSCAD where the system non-linearity is welrespnted.

2.3 SSR analysis and investigation methods

Through the years, different analytical tools have beereld@ed to identify and analyze the
risk for SSR. The most commonly used are the frequency scamméthod (FSM), eigenvalue
analysis and time-domain simulation. Eigenvalue analgsd FSM are only applicable for
assessing the risk for steady-state SSR. On the other haredgdtbmain simulation are typically
used for assessing the risk for TA.

2.3.1 Frequency-domain methods
Frequency Scanning Method

FSM is a technique widely used to preliminary asses the rsBSR in a system [30]. The
principle is to compute the frequency-dependent equivagsistance and reactance of the ma-
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Chapter 2. Subsynchronous Resonance in Power Systems

chine and the network, as seen from the neutral of the gemetbthere exists an occurrence
where the inductance approaches zero and the resistanegasve for the same frequency, a
risk for IGE exists. The advantage with this method is thagives a quick check for the risk
of instability due to SSR [33]. FSM is also a powerful tool ssas the risk of TIL[30]. If there
exists a series resonance or a reactance minimum close toranere of the shaft’s natural
frequencies, it is an indication that there might be a rigkTi this needs to be verified with
other analytical approaches. Damping torque analysis;iwisian analytical method involving
the computation of the damping torque versus frequencyepted by the electrical system (i.e.
generator and network) and the mechanical system, is arapeoach used to analyze Tl (see
Sectior Z.4).

Input admittance approach

Various investigation have employed the concept of inpmigdnce to evaluate the stability
of a system and the possible interaction that may exist, §1[34-36] to mention a few.
Although, the mentioned works differ a bit in their analysjsproach, they all share a core
theory relating to the behavior of the system for a rangeeaxfdencies.

The passivity approach for instance takes into considerdkie individual system behavior in
the frequency domain to evaluate the stability of the oVergdtem. It is stated in [37] that a
single input single output (SISO) system represented assadtoop systerf(s), expressed in
terms of a forward transfer functidg(s)and a feedback transfer functibt{s) (see Figl.211), is
passive and thereby stabled{s) and H (s) are both passive and satisfy

e G(s)andH(s)are stable.

e Re[G (jw)] > 0andRe [H (jw)] > 0,YVw >0

It should be noted thaf'(s) is stable does not necessarily imply that the subsysté(ss and
G(s) are passive and stable. Another approach for evaluatiogstém stability using input
admittance is by employing the impedance or admittancefearfunction in the same manner
as above but instead applying the Nyquist criterion on thendpop transfer functior [21].
These methods are mainly based on the Nyquist criterionnfedtiple input multiple output
(MIMO), the investigation differs as the classical Nyquisterion has to be modified. In such
systems, the generalized Nyquist criterion (GNC) can be tseslaluate the system stability.
This approach is further discussed in detail in Chdgter 5.

u(s) % G(s) y(s) >
H(s)

Fig. 2.1 Block diagram of a SISO system with feedback

10



2.4. SSR in classical generation units

2.3.2 Eigenvalue analysis

Eigenvalue analysis requires the entire system to be defirtedms of linear differential equa-
tion. Based on the equations, the state-space form is oldtéonéhe entire system as:

= Az + Bu (2.2)
The eigenvalues can be obtained as a solution of the mattien
det[Al —A] =0 (2.3)

Eigenvalue analysis has an advantage over FSM as it prownflEsnation about the oscilla-
tory frequencies as well as the corresponding system damphe downside with eigenvalue
analysis is that it can be bulky, especially for large syst@sma single state-space model of the
entire system is needed to perform the analysis. Furthertioe state-space model needs to be
recalculated for any system modification.

2.3.3 Time-domain simulations

The use of time-domain simulations through dedicated @mogr(such as SIMULINK, DigSi-

lent or PSCAD, to name a few) becomes necessary in case of 8&Rigation in large systems
or when small-signal analysis cannot be applied. For ther|a typical example is the inves-
tigation of resonant conditions due to TA. Time-domain datians allow to implement every
component of the system (both active and passive compgneiits a very high-degree of

accuracy. However, this kind of analysis approach is notrtbst suitable alternative for under-
standing the root causes of a phenomenon. In this thesig;domain simulations are mainly
used for verification of the theoretical investigation.

2.4 SSRin classical generation units

In 1970, the Mohave station located in southern Texas, expezd shaft damage when the
station became radially connected to a transmission lingeoles compensation. A similar in-
cident occurred in 1971, which lead to the manual shut dovthestation. Fid. 212, shows the
power system of the station at the time of the incident. Due flult, the 500 kV transmission
line, connecting Eldorado station to Mohave station, wagch@d out by opening the circuit
breaker at Eldorado substation (shown in Eigl 2.2). Thiseduhe Mohave station to be radi-
ally connected to the Lugo bus through a transmission liaewlas on series compensation. The
phenomenon observed included excessive field currenmdtarhigh vibration, field ground
and negative-sequence currents as well as flickering lighkse control room, which continued
for two minutes. Post-incident investigations showed thatshaft section in the high pressure
turbine experienced extreme heating as a result of cydgidnal stresd [23]. After thorough
investigation, it was understood that the incident in M@hawas due to exchange of energy
between the mechanical system of the turbine generatorhensetries capacitor of the trans-
mission line (what we refer today as TiI) [23].

11
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Eldorado
4 modules (35%)
IHHH system
e
Lugo
4 modules (35%)
———{ I circuit breaker
system
-
I
4 modules (35%) Mohave

== @ Unit 1

HHHI——@H%—@ Unit 2
7

4 modules (35%)

Fig. 2.2 Single-line diagram of the power system around Mohave station.

Following the two incidents that occurred in Mohave, an IEE&king group for subsynch-
ronous resonance has developed the IEEE First Benchmarkl M= FBM) and the IEEE
Second Benchmark Model (IEEE SBM) for use in computer progranulation as a base
for investigating the risk of SSR. The IEEE FBM system consi$ts synchronous generator
connected to an infinite bus through a series-compensatesiiission line. Figuie 2.3 shows
the layout of the IEEE FBM, while the detailed modeling andapaeters can be found in the
AppendiX(A.

Let us consider a steam turbine generator system with a nuohipeessure stages as shown in
Fig.[2.4. The parameters for the turbine model can be foutftti\ppendiXx’A. The mechanical
system presents five modes with characteristics frequed&e’l Hz, 20.205 Hz, 25.547 Hz,
32.28 Hz, and 47.456 Hz. When a mode is excited, the genematimr will oscillate with a
frequency {,)), which is reflected on the generator voltage having botlswuthronous compo-
nent €, — f,) and supersynchronous componefitf f)), wheref is the system frequency (see
Fig.[2.5). The electrical torque in th frame can be written

a power-invariantlq transformation is considered.

X: .
1 R, XL Xe XSyS
(0) -
i }_rm\_._@
v Vi

infinite bus

Fig. 2.3 Single-line diagram of a synchronous generator connected itdimite bus through a series
compensated transmission line.
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Dupp Dip.ipa Dipa-1pe Dipe-g Dg.ex
n| | | n| |
M| M| M| M| M|
HP P LPA LPg G EX
T T T — T M
J_ Kup.ip J_ Kip.pa Kipa-pe J_ Kire- J_ G-EX J_

T T T T

Fig. 2.4 six mass mechanical system representation of a turbine generdtion u

T, =1m [iy, (v,,) ] = igta — iatq (2.4)

wherei,, is the armature current a@lq is the stator flux. For small variation around an opera-
ting point, the linearized equation are

AT, = 1A% + YaoAig — 1a0 Ay — Pg0Aig (2.5)
450
l 4
4001
Ty 0.5
3 ] —
% 350 2
s =,
;—1 W
= 300 >
a" 0.5
250 ¥
200 ; ; ‘ : : ; ‘ :
0 0.02 0.04 0.06 0.08 0.1 0 0.02 0.04 0.06 0.08 0.1
Time[sec] Time[sec]

Fig. 2.5 Oscillation on rotor speeds) (left plot). Terminal voltage due to oscillation on rotor speed
(‘right plof)
Let us consider the transfer function fratw, to AT, as shown in Fi.2]6

Ge (s) = ife (s) (2.6)

To get the frequency response of the system, the Laplaceblasi in (2.6) is replaced with
jw wherew is the frequency of interest. The frequency response capliiérgo its real and
imaginary part as

Ge (jw) = Re[G. (jw)] + /Im [G. (jw)] = ATpe (jw) = “2ATs (ju)  (27)
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AT Mechanical System A
eqguation

(Shaft equation)

\

AT Electrical System
equation
(Generator +network equation)

A

Fig. 2.6 Block diagram showing the interaction between mechanical andied¢system.

whereATp. and ATy, are referred to as electrical damping torque and synchranibrque
respectively[3B]. The same definition holds for the mectaniamping torqueXAT7p,,) and
synchronizing torqueXTs,,). The inherent damping torque of the electrical system uode-
sideration, which includes the generator and the seriepensated transmission line, can thus
be obtained by taking the real part of the transfer functromfrotor speed4w;) to electrical
torque AT,) as

AT,
Aw,

T Giom) = Re | 3 (o) (2.8)

As an example, the electrical damping torque for the IEEE FBbbeding to[(2.B) is depicted
in right plot of Fig.[2.7. Similarly the mechanical dampinitioe system is depicted in the left
plot of the same figure. Observing the left and the right plétig.[2.4, the total damping torque
calculated based oh (2.9) is negative for the second mod2Q2M™z), which indicates a high
risk of TI.

ATD (]wm) = AT‘De (]wm) + AT’Dm (jwm) § 0 (29)

For investigation of SSR due to IGE, it is necessary to evaltlze subsynchronous rotating
flux established by the subsynchronous current; in this tessynchronous generator inherits
the behavior of an induction generator with a slip descrigd

Sssr = m (210)

fsub
wheref,, is the frequency of the subsynchronous flux §nd the frequency of the rotor flux.
Accordingly, the equivalent rotor resistance can be deedras:

Rsub o RT
eq

SSST‘

(2.11)

As the speed of the subsynchronous component of the statorsfliess than the rotor flux
vector, which rotates at synchronous speed, the slip (amglttie equivalent resistancﬁggb

14



2.4. SSR in classical generation units
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Fig. 2.7 Mechanical damping torquieft plot) and Electrical damping torque f88% series compens-
ationight plot).

becomes negative. To asses the risk of IGE, the impedande afyhchronous generator for
subsynchronous frequencies is plotted in Eigl 2.8. As itlmaobserved from the plot, due to
the fictitious slip resulting from the presence of the sulbbyanous current, the synchronous
generator behaves like an induction generator with a negatitor resistance. Therefore, the
impedance of the synchronous generator for the entire sghsynous frequency range be-
comes negative. The problem of IGE prevails if and only iftiital resistance of the system, as
viewed from the rotor, becomes negative. That is, if the s@ith@ generator’s resistance and
network resistance is negative. IGE can occur in all typegesferator units, including hydro

generator units. However, if we observe Hig.l 2.8, the negatsistance of the synchronous
generator can possibly exceed the resistance of the nefaofkequency range close to the
system synchronous frequency.

-0.01 ~

[pu]

o -0.02 1

AR

-0.03 ~

-0.04 \ ‘ ‘ ‘ ‘
0 10 20 30 40 50 60
frequency [Hz]

Fig. 2.8 Synchronous generator resistance for subsynchrormugefiey range.

For the system resonance to occur within this range, the tdv&eries compensation should
be over 80% compensation. This level of compensation isalityampractical due to thermal

issues|[28]. As a result, it can be concluded that IGE is npically encountered in actual
system involving synchronous generators.
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Transformer

Induction

generator /

!

Capacitor banks

Fig. 2.9 Single-line diagram of a fixed-speed wind turbine.

2.5 SSR in wind generator units

Renewable generator unit is a term given to an energy geoeratiit where the sources of
energy are available abundantly in addition to being réslesauch as: wind, hydro, tidal and
solar energy. To minimize the impact of our energy demancherenvironment, actual trends
are favoring this kind of energy sources. But the shift isrfgorarious challenges. One of the
challenges is to transport the energy produced from therggoe sites to the load centers.

The focus of renewable energy source in this thesis is winddWurbines can be typically
divided in three types. These are the fixed-speed inducemetor (FSIG) wind turbine, the
doubly-fed induction generator (DFIG) wind turbine and tak-power converter (FPC) wind
turbine. In the sections to follow, the different types ohditurbine together with the associated
risk for SSR will be discussed

2.5.1 SSRin fixed speed wind turbines

A FSIG wind turbine mainly consists of a squirrel cage induttgenerator (SCIG) that is
directly connected to the grid through a transformer, asotiegin Fig[2.9. A SCIG consists of
two windings, a stator winding and a rotor winding. The statmding provides excitation and
at the same time carries the generated armature currentoldran a SCIG is short circuited
and serves the purpose of carrying the induced current. A &d&ents several advantages over
other types of wind turbines, such as robustness, mechamaglicity and relatively low price
[38]. The major downside with this sort of machine, beinguciive in nature, is that it requires
reactive magnetizing currerit [39]. As a result, to improlwe power factor of the generated
power at the connection point, a shunt-connected capdmatuk is added to the system.
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2.5. SSR in wind generator units

Fig. 2.10 Equivalent circuit of induction machine.

If we observe the equivalent circuit diagram of an inductisachine, shown in Fig. 2.10, the
rotor resistance is negative when the induction machinpésaied as a generator. This is due
to the negative slip, as already discussed in the previamgee Expressing the equations gov-
erning the IG in the rotatindq frame, the stator and rotor voltages in pu are expressed as:

v, =Ry, +j220, +WBZZ
(2.12)
v, =Ry, + 7220, +de;i

whereRs andR; represent the pu stator and rotor resistances, respgcte termws is the
slip angular frequency, which is equivalentig — w, with w, representing the rotor angular
frequency. The termvg is the base angular frequency, which is equivalent to thersgmous
angular frequency here expresseduaws and@bT are the stator and rotor fluxes, respectively,
which are further expressed as: N N

b= S (i 1) = S A

s wp —S wpB wp =S wB —"‘

(2.13)
1/] :&Z _}_&(ZS_I_ZT)— 777/ + Xm

I wp =T wWRB wp —T wp —S

where the different terms in the equation above have the imgas in Fid.2.10. Breaking (2.112)
into components and replacing the currents with the fluxesgions in[(2.13), the state-space
model of the system can be derived as

Xe = AgXs + BgVs

v — Coxe (2.14)
.=

where

Vsd isd
V= oy = !
) [ Vsq } Yo [ Isq } (2.15)

Xe = [ 77Z)sd @bsq wrd @qu ]T
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Taking the stator voltage as input and stator current asugutpe admittance matrix in theq
frame can be expressed as

{ isa () } _ { Yaaa (5) Yaaq (s) } { Vsq (5) ]
isq () Yeqa (8) Yagq (8) Vsq ()
Note that in a SCIG, the rotor is short circuited, therefoeerthtor voltage\) is equal to zero.

The admittance matrix being symmetric, the phase adm#ta@an be extracted from thag
admittance matrix as [40]:

(2.16)

YG (8) = YGdd (8) + jYqu (8) (217)
The phase impedance for the generator is obtained from #eepddmittance as
Zer(5) = — 1 (2.18)

- Ye (s) B Yaaa () + 7Yaqd ()

Replacing the Laplace variabsavith jw for steady-state representation, the real and imaginary
part of Zg (jw) as a function of frequency can be plotted as shown in[Figl Padameters used
can be found in AppendIx]A, Table. A.5. The real part of the@ai@nce is negative for the entire
subsynchronus range while the imaginary part of the genenapedance is mainly positive,
due to the inductive nature of both the stator and rotor @sciihe fact that the resistance is
negative in the subsynchronous range only indicates a pateisk for IGE. For IGE to exist,
the total resistance of the generator in combination wighrtbtwork resistance should become
zero or negative. Comparing Fig. 2111 with Hig.12.8, it can bseoved that the induction ge-
nerator presents a tenth of order higher negative resistasicompared with the synchronous
generator. This increases the probability of the grid ingoee begin lower than the generators
impedance over a wide frequency range, which indirectlygases the risk of IGE.
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Fig. 2.11 Impedance of an induction generator in the synchronoussineguange.

To evaluate the total resistance of an induction generatseries with a series-compensated
transmission line, the transmission line model should brided. For this a rotating reference
frame that is aligned to the infinite bus angle is considesed Figl 2.3), here represented with
the capital letter®Q. The terminal voltage, andv, in theDQ frame are expressed as

(DQ)
oP9 = (R, +jX.)iP9 + f_;dzsdt + P 4y PQ
(2.19)
(DQ)
der— = —jw? + wp XY
Thus, the state-space model for the network can be exprassed
dfveo | _ay | Veo | 1py| o (2.20)
dt | Veo N Veo N g '

with
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¥,

Fig. 2.12 Relation betweeattgandDQ frame.

Expressing the terminal voltage,j in generatodg-reference frame

vg? = (RL + X, ) ig™ +w—w+és<ﬁc + €y ) (2.21)
B

whered, is the transformation angle between the two reference fsaasedescribed in Fig.2/12.

Since the terms it are all constant an% E.Sd } = Cgxq, the derivative of the current that
sq

appears in(2.21) can be expressed as

dli] - .
S { isq} = CoXo (2.22)

Substituting [(2.22) intd (2.21) followed by mathematicalmipulation to express the equation
in terms of matrices, the terminal voltage can be expressed a

Vs=[Flo Glore + Flo Plo {Yu + | . || 2.23)
with
Flo = |12 - 2- CalBd] )
(Gle = [21][C] + 2 [Cal [Ad] 2.24)
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2.5. SSR in wind generator units

Matrix [P]5 accounts for the transformation matrix between the netweférence frame and
the generator reference frame and is expressed as

Pl = |

cosds — sindg
sinds  €os dg } ’ (2.25)
Now taking the terminal voltage expression[in (2.23) andsstiing it in the generator state-
space model i (2.14) together with the network equatio?iA{), the combined state-space
for the generator and the transmission line can be expressi |:

X5 = AsXs + BuEp (2.26)

where

ho= [ As +Bs[Flg[G] Bo[Fls [Pls [Cnl
G ulPlo Ce An (2.27)

/ 0
B ~ Be Flo Pl | ||
The new state variableg; are

XG:[wsd wsq Y 1/Jrq €D €0 }T (2.28)

The induction generator’s rotor speeg )(expressed in terms of the slip is considered as input
during linearization. Extracting the phase impedance f{@6) to [2.18), the total impedance
for the generator in series with the transmission line caaliained. Figl_2.13 shows the total
impedance of a radial connection between an induction gémeand a transmission line with
35% series compensation. From the figure, we can observe thattdleesistance of the sys-
tem is negative at the resonance frequency, which is a ateaation of the risk for IGE. To
summarize, fixed speed induction generator present a nsliGGie at a realistic level of com-
pensation. This is attributed to the negative resistanaettte generator presents towards the
transmission network.

R s [pul
(3]

X.ys Pul

0 5 10 15 20 25 30 35 40 45 50
frequency [Hz]

Fig. 2.13 Impedance of Induction generator radially connected to a senegsensated network. Resis-
tance in pu@pper plo), Reactance in pugwer plof), Xc = 0.35pu
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Fig. 2.14 Two mass representation for the mechanical system of an indgeti@nation unit.

To evaluate the risk of torsional interaction, the elealridamping torque for the electrical
system and the mechanical damping torque of the mecharysins is compared. The drive
train for the fixed-speed wind turbine is modeled using the-taass system shown in Fig. 2.14.
The set of equation that define the dynamics of the mechadhiva train is expressed as:

wB dt -
Ow
2th—tt = Tm — tht — Dtg (wt — (A)g) — th (6t — (Sg)
(2.29)
i% = W
wB dt g
dwg

The mechanical damping torque is then calculated usingrémsfer function from the rotor
speed to mechanical torque as:

T (s) = Re [ 52 (5]

2.
v (2.30)

Plotting the electrical damping torque against the mea@miamping torque as in Fig._2]15
shows that the mechanical mode for a wind turbine occurs atrylow frequency, i.e. in the
range 2-9 Hz. It is also known that when the various rotatmggonents, like the gear box and
the blades for instance, are lumped into a two-mass modeliew is limited when it comes
to the different mechanical modes that might exists! In [#d]jere a five-mass model for the
drive train is considered, the dominant frequency appeateétd5 Hz, i.e. still occurs at very
low frequencies. As a result, for an interaction betweemitkehanical and electrical system to
occur, the negative electrical damping torque needs torat¢he complementary frequency of
f,—f., i.e. comes close to the synchronous frequency. The netednance frequency occurs
very close to the synchronous frequency if the level of sez@mpensation is very high (about
90% compensation), which is not realistic in actual inat&h. In conclusion, the likelihood of
SSR due to Tl in wind farm is very low and as a result will not beHer discussed in this work.
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Fig. 2.15 Electrical damping torquagper plo) and mechanical damping torquewer plof) for induc-
tion generator connected to IEEE FBM netwakik, = 0.35pu

2.5.2 SSR in doubly-fed induction generator (DFIG) wind turbines

Attention concerning SSR in variable-speed wind turbirese into focus following the in-
cident in south Texas in 2009. Figure 2.16, shows the siliggediagram of the transmission
network topology around the Zorillo Gulf wind farm in soutlexBs. Two wind farms with
installed capacity of 93.6 MW and 96 MW, respectively, warvarmected to the Ajo station [10].

||
I

Nelson Lon Hill

-— 7

/4

Edinburg circuit breaker :
| | %j

Rio Hondo\ / Ajo

33% series
compensation 17% series
compensation

Fig. 2.16 Single-line diagram of the power system around Zorillo Gulf wimnchfa

The 345 kV transmission from Ajo to Rio Hondo has two stagesdks compensation (17%
and 33%) located at the Rio Hondo station, with both stagesadifp in service. During the
incident, a single-line to ground fault occurred in the gramssion line that goes from Nelson
to Ajo. To clear the fault, the circuit breaker indicated lre figure was opened, which caused
the Zorillo Gulf wind farm to be radially connected to theissrcompensated line between Ajo
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and Rio Hondo. As a consequence, system voltage oscillataoted to build up with a peak
voltage reaching up to 2 pu. This caused the shunt reactgoatl the transmission line from
Ajo to Rio Hondo to trip. The series capacitors was bypassegjpmoximately 1.5 sec into the
event. Measurements on the series capacitors indicatgudbence of subsynchronous current.
Within the wind farms, a large number of crowbars were atdgalO].

The Zorillo Gulf wind farm was the first recorded incident @ in variable speed wind tur-
bine. In 2012, another incident was reported in northern &mwolving a wind farm connected
to series compensated transmission lines [18]. Most oftstalled wind turbines were of DFIG
type. A typical DFIG wind turbine consists of an inductiomgeator, whose stator is directly
connected to the grid while a four quadrant Back-to-Back (BTBjvedter connects the rotor
to the grid. A three winding transformer connects the stdlb@ BTB converter and the grid, as
shown in Fig 2.117. Typically, the rotor-side converter (RS@)tcols the torque and the reactive
power of the generator, while the grid side converter (GS@jrots the dc-link voltage and in
some cases might be utilized to control the terminal vol{adg[10] [42] [43].

Ny T =
—L T I/~

Power Electronic
Converter

(
\

Transformer

Fig. 2.17 Single-line diagram of a DFIG wind turbine

Following the incident, enormous efforts from the researocinmunity and turbine manufac-
turers has been put forward to explain the phenomenon, whileloping different mitigation
techniques. The incident has been identified to have beeeddiy subsynchronous controller
interaction (SSCI) [10]. SSCl is a type of interaction thabiwes energy exchange between the
control system of a power electronic device and a seriepeosated electrical network [28].
SSCI, like IGE, is a purely electrical phenomenon that doéswolve the mechanical system.
The focus of this thesis is to analyze the SSCI phenomenon iG D&sed wind farms, hence
further details will be presented in the chapters that ¥allo

2.5.3 SSRin full-power converter wind turbines

Another variable speed wind turbine solution is the fullmeo converter wind turbine. This

wind turbine consists of a multiple-pole synchronous gatogrin series with a BTB converter
as shown in Fig,_2.18. Due to variation in wind speed, the geed voltage at the generator
terminal has a variable frequency. The BTB converter, amamgrdunction, acts as a frequency
converter to adopt the variable frequency voltage to the fgeiquency.
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Power Electronic Transformer
Converter

Fig. 2.18 Single-line diagram of a full-power converter wind turbine

The advantage of a full-power converter wind turbine overiIG is that the presence of the
BTB converter creates a decoupling between the grid and thim&u As a result, any oscillation
that is triggered on the grid does not propagate towardsithée. Hence SSR due to Tl is very
unlikely in this types of wind turbines. However, the riskoaintroller interaction in this type of
wind turbines still needs attention.

2.6 Conclusion

In this chapter, an overview of the various types of SSR ingrasystem with fixed series com-
pensation has been covered. Various generator units arassoeiated types of SSR that can
exist have been addressed. An introduction to differerggyqf analysis approaches that can be
used for SSR analysis has also been presented. In addibime of the analysis methods that
involve the use of linearized model, presented at the béggnof the chapter, have been em-
ployed to investigate SSR in classical generator unitoo{umg synchronous generator based
steam turbine) and fixed-speed wind turbines (involvingictabn generator). In the following
chapters, the focus of the work will be on the analysis of tble of SSCI in DFIG based wind
turbines.
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Chapter 3

DFIG Wind Turbine Model and Control

3.1 Introduction

The previous chapter has been dedicated to review the plerfor SSR both in classical and in
wind-based generator units. Different analysis methodsd fsr assessing the risk of SSR have
been addressed. As the focus of this thesis is on the inegistigof SSCI in DFIG-based wind
farms connected to series-compensated transmissiondipesper model representation of the
wind turbine becomes crucial. This chapter focuses on tkerg#ion and model development
of the DFIG wind turbine used in this thesis. The purpose ef different components that
build up a DFIG wind turbine is discussed at the beginnindhef¢hapter. This is followed by
a description of the control structure, thereby estabighhe basis for the electrical dynamic
behavior of the DFIG wind turbine. A mathematical derivatito develop a linearized wind
turbine model is presented at a later stage of the chaptgfuENncy response obtained using the
developed linearized model is used to get insight into tketatal behavior of a DFIG wind
turbine.

3.2 DFIG wind turbine model

A typical configuration of a DFIG wind turbine is illustratéa Fig[3.1. It consists of a wound
rotor induction generator (WRIG) whose stator is directlyroeeted to the grid through a three
winding transformer. A back-to-back voltage source comrefVSC) connects its rotor to the
grid. In the DFIG model that is considered for this work, the@@controller controls the dc-link
capacitor voltage while the RSC controller controls the pofrtommon coupling (PCC) active
and reactive power exchange of the DFIG. It is important teeolze that only the slip power is
handled by the converters. Therefore, the power ratinghtese converters are in the range of
15-30% of the turbine’s rated power. This means that theekssthe converter and the cost of
the converter are reduced in comparison to other topologiese the converter has to handle
the total power.
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Fig. 3.1 Components of a DFIG turbine unit.

In the subsections to follow, the model description of theuction generator followed by the
model description for the dc-link capacitor are presentethe next section, the model descrip-
tion for the RSC controller and GSC controller are coveredaviad redundancy, the grid-side
filter model description is presented along side the GSCrabert

3.2.1 Induction generator

When modeling analytically an induction machine, a T-repnéstion of the system can be
adopted (see Fig.3.2(a)), whefe and L;, represent the stator winding losses and leakage
inductance, respectively, while, and ;. are the rotor winding losses and leakage inductance,
respectively. The inductande,, represents the magnetizing inductance of the machineewhil
the back-EMF of the machine is represente(jcaslﬁf) with w, representing the rotor angular
frequency. Although this is an accurate way of modeling afluation machine, often when
dealing with control systems, it is preferred to use-eepresentation (Fig. 3.2(b)), due to its
simplicity for deriving the control law. The main differembetween these two models lies in
where the leakage inductances are placed [42]. Accordif@lpit is possible to represent the
machine with no loss of information by placing all the leagagductances in the rotor circuit
(see Fig[ 3.2(h)). When moving from the T- to theepresentation, the relation between the
different parameters [45] is
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. (s (9
15 Rs I-Is I‘Ir Rr +J O.{_LEr_ lr
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Fig. 3.2 Representation of an induction generator in the stationary-stataticate frame: (a) T-model
representation and (lbymodel representation.

Y=-—, Ur=7,, igp=—, Ly=vLy
(3.1)
Up=Y,, Rr=7’R.,, Lr=vLi+7Ly

with L, = L;; + L,,. In this chapter and in the chapters that follow, expressamd parameters
with the subscript “R” indicate that thé-representation of the machine is considered, whereas
subscript “r ” indicates T-model representation.

With reference to the symbols introduced in Fig. 3.R(b),ehaations governing the electrical
dynamics of the machine in the stationary-stator coordifraime are:

(s)
(S) _ d\I]

Us

(3.2)
(s)

s (s v . s
ol = Reil? + g—f — juw, o)

Using Park’s transformation described in Apperidix(B.|(3&) be transformed into the rotating
dg-coordinate systems. Here, a flux-orientlgdrame, where thé-axis is aligned with the stator
flux of the machine, has been seledle@he resulting equations are given by

1 Unless stated differently, rms-invariadij transformation is considered for the DFIG model
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(dg)

t
d R d (3.3)
vi? = Ry + =+ jun "

ws corresponds to the synchronous angular frequency wheseasv, — w,. is the slip angular
frequency. The stator and rotor fluxes expressed in (3.3jiaes by

B = Ly (i +i47)

S

(3.4)
WD) — Lyl 40 (Lyg + L) = Lyil§? + 0%

Finally, the 1G model must be completed by considering thehmaaical dynamics of the ma-
chine. Here, itis important to stress that the aim of thiskweon the investigation of resonance
conditions due to control interaction (SSCI, as discuss&eittiorf 2.5.2); in this case, the me-
chanical system will not have a major impact on the systemaadyos. For this reason, it is
possible to model the mechanical side of the machine by giogihg a single-mass represen-
tation, as

dwy
2H, 7
where H,, is the inertia time-constant for the single mass.and T, are the electrical and
mechanical torque, respectively, is the damping coefficient while, is the mechanical rotor
speed. If a more detailed representation of the mecharnjstdrs is needed, a two-mass model
as in the one presented in [15] and as shown in[Fig) 2.14 cadded.

=Ty, — T. — Dyw, (3.5)

3.2.2 DC-link model

The dc-link of the BTB converter is modeled as a pure capagitar losses are neglected). The
aim of the dc-link for the BTB converter is to provide a tempgratorage for the system to
allow proper operation of the RSC and GSC. The capacitor igeldaand discharged based on
the power balance between the GSC and the RSC converter eateulin Fig[ 3.13.

IDr Pf
- —

NIV = |
Cde== Udc

|/ = MU

RSC GSC

Fig. 3.3 dc-link model
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Fig. 3.4 Detailed controller structure for DFIG

With the signal convention given in Hig.3.3, the rate of dof the stored energy in the dc-link
capacitor can be expressed as

AWs 1, dud,
dtd = 5Cu de — _p, — Py (3.6)

wherellV,. is the energy stored in the dc-link, whilg. represents the dc-link capacitor voltage.
Under the assumption that the dc-link capaciigr is constant and the converters are lossless,
the time derivative of the stored energy in the dc-link carelgressed in terms of the power
balance between the RSC and GSC akin (3.6).

3.3 DFIG control

The principle of using space vectors to represent threeegphagjuantities as vectors having
dc characteristics, gives the freedom of using conventijorggoortional integral (PI) regulators
in the control loops. A typical control structure for a DFI@hine is shown in Fid._3l4. The
RSC and GSC are controlled independently from each other.asgtocked loop (PLL) is
used for synchronization purpose. The details of the diffecontrol loops are discussed in the
upcoming subsections.
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Chapter 3. DFIG Wind Turbine Model and Control

3.3.1 Rotor-side converter controller

The aim of the RSC is to control the terminal active and reagiower of the DFIG system.
The control for this converter has a cascade structure, aitmner current controller and an
outer power controller. The outer controller generateseference rotor currentj , andiy ),
which serves as an input to the inner current controller. Gtwroller is derived based on
theI'-representation of the induction generator. As a resulgsueed quantities and generator
parameters are transformed to fheepresentation using the expression givem inl (3.1).

Active and reactive power controller

The terminal powerP,,;, of the wind turbine is composed by the power through th@stét,
and the power through the grid side filté¥;; as

Pout - Ps + Pf,t (37)

The power through the stator has a proportional relatiohécetectrical torque and speed as
P, a T.w, (3.8)

*

whereT, is expressed af. = 3n,Im [ggd@ (g’%q)) ] andn, represents the number of poles.
Considering a stator-flux orientefg-frame, the electrical torque expression reduces to

Te = 3 (np\IlsydiR,q) (39)

From (3.8) and(319), it can be deduced that¢f@mmponent of the rotor current can be used to
control the stator active powePY(). However, the aim of the power controller is not to control
the stator powerK,) but the terminal powerK,,;) of the wind turbine. In order to control the
terminal power in a closed-loop manner, the power in (3.1) is considered as a disturbance
as depicted in Fig._3\5. The error introduced as a result;¢fis instead taken care of by the
integrator term of the power controller (see Figl 3.5).

Rt 1+ 1 'ma | cument | “eq | Induction
p.P sT, » controller generator

Active-power controller

Fig. 3.5 Main structure for active power controller for DFIG

Similar to the active power, the terminal reactive powgy,;, is composed of stator reactive
power () and reactive power through the grid-side filt€x;(;). According to [45], the reactive
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3.3. DFIG control

power through the stator (again, considering a flux oriedteffame and d"-representation of
the machine) can be expressed as

qjs,d

Qs =3 [M‘Ijs,d (E — iR,d):| (3.10)

From (3.10), it can be seen that the stator reactive po@er¢an be controlled by controlling
the d-component of the rotor currenty;) where as the reactive power contribution from the
grid-side filter (9.) is effectively controlled to zero in steady-state by theGE®ntroller. The
block diagram of the implemented reactive-power contrafi@epicted in Fig,_316.

Y

Qout K |14 1 'ed | current | Veg Induction
> >
pQ controller generator

i.Q

Reactive-power controller

Fig. 3.6 Main structure for reactive power controller for DFIG

The pu control law governing the active and reactive powetrcdier in the frequency-domain
are then given as

a9 = by (1 = ) (P 6) = P 5)

(3.11)

) (@2 (5) = Qua ()

() =y (1 37

The termsk, and7; are the proportional gain and integrator time-constamsipeetively. The
outputs from these controllers serve as reference cumpat for the rotor current control loop.

Rotor-side current controller

Let us now observe the equivalent circuit of the inductioneagator in series with the RSC
shown in Fig[3.l7. The voltage ) at the rotor terminal in théq frame can be expressed as:

d\I/(dq)
9 = g0 + g @12
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- (dg) - (dg)
lR RR LR RS ls
T —-——7]_ TN {1 "
To GSC I Vo v L ve?

RSC

Fig. 3.7 RSC in series with-model representation of an induction generator

Taking the rotor flux equation in(3.4) Witﬁ%q) = LRng) + w4 and substituting it into
(3.12), the expression for the rotor voltage can be rewrite

diy? dwl
= = y (da) 3.13

Q%q) = (Rg + jwaLr) Z%@ + Lg

J/

(dq)
gemf

wheree'®?) represents the back EMF of the machine. The above equatiobheceearranged to

~emf

describe the dynamics of the rotor current as

(i'(dQ)
Lgr ZCZ = yﬁ?“’) — RRZS%dq) — jWQLRqu) — giﬁ?} (3.14)
Further, [3.14) can be expressed explicitly in terms of ismdg components as
di . .
Lgr d]zd = Vpd — RRripd + WoLlRirg — €emfd
(3.15)
dig, ‘ .
LRW = VR,q — RRZR,q - WQLRZR,d — €emfyq

From (3.15), it can be observed that there exists a crosgliogubetween thep, andig,
currents. In the control law described in [45] [46], it is pitde to decouple the cross-coupling
between théy ; andip , and compensate for the back EMF of the machine in order teaehi
an independent control of trieand g-current and, thereby, of the reactive and active power.
This is accomplished by introducing a decoupling t@'mgLRzg‘” and a feed-forward term for
the estimated back EMF as

Q}k%(dQ) _ yg%de)’ "‘]WZLRZ%@ + é(dq) (316)

=emf

Whereygqy is the output from the PI controller. In this analysis, thencrters are treated as
lossless linear amplifiers. In addition they are assumecttaléal, meaning that they are able
to generate the reference voltage with no delay as

o0 — o)) (3.17)

34



3.3. DFIG control

Now moving the analysis to the frequency-domain, the dycarof the rotor current expressed
in (8.14) can be rewritten as

sLrig” (s) = vis? (s) — Rpife? (s) — jwaLrify? (s) — et} (s) (3.18)

emf

Similarly, the reference voltage expression[in (8.16) gleile the structure for controller in
frequency-domain can be expressed as

04" (5) = 09" (5) + juwnLrin® (s) + &%) (s)

(3.19)
= Feen(s) (i7" (5) = 8" (5)) + jeos L (5) + €5 (s)

whereF,. r (s) is the transfer function of the controller applied to thereat error. Under the

previous assumption that o ygg,@ and assuming a perfect estimation of the back EMF,
(3.18) and[(3.19) can be combined as

sLiify? () = = Rpi? () + Fae () (i7" (5) = i (5)) =

1
;4D (o) — (dg)x ¢ o\ (dq) (3.20)
i (5) = S Feen () (857 () 157 ()
~——
Gcc,R(S)

Rearranging (3.20), the closed-loop expression ffﬁ’?ﬁ ) to 2 da) (s) can be obtained as

.(dq) o cc R (S) ce,R ( ) .(dq)* 3.21
ZR (8) 1 + Gcc R 8) ce,R (S) ZR <S) ( . )
Geeret(5)

Using internal model control (IMC) [47] [48], the closed-[otransfer function can be shaped
as a first order low-pass filter having a closed-loop bandwidt ; as

Qce R

Qe R
Gece = ’ = = 3.22
e (9) S+ aeer 1+ =28 (8:22)

From (3.21) and(3.22), the transfer function of the coterat,. ; (s) can be obtained as

acc,RRR

aCC aCC
For(s) = TRGM( s) = S’R (sLg + RR) = Ceenlp + (3.23)

which indicates thaf.. r (s) is a Pl controller with a proportiondl, .. equal toa.. zLr and
integral gaink; .. equal toa.. r Rr. Here it is worth noting that the aim of the RSC is to control
the active and reactive powers. As a result, the integralgighe inner current controller can
be omitted as any steady-state error that could arise is te&ee of by the integral action of
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Chapter 3. DFIG Wind Turbine Model and Control

the outer-loop controller. Under this assumption, the ihaw for the RSC current controller
considered for this work is given by

* . * . . . 1 2
oD (zﬁ?‘” (5) — i\ (S)> + o Lpilt? (s) + ——— %) (s) (3.24)
sTpp+1
——
Hpp(s)

wherek, .. is as defined in(3.23). Note that a low-pass filter téfiap (s) with a time constant
T.p is introduced to reduce the dynamics in the estimated back.EM

3.3.2 Grid-side converter controller

The purpose of the GSC converter is to maintain the dc-lifdacaor voltage to its reference
value by controlling the active power flow through the gridesfilter. Similar to the RSC, it
has a cascade structure with an outer dc-link voltage clbertiand an inner current controller
(see Fid.3.4). The inner current controller receives tlieremce current@ﬁdq)*) from the outer

controller and outputs the reference voltaggq(* ) for the GSC. The controller for the GSC

is aligned with the grid flux, meaning that the voltage ve@&‘ﬁ‘f) in Fig[3.8 is aligned with the
g-axis. The apparent power at the terminal of the grid-siderfdan be expressed as

for vg,q=0

Spo=Ppy+jQp —2 3 { jug.qconj [ggﬂq)] } (3.25)

Thus, the active and reactive power through the grid-sitky filan be expressed as
Pry = 3vg4l1,4
(3.26)
Qft = 3Vgqlsa

Grid-side current controller

Figure[3.8 shows the equivalent circuit for the grid sidefililong side the GSC. The grid-side
filter consists of a inductanck; and a resistanc&;. The voltage equation at the terminal of
the GSC can be written as

P P ,
-— —» i@ R L,
- - — — —
— " " [ H Tl \_+
toRSC Y% (49 y(d9 V(@0
| =f =f =g

GSC

Fig. 3.8 GSC converter with grid-side filter
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| ai"
o = Ry 4 Ly =+ Lty + o (3-27)

Following the same procedure described for the derivatioie RSC current controller, the
control law for the GSC current controller in the frequenoyrain can be expressed as

*(dq) _ kif,cc *(dq) .(dgq) . (dq) 1 d
yf (8) - (kpf,cc + T) (lf (5) — lf (S)) —|— jwstlf (5) _|_ STLP + 1 —5] Q) (S)
Hpp(s)
(3.28)

where, callinga.. s the closed-loop current controller bandwidth, the paransetor the Pl
regulator are given b¥, ;.. = ae. Ly andk;s.. = a.. rR;. Again, the measured grid voltage
is filtered to reduce its dynamics. The block diagram deswjithe GSC current controller is
depicted in Fig[_319. The referengecomponent of the filter current is used to control the dc-
link voltage where as the referenéeomponent is directly controlled to zero. For this purpose,
unlike the RSC current controller, the GSC current contrallgrent controller is equipped with
an integrator term as ih (3.28).

- (dg)

1

RN koo ificc
phee S Sl/+Rf +‘]COAL)(

\

Fig. 3.9 Block diagram of the GSC current controller

DC-link voltage controller

The dc-link capacitor voltage can be controlled in two wagsterms of the dc-link voltage
(uq4.) involving the flow of current in and out of the dc-link or inrtes of the energy stored in
the dc-link capacitor involving the power exchange. Theefais adopted in this thesis. For the
sake of clarity, the dynamics of the dc-link described i3 repeated here

AWy 1, du?
dtd = 5Cu g = —Fr =T (3:29)
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P

2| W

P, =
SGe

Fig. 3.10 Block diagram of dc-link capacitor dynamics

wherePy, is the power flowing from the capacitor into the RSC, wiiileis the power flowing
into the GSC, as indicated in F[g. B.3. It should be noted B\@8) is non-linear in nature due to
thew?, term. With the aim of extracting the control law, the abovpression can be linearized,

resulting in
1 dAudc

§Cdcudc’07 == —APf - APR (330)
whereuy,.  is the dc-link voltage at the operating point. Equation @3 ints that, the relation
is operating point dependent. To avoid this, a techniquead&tedback linearization [47] can
be employed, in which a non-linear equation can be repladgétdan equivalent linear equation
where traditional control techniques can be employed. ttezesquare of the voltage?,, is
replaced with a new variablél’, which in physical sense is proportional to the energy store
in the capacitor as in [49] [47]. The dc-link dynamics can rimewewritten as

%Cdc% =—P;— Pp (3.31)
Figure[3.10 shows the open-loop dynamics for the dc-linkacapr. From the controller point
of view, P can be viewed as a disturbance. Using IMC, as in previousasestthe dc-link
controller can be shaped as a first order low-pass filter ha&islosed-loop bandwidth,,,
resulting in a proportional controller with a gaif) ;. = —a4.Cq.. As the dc-link voltage cont-
roller is an outer-control loop, any steady-state errot toald arise due to parameters mis-
match or disturbances can not be removed through a propattomntroller. To alleviate this,
a small integral term is introduced during the controllesige. Active damping is adopted for
controller tunning as in [47][50].

Considering the GSC to be lossless and the losses in theidadider to be negligible, the
power P; at the terminal of GSC converter can be approximated as

Pf =~ Pf7t = 3U97qif7q (332)
Inserting (3.3R) into[(3.31), under the assumption thatubleage vector is perfectly aligned
with the g-axis asv, = jv,, = |vy|, the dc-link expression from (3.81) reduces to
1, dW ,
§Cdcﬁ =-3 ‘Ug| Zf’q - PR (333)

The control law governing the-component of the filter currenty(, ) with active damping term
as implemented in [47] is expressed below

g =g+ GaW (3.34)
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wherezf is the controller output and,, is the gain of the active damping term. Considering that
the inner current controller is much faster than the outep ffor stability reasonsf, = i;,),
the above expression can be inserted in (3.33) to obtain

dW

1
SCa e = —3v,| ( i+ G W) — P, (3.35)

Treating Py as a disturbance, the transfer function frt’n’m to W can be written as

_6|Ug| ,/
sC’dc+6|vg|G 'fa

Gdc( )

W (s) = (s) (3.36)

with
it (5) = Fac (s) (W (s)" = W (s))

whereF,,. represents the transfer function of the controller. Witham of shaping the closed-
loop system step response as the one of a first order low-ftas$ifat has a desired bandwidth
of avae, Fy. (s) can be obtained using IMC as

ki dc e a/dccdc acha

Fue (5) = o + 22 = 261 () = -

(3.37)

6|Ug| S

As done in [47], by placing the poles 6},. (s) at ay., the closed-loop system can retain a
closed-loop bandwidth correspondingdig. as

—6 |v,| 6 |vy| Gq
G — g = g
()= 5% 0] Ga Co

= Qg (3.38)

resulting inG, = % Combining [[3.3I7) with the Laplace transform of (3.34), apression
for the dc-link voltage controller is obtained as (3.39). dk-diagram description for the

dc-link voltage controller is also shown in Fig. 3/11

U (s) = (kp,dc + kfc) (W (s)" — W (5)) + G, W (s) (3.39)

Kiqc | "a
S

ki,dc +

Fig. 3.11 Block diagram of the closed-loop controller for the dc-link voltage

39



Chapter 3. DFIG Wind Turbine Model and Control

As briefly mentioned earlier, thé-component of the filter current can be used to control the
reactive power output from the GSC. In this thesis, the reaaturrent componenty 4, is
controlled to zero by setting , = 0. This is to indicate that in steady-state, the reactive powe
(Qy.) output from the grid-filter is effectively controlled torze

3.3.3 Phase-locked loop (PLL)

In sections leading up to this, it has been mentioned thaatarsiux orientedig-coordinate
frame has been used, where the voltage ve@ﬁi)r)ds aligned with thej-axis. The alignment
of the voltage vector with the-axis is achieved through the knowledge of the phase afgle (

for QS). As the angle of the voltage vector is not known, a PLL is usga§timation purpose.
The control law of the PLL is as below

Ws = ki,PLLe?PLL

(3.40)

0s = Ws + kp prrEpLL

whered, andé, are the estimated grid frequency and voltage angle, resplsctThe gains
kp.prr = 2cprr andk; prr, = o, ; are selected in accordance[tol[54}; ;, is the error signal
for the PLL. In order to determine the error signal for the Pthe focus is directed to Fig. 3112

where a voltage vectoyf)) together with the stationaky-frame and a non-aligned-frame
is shown. As can be seen, tii¢ decomposition of the voltage vectcyﬁs()) results in a non-zero
d-component. It can be easily seen thatdhsomponent of voltage is given by

Vs g = — |v§5)| sin (05 - és> (3.41)

14

Us,q (’OS

Fig. 3.12 Decomposition of voltage vectgf()) into a non-alignedq frame
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Takingd, — 0, to be very small{in (63 — és) ~ (63 — és)), the error signat p; ;. is then given
by

Vg
chyy = Und (3.42)
v

Therefore, using(3.42), the PLL can be made to adjushereby changing, until the error
(—=4.) is set to zero.

o)

(s) sa .
V aﬂ _> ( N A
—S | v I3 1
s A v B ! Oy
[ S R
I
' +
1 |1
| + < >
o PLL __J

Fig. 3.13 Block diagram of PLL

Figure[3.1B shows the block diagram of the adopted PLL siracfThe voltage vecton_;f))

is transformed to thég-frame using the estimatet]. From the decomposeti; components
of the voltage vector, thé-component is normalized with the magnitude of the voltagetar
which is fed into the PLL structure described by (3.40) (shdwghlighted in Fig[.3.13). The
updated estimated phase is fed back to the stationaty tansformation block to produce the
updatediq decomposition of the voltage vector. In this way, the PLL kgoto set the error to
zero. Here itis important to stress that if the investigatgrelated to the GSC, then the voltage
vector ") in the above analysis should be replaced with filter voltaggor ¢'”)). In a similar
manner, transformations dealing with quantities on therrside should take into account both
the rotor speed.,) and position angled().

3.4 DFIG admittance

The modeling approach consists of developing small suesysthat are connected to build the
total system. The advantage with this approach is that, goEnsystem can be built through
a step-by-step interconnection of smaller subsystemse@r, the system is verified for each
subsystem added, making the debugging process less categliAnother added advantage
with this approach is the possibility of removing subsysteand analyzing their impact on the
overall system. The DFIG is considered as an entire systdlirfioum smaller subsystems like
the induction generator model, the RSC model, the GSC modehardc-link dynamics model.

Figure [3.14 shows the DFIG system to be modeled. In thissgthe DFIG is considered to be
connected to an infinite bus. The WRIG is represented in termssgdtancesK, and Rg) and
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Chapter 3. DFIG Wind Turbine Model and Control

Fig. 3.14 Model of a DFIG turbine

inductancesi{,, and Lg). The ac-side of the RSC is connected directly to the rotor of @/RI
whereas the dc-side is coupled to the dc-side of the GSCdhrthe dc-link with a capacitance
(Cac)- The ac-side of the GSC is coupled to the grid-side filterespnted by a resistanck ()
and an inductancelf).

First, the WRIG with the RSC current controller excluding thdidk dynamics and the outer-

loop controllers is derived. Next the subsystem consistihthe grid-side filter and the GSC
current controller is developed. The two subsystems areadas! to create a simplified model,
not including outer-loop controllers for the RSC and the GS@lowing this, a subsystem

comprising the outer power control loop for the RSC is devetbfA final subsystem for the

outer-loop controller for the GSC and the dc-link dynamigslerived. In the end, the two
subsystems for the outer-loop controllers are cascadddtiét simplified model to create the
electrical model for the DFIG.

3.4.1 WRIG with rotor-side current controller

In this section, the WRIG together with the RSC current cordratixcluding outer-loop con-
trollers and dc-link dynamics is derived. For the purposelafity, the stator and rotor voltage
equations for the WRIG considering therepresentation in thég-frame as described in (3.3)
are repeated here:

(3.43)

42



3.4. DFIG admittance

Expressing the stator and rotor flux expressions ugiegdi,, (3.43) is expressed as

i) di'y? y
o = Rl™ + Ly =— + Ly —& + jwy Lagil) 4 ey Lygild?
(da) (da) i iy i (dg)
vp" = Rpin” + Ly };t + (Ly + LR) - + jwa L' + jwy (Las + Lg) i

(3.44)

The above expression governing the WRIG can be expressedfirethuency-domain as

U™ (s) = (Ro + sLas + jweLar) i (5) + (sLas + jwsLar) 1" (5)
v? (s) = (sLag + jwsLar) i (s) + (Rp + s (Lar + Lg) + jws (Lag + L)) 157 (s)
(3.45)

Using (3.45), the WRIG can be expressed in a matrix form in terisgator and rotor currents,
input rotor voltage and input stator voltage as

Mgig = MRVR + MSVS (346)
where
. [ i, . is.a(S) . ird(S) VR (s) Vs.a ()
i,=.%|,is=1|. cig=1| " VR = Ve =
 |ir ] [ isq () ] f [ iR (8) f VR (8) Vs,q (8)
[ Ry+sLy  —wsLy sLyy —ws Ly
M. — CUSLM Rs + SLM CUSLM SLM
g SLM —UJQLM RR+S(LM+LR) —W9 (LM+LR)
wo Ly sLyy Wo (LM+LR) RR+8(LM+LR)
[0 0 10
0 0 0 1
Mr=11 o] Mo=14
[0 1 0 0

In this chapter, variables with bold letter are used to regmé both matrices and vectors. In
Section 3.3, the derivation of the RSC current controllas wresented. The reference rotor
voltage generated by the RSC current controller showin idj3sxepeated here:

U (5) = Fuen (5) (i (5) = 857 () + junLnify? (s) + Hup (s) €5y (s)  (3.47)

where the estimated back EMF termé "} (s) = vs(s) — <LR—M +jwr> iﬁdq) and the low-

pass filter term idp (s) = —#2-. The transfer functior,.  (s) is a proportional controller

starpp
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with the termk, .. = a..,rLr. Under the assumption that the RSC converter is ideal, tloe rot
voltage vectow z can be expressed as

V}% = v{}d (S) = Fcc Ria}} + Mcc Rig + Mcc vVs (348)
UR,q (5> 7 7 7
where
Feer (s) 0 ] [ Hrp(s) 0 ] o [ iRa(s) }
Fcc = ’ s Mcc v = y = x|
R L 0 Fcc,R(s) ' 0 Hpp (S) 'R 'Rq (S)
M., ;= [ —RHrp(s) wyLyHpp(s) —Fee,r (5) — (woLr —wr Ly Hpp () }
o | —wrLyHrp(s) —RsHpp(s) (welrp—wrLyHrp(s)) —Feer (8)

As the output voltage from the rotor-side converter sergegrainput to the WRIG rotor, com-
bining (3.46) and.(3.48) results in a system representatiterms of currents, reference values
and input voltages as

Miecilg = Myeerefip + Mgeews Vs (3.49)
with matricesM y¢..i, Mgecrer @andMyg,. s €Xpressed as
Mycei = Mg — MpMec r
Mycerer = MpFeer
Mycews = MrMeep + M

The losses and phase shift due to the three-winding transfo(see Figl_3.14) are here ne-
glected. However, the transformation ratio between thiemiht sides of the transformer is
accounted for. Considering the transformer’s rakig, | between the stator side and the genera-
tor terminal side, the stator voltage vectet ) can be replaced by DFIG terminal voltage)(
resulting in

Mgcc,iig = Mgcc,refi?{ + ktrlMgcc,vth (350)

At an early stage, the admittance of WRIG with the rotor curcemitroller can be obtained by
rearrangingl(3.50) into a form corresponding to

. is o chcs,ref sk Y!]CC
19 - { iR :| B |: GQCCR,ref :| lR " |: YQCCR Vi (351)
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3.4. DFIG admittance

with
chcs,ref _ -1 chc _ -1
|: chcR,ref :| - [Mgcc,z] Mgcc,ref and chcR - [Mgcc,z] Mgcc,v
Gcesrefr Ggeerrefs Ygee aNAdY g p are2x2 transfer function matricesy ;.. expressing the
relation from terminal voltage vector,| to stator current vector() is considered as the ad-
mittance matrix, which is expressed explicitly as

B R I a5

The combined system constituting the WRIG and the rotor-sidiesnt controller is symmetric
in nature as the system is identical alongdtendq axis. Hence the admittance can equivalently
be expressed using a complex transfer function as [40]

Yoo (8) = Yoo (1, 1) 4+ j Y0 (2,1) (3.53)

=—gcc

ImY o (w-jw )l Iul - RelY  (w-jw )] [pu]

10 20 30 40 50 60
frequency [Hz]

Fig. 3.15 Admittance of WRIG in series with the RSC connected to the rotor teromhatonsidering
the inner-current controller for a closed-loop current controlleddadth of 1 pu

The admittance of a WRIG with current controller in the subsyonous frequency range ob-
tained by evaluating the frequency responsé of (3.53) isctigpin Fig.[3.15. The admittance
is normalized by the DFIG ratings. The admittance of a WRIG whthrotor circuit connected
to a rotor-side current controller by itself does not giveireat insight into the total behavior
of the DFIG turbine, but can be used to create an understgndimto this point, the obtained
admittance matrix is symmetric, hence the real part of ttespladmittance begin negative can
be used to interpret this setup’s ability to dissipate pdwedirectly looking at Fig._3.15. When
outer-loop controller are added to the system, the symnrethe admittance is lost. As aresult,
methods that can interpret MIMO system behavior should Imsidered. However the model
result obtained using (3.52) will serve as a building blazktbtal DFIG admittance.
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GSC

v

.|}_|

Fig. 3.16 Grid-side filter connected to GSC

3.4.2 Grid-side filter with GSC current controller

In this section, the grid-side filter together with the GS@ent controller as a stand-along shunt
device is considered. Figure 3116 shows a portion of_ Figl ®ith the grid-side filter connected
to the GSC. The outer dc-link controller for the GSC is negédah this subsection and will
be connected as an added subsystem in the coming subs#¢iibmeference to Fid. 3.16, the
voltagev, at the terminal of the GSC in the frequency domain can be sgpreas

The expression for the GSC current controller as descrin€8l28) is repeated here
Q;(dq) (s) = Fus (5) (Z}(dQ) (s) — dedQ) (8)> 4 jwstZSvdq) (s)+ Hyp (s) diq) () (3.55)

whereFi. s (s) = kppec + ka is a PI controller withk, ;.. = aee,r Ly andk;fee = e, p Ry
Again assuming ¥ = v*?, (353) and[(3.55) can be be expressed as

Mfcc,iif = Mfcc,refijf + Mfcc,vgvg (356)
where
. [igal(s) ] " { i7a(s) ] { Vg,a () ]
ip=1 . Jh =1 D Vg =
! | Ufq (s) ! Lrq (s) g Vgq (8)
M . [ Rf—i-SLf—i-chf (S) 0
feesi = i 0 Rf—i-SLf—i-chf (S)
. [ chf (S) 0 . HLP (S) —1 0
Mfcc,ref - I 0 Fcc,f (S) :| 7Mfcc,vg - |: 0 HLP (S) -1

In the same manner as in the previous subsection, the losdgshase-shift due to the three-
winding transformer are neglected. However, considetiegitansformer’s ratiok,») between
the grid-filter side and the generator terminal side (se€l¥®), the voltage vector, can be
expressed as

Vg = kmvt (357)
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3.4. DFIG admittance

Inserting [3.517) into(3.36), the model of the grid-sidesfiltonnected to the GSC with a current
controller in terms of the terminal input voltage, the ataral reference filter currents is given

by

Mfcc,iif = Mfcc,’r‘efi; + Mfcc,vvt (358)
with
Mfcc,v = ktv'QMfcc,vg

3.4.3 Combined WRIG, RSC and GSC current controllers

In Subsections 3.4.1, the WRIG together with rotor-side aurcentroller has been expressed
as a single subsystem having terminal voltagg &nd rotor current referencg,] as input and
currents as outputs (refer to equatibn (8.50)). Similan\subsection 3.412, the grid-side filter
along with the GSC current controller has been describedyusansfer function matrices hav-
ing terminal voltage\(;) and filter current referencé;{ as input is shown iri (3.58). Combining
the two subsystems, a simplified DFIG model neglecting therdoop controllers both for the
RSC and GSC can be obtained. Using (B.50) and(3.58), thedmsgistem is expressed as

Mgrcc,ii = Mgrcc,refi:ef + Mgrcc,vvt (359)
with
[ M. Py M P,
M — gee,i M _ gee,ref
grec,i P{ Mfcc,i :| ) gree,ref |: :P2 Mfcc ref
- i
M i s i}
M = geev | i=1].9]=|1ix it .= .1
gree,v i M fec i if ) ref i
P, = zeros [4x2], Py = zeros[2x2]

In a similar manner, the expression [in (3.59) can be reaedng generate the admittance and
reference matrices as

i = Greel’, s + YgreeVy (3.60)
with matricesG,,.. andY .. expressed as
iRref
gé"cc,;s P2
—1 1Rre
GQTCC = Mgrcc,iMQTCCﬂ”@f = Ggrcc,iR P2
P szref
2 gree,if (361)
Ygrcc,is
-1
Ygrcc - Mgrcqngrcc,v - Ygrcc,iR
Ygrcc,if
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where

o Gifrel s 322 transfer function matrix expressing the relation fr@“}ﬁﬁq) to (%),

gree,is

o G;}f;i{R is a transfer function matrix of sizéx2 expressing the relation fro@ﬁd‘” to

lg-?q)

o G/ represents the transfer function relation frfd” to i\

* Y, ..s represents the transfer function matrix from terminalagét Q,ﬁd")) to stator cur-
rent ¢'49).

® Y, ..sisthe transfer function matrix from terminal voItagLéd(”) to filter current ka’)).

Observing[(3.600), the system with WRIG, RSC current contralhetthe GSC current controller
is represented in a transfer function matrix form exphcdefined as matrices affecting the
reference term and matrices affecting the admittance term.

3.4.4 Active and reactive power controllers

The outer control-loops are based on a Pl controllers thatalthe terminal active and reactive
power of the DFIG. For the convenience of the reader, theesgoon for the controller are
repeated

FQC (QZut - HLP,QQout)
FPc (P* - HLP,pPout)

out

~

By

[SH

—~
V2)

~—
I

(3.62)

~
DU*
2
—~
Va)
~—
|

where

1 1 arp
Fpe=kpp | 1 . Foe=kpo 1 . Hpp,=Hyipog=—"282

The expression for the terminal powers,,; and@,,; are

Pout = 3 (—Vsdisd — Vs gisq + Vgdlf,d + Ug,qif,q)

Qout = 3 (Vs.dlisg — VUsglsd — Vgdifq + Vgqisd)

(3.63)

It should be noted that the inclusion of the power contrslietroduces non-linearities in the
system. Hencel_(3.62) can be linearized as

Aig g = Foc (AQL,: — HipgAQout)

AZR&I = FPC (Apout - HLP,pAPout)
here represented using transfer function matrices as
Ai% ] { AP? ] { AP ]
] =F c (::M —F CH out 3.65
|k | = e | g | - Erattnn | 25 a5
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3.4. DFIG admittance

with

0 Foe
FPQc: |:FPc (C)Q :|

Linearization of the power expression in (3.63) results in

{ AP,y } _ { —3Us a0 —3Vs 0 ] { A ] N { 30440 3Ugq0 } { Aig g ]

AQout —31)57(10 31}57510 Ai&q 3’Ug7q0 —3Ug,d0 Aiﬁq
Mpg i Mpg.is
—Sis do —Sis q0 Avsd 3Zf do 3Zf q0 Avgd
+ o 7 T+ ; S ’ 3.66
{ 3isq0  —3is.do Avg 4 —3ifq0 3ifdo Avg, ( )

N N

MPQ,'us MPQ’UQ

APout . ‘ Ais,d ' Aiﬁd A'Ut,d
[ AQout ] = Mrai { Ai ] + Mrais l Aify Mo Avg g

87q

MPQ,v = MPQ,US + ktrQMPQ,vg

The “0” in the subscript indicates initial conditions. Egpsion [(3.66) can be conveniently
expressed as

= [ MPQ,is PQ MpQﬂ'f } Al—f— MPQ,U |: (367)

(. /

A'Ut,d
Ath

v~

Mpg,:
with

Ai=[ Aigy Nigy Aiga Aigy Nigg Aig, ]

Equations[(3.65) and (3.67) can be combined to generatefiession for the reference rotor

A%
cu rrents{ A d | as
Rd

A AP; -
[ R.d } = Frq. [ o } — FroeHLppMpgiAl — FpocHrppMpq. [

Avad :|
Al g AQGy:

A'Utﬂ
(3.68)

Even with the numerous expression derived so far, the cogipletween the subsystem consti-
tuting the WRIG and RSC, and the subsystem constituting thesipt@lfilter and GSC has not
been accomplished yet. The RSC and GSC are electrically eduptough the dc-link capa-
citor. Hence the incorporation of the dc-link dynamics tibge with the implemented dc-link
voltage controller is a crucial step.
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3.4.5 DC-link voltage controller

Recalling the dc-link voltage controller that actsnomponent of the filter current, (3/39) can
be rewritten as

ihq = Fae (Us? = UL) + GoUg, (3.69)
with
ki,dc

ch = Rp,dc +

with &, 4. andk; 4. as described i (3.87). Linearization around a steady-stpérating point
leads to

Aiy = 2Us0Fuc AU, + 2U g (G — Fue) AU, (3.70)

To obtain the expression fakU,,., the dynamics of the dc-link capacitor are considered. The
dc-link capacitor dynamics as described in Sediion B.312besexpressed in terms of the active
power exchange between the RSC and the GSC. Under the assutgtid®ooth the RSC and
GSC converter are ideal, meaning that the power on the dcisicbnsidered equivalent to the
power on the ac-side, the expression for the dc-link capacén be written as

1, dU?
§Odc dtdc =—P; — Py (3.71)

Linearization of the above expression and transformatdhé frequency domain results in

—AP; — APy

AU, = 3.72
de CchchS ( )
The expression foA:;  in (3.70) can now be combined with (3172) to obtain
Ai;,q - mdcrefAU;c —+ mp (APf + APR) (373)
where
* 2 (ch B GU«)
Mdcref = QUVdCO.FdC7 my = T

To further expand(3.73), linearized expression for powawifig into RSC and GSC are re-
quired. The active power flow from the GSC, using small sigceh, be expressed as

Ai . _ A
AP; = [ 3vpa0 3vpg0 ] [ AZ’Z } + [ 3ira0 3igq | [ AZ;;’} (3.74)
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3.4. DFIG admittance

The expression for the voltage ) at the terminal of the GSC (under the considered assump-
tions) can be extracted from (3]55) as

|: Avf’d :| = Mfcc ref |: Ai;’d :| + |: _Fcc,f _WSLf :| Alf -+ |: Fir2Hrp 0 AVt

A’Uf’q A’L?q wst —Llee,f 0 ]{JtrgHLp
(3.75)
Combining [3.74) and (3.75), the linearized expression¥é can be rewritten as
Ait .
APf = Mpfref AZ.*’ + MpfifAlf + MpvaVt (376)
fa
where
MPfref - [ 3if,d0 32‘f,qO } Mfcc,ref
Mpypis = [ 3vra0 3vp0 |+ [ 3igao 3igg0 ] ey Ly
Pfif f,d0 f,q0 f,d0 f,q0 wst —Fo. ¢
Ry - kwoHpp 0
MPf’u — |: 3'lf,d0 37/f7q0 j| |: O ktrQHLP :|
The linearized expression for the power flowing out of the R&R lze expressed as
Al ‘ . Av
APr = [ 3vra 3vrgp ] [ Az‘ij } + [ 3irdo 3irgo ] [ szj} (3.77)
Since the expression for; in (3.48) is Iinear,{ 22“1 } can be obtained from the same expre-
R,q
ssion as
AUR,d o Ai};%,d .
{ Avp, ] =F.r { Adty + M. rAiy + M, Avy (3.78)
The combination of (3.77) an@ (3178) results in
APR = MPRref |: ﬁ;f’d :| + MpRigAig + MPRvAVt (379)
R,d

where
Mprrer = [ 3irao 3irgo | Feor
Mprig = | 3irdg 3irg |Mwr+[0 0 3vga 3vrg |
Mppr, = [ 3ir.d0  3iR,q0 } M.

The expression foA Py in (3.79) in combination with the expression f%rﬁif’d } in (3.68)
R,d
andA Py in (8.76) can be manipulated to obtain
A AP .
APf + APR = MPfref |: Alé’d :| + MPRrefFPQc |: AQZM :| + Mifrefz‘Al + Mif?“evaVt
7q

out
(3.80)
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where

Mifreri = [ Mprig Mpriy | — MprrerFroc-HrppMpg,;
Mifrefo = Mpry +Mpy — MprrefF pocHppMpg o

Inserting [3.8D) into[(3.73) results in
A AP*
AT = Mgere t AU+ mpyMprre .I’d}—l—mM e F c{ Z“t]

out

+ mpMifrefiAi + mpMifrevaVt

As it was presented in Sectibn 3.3.2, theomponent of the filter current is controlled to zero by
setting the reference value to zero. However for the easetbimanipulation, the expression
for the reference-component is here described as

Ai% = Aify (3.82)

Combining [(3.811) and (3.82) results in

A%, 0 Macres AU, MpMpref Ady,
—————

. /

~~
Mdcref Mdc"-f

P, AP, P, . P,
+ iu + Al + Av
|: mpMPRrefFPQc 1 |: AC)out 1 |: mpMifrefi mpMifrefv ¢

N

Vo
Mpdcref Mdci Mdcv

(3.83)

whereP3; andP, are vectors of zero with size corresponding to

P; = zeros [1x2], P, = zeros [1x6]

Following some matrix manipulation, the reference filterreat expression can be obtained as

A AG'F AP*
f.d = M., M f.d M. M out
|: ﬁi},q :| dciVideref |: A [758 :| dcetVipdere f |: éQzut :|

(3.84)
+ MagMg;Ai + Mg-Mge, Av,
where, denoting wit a2 x2 identity matrix, the matriXVl,. is defined as
Mye = [ = Meif]
Equation [(3.84) gives the representation of the referefitee Gurrent (A:}) in terms of input
referencesA P}, AQ% ., Ai}zd and AU}.), input terminal voltage4v,) and currents 4z,,

Aip and Ai;). This expression is used in the next section, where thewsrsubsystems are
combined to obtain the overall system model.
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3.4.6 Combined subsystems

In Section [(3.4.3), a combined subsystem consisting of the@YRile RSC and GSC current
controller has been generated leading to a structure defin@d60) that can be expressed in
small-signal as

Al = GchcAi;fef + Y e AV, (3.85)
where
. » " » w 17T
Alref = [ AZRd AZR,q Azﬂd Azf’q }

To incorporate the outer-controller loops using the exgices derived in Sections 3.4.4 and

[3.4.5, [3.68) and (3.84) are combined as

AP:ut
Ai* . = FPQC P2 AQZut
ref Mchpdcref Mchdcref Aszd (3 86)
AU}, :
—FpocHrppyMpg i . —FpocHrppyMpg,
+ |: Mchdci Al * Mchdcv AVt

Inserting [(3.86) into[(3.85) and following some matrix naulation
AP

out
k

A
Al = Gtot Acgliut + YtotAVt (387)
f’d
AU,

with

_ FPQCHLP,P Py
G’tot - GI {GQTCC |: MchpdCTBf Mchdcref :| }

—FpoHrpp,Mpg .,
Ytot — G’I {Gg’/‘cc |: P?\/Id i}/}Z PQ, :| ‘I‘ Ygrcc}

—FpoHppMpgi 17
S L el |

The admittance transfer function matriX;) is a6 x 2 transfer function matrix constituting the
relation from terminal voltage, to i, i andi;. The matrixGy is a6x4 transfer function
matrix showing the relation from reference input to cursenti, andg'f. The various transfer
functions from matrice$s: andY,: can be used to define new transfer functions matrices for
the individual currents as

AP:ut
AZ.s,d - . AQZut . Avtvd
|: Ais,q :| - Gtot,ls Allﬁd +Yt0t,1s Avt,q (388)
AU},
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AIDo*ut
Aipg AQ%. Avgg
|: AiR,q :| - Gtot iR AZ/fﬂ:d + Ytot,lR Avt,q (389)
AU,
APo*mt
Aiﬂd o AQZut A’Ut’d
{ Aij, } = Giot,if A@Jffd + Yot i Avy, (3.90)
AU,
with
Gtot 1s Ytot 1s
Gtot - Gtot iR ) Ytot - Ytot iR
Gtot if Ytot if

Observing[(3.88), the transfer function matriX(; ;) represents the admittance viewed from
the DFIG terminal into the generator stator where as thestearfunction matrix Y. i) in
(3.90) represents the admittance matrix as viewed fromeheinhal into the grid-side filter.
From the terminal of the DFIG, these two admittances apdae tonnected in parallel. Hence
the total terminal current expression can be expressed as

AIDo*ut
Ait,d . AQZut Avt,d
[ Aiy, ] = Gpric Ailffd + Ypria Av,, (3.91)
AU},

where Gpric = Giotis — G;Omf. The admittance transfer function matrix for the DFIG as
viewed from the terminal into the generator can be obtaised a

/ Yprigdd YDFIG,dq
Ypric = Yiotis — Yotif = v v (3.92)
DFIG,qd Y DFIG,qq

whereYéomif and G@ot’if are the transfer functiolY . i and Gy ir transformed to the high
voltage-side of the three-winding transformer.

3.4.7 Phase-locked-loop

The phase-locked loop acting in a closed-loop manner aimhswe thed component of the PCC
voltage in the DFIGIq frame to zero. The expression that is derivedin (3.91) isesqed in
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3.4. DFIG admittance

terms of currents and voltages that use the PLL angle fostoamation for the input admittance
model. To incorporate the PLL model dynamics, élydrame model derived based on the angle
extracted from the PLL4, (mostly referred to as DFIG reference frame), should beesgad

in terms of the true grid angke, wheredd, /dt = w;,. As a resulty, that is a signal in the DFIG
reference frame can be expressed in terms of a signal in itheegerence framey, , as:

vy = Qt,ge_j(és_es) = Qt,ge_jAe (3.93)

As described in Sectidn 3.3.3, the PLL is a second-ordeesyshtat drives the real part of the
terminal voltage vecton, to zero. Therefore, the frequency deviation within the Plan de

obtained as
Aw, = <Kp,PLL + Ki’:LL> {—Re {yt}} (3.94)

|Qt|

N

e

Fprr(s)

where the nominal angular synchronous frequengys added. The transformation angle is
obtained by integrating this expression as

db, -
* =W+ Aw, = W2+ Fprp (s) —Re{u} (3.95)
dt v,
Linearization of the expression in_(3193) results in
Av, = Avy , — vy ,0A0 (3.96)
where the real part can be expressed as
Re {Av,} = vig 9000 + Re {Av, ,} (3.97)
The expression fof2¢ can be described usinﬁé — % as
dAd —R
7 :w2+Aws — W = FPLL (S) [%} (398)
=t

sincew! = w,. Inserting the linearized-component voltage given i (3197) i (3198) and
rearranging, the angle deviation is

—Fppp (s)
A = PLL Av,} = A 3.99
5+ th,gOFé)LL (s) Re{Av.} = Cree(s) Vi ( )

whereFs; ; (s) = Fprr (s)/|v,]. Using the expression ii(3.96), the voltage in the DFIG-rota
ting reference frame can be expressed in the grid rotatiiegerece frame as

A'Ut,d _ 1 + Ut,quGPLL (S) 0 Avugd
A’Ut,q 0 1 Avt,gq

Avt,gd
Auvy gq

] = Gy.prL (5) [ } (3.100)
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In a similar manner, the terminal current in the grid rotgtiaference can be obtainedias =
i,e72%, Linearizing this expression results in

AZt,g = Ajy + ]it,er (3.101)

Inserting (3.9B) in[(3.101) and rearranging, the expres&iocurrent in the grid reference frame
can be described as

Ait,g - AZt + jit,oGPLL (3) AUt,gd

Aiy ga } [ Aiy g ] [ —itq0Gprr (s) 0 ] [ Avg gq } [ Aiy g ] [ Avg g4 ]
tgd | | X || ol | = | Qi | g 9
[ Aiy gq AV itaoGprr (s) 0 Avyg gq AV c.prL(s) Avy gq

(3.102)

Substituting [[3.100) and (3.102) info (3191), the modekimts of current and voltages in the
grid reference frame becomes

APc;kut
JAV) AQ* Av
{ AZ-ZZZ } = Gprig A?;tzt +iYDFIGGV,PLL (f) +Geprr (S)}J { AUZZZ ] (3.103)
AU, Yppic

whereYp . is the DFIG admittance. Figure_3]17, shows the admittaespanse of a DFIG
turbine for the subsynchronous frequency range. The DFIGittahce matrix frequency re-
sponse is observed to have negative value fordthand ¢g components. Note that, being an
unsymmetrical system, the fact that the real part of one aemmomponents of the admittance
matrix presents a negative real part does not directly irtidythe DFIG negatively contributes
to the system stability. In order to assess the ability of &G to dissipate power in a spe-
cific frequency range, a different approach (as describ&eutiorf 3.5.2) must be used. In the
sections to follow, the various components of the DFIG d=tiearlier are evaluated in the
frequency domain to gain a better understanding of the DE@&bior in the subsynchronous
frequency range.
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Fig. 3.17 Admittance matrix of a single DFIG wind turbine in the subsynchrofi@agiency range.
Pout=1 pu, Qout=0 puy.c g = acc,r =1 pu,aq. = 0.1 pu

3.4.8 Model verification

To validate the derived linearized model of the DFIG, a fwitshing model implemented in
PSCAD having the same parameters and control structure basitibzed. The DFIG model in
PSCAD is a generic model developed for voltage-dip analygig;h has been verified against
an actual wind turbine installed in &&ker, Sweder [49]. Here, all control features related to
low-voltage ride through (LVRT) have been disabled.

A frequency sweep is performed by imposing a balanced thhasgvoltage at the terminal

having a fundamental frequency component and a harmorgadrecy component with a pre-

determined amplitude (5% of the fundamental). For everguemcy sweep, the superimposed
harmonic frequency is varied between 1 Hz and 48 Hz in stedsH#. When steady-state is

reached, the current response is measured. From the measuse the harmonic voltage and
current components are extracted to obtain an average phpedance/ admittance.

In order to easily compare the two models, a per-phase #afghction of the DFIG in the
fixed a8 frame has been considered. According td [31], the phassfaafunction inas can
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be obtained from théq model through averaging, as

1 / . / )
YDFIG avg (8) = B [YDFIG,dd (5 = jws) + Yppra g (5 — st)] +

1

(3.104)
j; [YDFIG,qd (5 = jws) = Yppig.a, (5 — jws)]

whereY pi¢ aar Yoricdg Yoric.gs @0 Yppiq 4, @re the components of the derived input ad-
mittanceY ;. The validation has been performed for various operatirigtp@nd controller
parameters. For demonstration, two output power levelp@sented?,,; = 0.72 pu andP,,;

= 0.25 pu. Depending on the selected reference power, thatopespeed both for the mathe-
matical model and the PSCAD simulation is determined usirapk-Up table and is assumed
to be constant during the perturbation. The power lé¥g] = 0.72 pu corresponds to super-
synchronous speed operation, where power flows out bothtiieratator and from the rotor of
the machine. In this range of operation, the GSC operates mserter feeding power into the
grid. Fig.[3.18 shows a comparison for the real and imagipary of the admittance obtained
using the linearized model and the PSCAD model.

= 150 : =

= * *  Analytical model
2 1004 + Simulation model |
3

2 50
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[a] 4 Sese
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3
=
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= *
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0 10 20 30 40 50

frequency [Hz]

Fig. 3.18 DFIG mathematical model validation. Pout=0.72 pu, Qout=0rpur = oy = 1 pu and
aq.=0.1 pu

The power leveP,,; = 0.25 pu corresponds to subsynchronous speed operatibess power is
fed into the rotor from the grid via the BTB converter. Here @®C operates as a rectifier. The
model verification for this power range showing the real andginary part of the admittance
is depicted in Fig._3.19
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Fig. 3.19 DFIG mathematical model validation. Pout=0.25 pu, Qout=0pur = .. s = 1 pu and
aq.=0.1 pu

The frequency sweeps performed in PSCAD show a very goodragréevith the curve obtai-
ned using the linearized model. For the considered parasmete DFIG is shown to exhibits
a zero-crossing on the imaginary part of its admittance enftbquency range (36 Hz - 38 Hz),
meaning that the DFIG exhibits a resonance that falls in tifssyschronous frequency. In ad-
dition, the real part of the input admittance has a negatiee/for most of the subsynchronous
frequency. This indicates a potential risk of undampedilasicn in these range of frequencies.

3.5 Frequency-domain analysis for DFIG admittance

In Sectior 3.4, the admittance modeling for the overall DEitbine has been presented. The
method has been proven to be an efficient approach for obtgpihe frequency-domain based
admittance model.

The DFIG mainly comprises of an induction generator withveoters. Its behavior is there-
fore influenced by the behaviors of the induction generatdr@nverters collectively. To just
evaluate individually the various subsystems and arrive ¥able conclusion is not feasible.
However the same approach can be used to identify systemmptaes and conditions that affect
the various subsystem frequency response. Initially,rtfleence due to the induction generator
is evaluated from an input admittance point of view.

3.5.1 Influence of induction generator

To evaluate the influence of the induction generator onlyttie analysis carried out in this
section, the converters are not considered and the rotbors-sircuited. Thus, the WRIG acts
as a squirrel cage induction generator. This is a justifiegbfication as the aim is to alienate
the effect of the induction generator from the one of the eoay.
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Fig. 3.20 Frequency domain input admittance of induction genetgtet 1.1 pu

From the transfer function matrix description for the WRIGegivin (3.45), the admittance for
the WRIG looking into the stator can be expressed as

is = Y[Gvs (3105)

whereY ;¢ = M "M, 1 : 2,:]. As the induction generator is symmetric in nature, the &lmi
ance can be extracted using a similar approach ds inl (3.BR)dE3.20 shows the admittance
plot for the induction generator that has a rotor electrsgged corresponding tg. = 1.1w;.
The induction generator input admittance presents a vegatal part for a range of frequencies
below the synchronous frequency. This indicates that thedtion generator is non-passive.

To analytically elaborate this, the steady-state equitadgrcuit for the induction generator
using thel- representation depicted in Fig. 3121 is considered. Tha téindicates the slip
term due to the slip associated with the rotor speed of mtatiere, the input impedance is
used to draw conclusions as the slip term can be interprei@dimplified manner. In frequency
domain, the slip term can be expressed as

/ s — jwr

s = (3.106)

S

wherew, is the rotor electrical angular frequency. From the egenttircuit (see Fid. 3.21),
the impedance for the induction generator can be writteth@rs-domain ) as

Zae(s) = Ry + (% + SLR> //sLy (3.107)

As the magnetizing inductance of the machine is much lakgar the rotor inductancé ¢, >>
Lg), the parallel branch can be neglected and the above exmness be further simplified as

Zc(s) = Rs+ sLr + % (3.108)
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Lr Rs

Fig. 3.21 Steady-stafie- model equivalent circuit of an induction generator

Evaluating the relation il (3.108), there exists a tdtmthat under the given assumptions, is
frequency independent. The second tei results in a positive-complex impedance that con-
tributes to the imaginary part of the induction generatgreshance. The third term, constituting

of the ratio of the rotor resistanc®r and s’ is the one attributing to the observed negative
real part of the input admittance. For a fixed rotor speednggative value increases as the
frequency approaches the synchronous frequency

wr=1.1 pu

w = 1.05 pu

10 20 30 40 50 60
frequency [Hz]

Fig. 3.22 Frequency domain input admittance of an induction generatoafi@dwotor speedv,=1.05
pu (blue curve) and;.=1.1 pu (red curve)

To observe the influence of the rotor speed, the impedandeeafeénerator for two different
rotor speeds is plotted in Fig._3]22. It can be observed Hwattirve with a higher rotor speed
exhibits a lower negative resistance. This is associatéd the fact that as the rotor speed
increases, the terfr’| get larger resulting in lower values &;ti

3.5.2 Influence of rotor-side converter

The impact of the rotor-side converter on the risk of SSCI heenlreported in a number of
works available in the literature, such asl[52-54] to nameva The admittance plot of the
WRIG together with the RSC is shown in Fig. 3.23. For this analythie outer-loops have been
neglected, meaning that the admittance is as the one deny@&db3). Note that the obtained
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Fig. 3.23 Frequency domain input admittance of an induction generator wittrent controller based

voltage source attached to the rotor. Closed-loop bandwidth for thentaoetroller,a..=1.0
pu.w,=1.1 pu

transfer function is still symmetrical. The system showsegative real part throughout the
entire subsynchronous frequency range. Comparing thet negthl the plots in Fig[3.20, it

can be observed that a higher negative real part occurs ketimtlusion of the RSC current
controller.

Consider the rotor voltage equation generated by the cucoatitoller presented i (3.47)

Ui (5) = e (5) (18 () = 17 ()) + junLilg? () + Hyp (s) €3t} (s)  (3.209)

=emf

For ease of analysis, the feed-forward term involving theklBMF is neglected. Assuming
o\ — ) (37109) results in

vt (8) = Foe (8) 15" (5) = [Feeur () = 1 Mag) " (s) (3.110)

where;jM,, is the controller decoupling term. Moving the analysis te $fationary reference
frame, the above expression can be rewritten as

VR (s) = Feer (s —jws)ig (s) — [Fcc,R (5 — jws) — jqu] ig(s) (3.111)

From (3.111), the current controller can be expressed bitagesource..r = F..r (s — jws) ig
behind an impedancg.. i (s) = [Feer (s — jws) — jMa,). Fig.[3.24 shows the steady-state
equivalent circuit representation of an induction ger@raftith a rotor-side current controller.

From an equivalent circuit point of view, the inclusion o&ttotor-side current controller re-

sults in a frequency dependent complex impedance in sefiesawoltage source. Therefore,

comparing the result for an induction generator (shown in[8i20) and an induction generator
with a current controller (shown in Fif._3]23), the consems of having a current controller

leads to a more negative for the latter. In addition, acewytth (3.111), the complex impedance
(Z...r) is influenced by parameter selection for the controller.
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LR Rs

—

LM % = ZG,cc

Fig. 3.24 Equivalent circuit diagram of an induction generator with edroentroller based voltage
source connected to the rotor

Variation in rotor-side current controller bandwidth

Recalling that the RSC current controller is a proportionakaaler with gaink,, .. = o rLg,

its impact can be evaluated by considering the closed-loomot controller bandwidth,.. .
As the aim is to evaluate the weight of this parameter on thetindmittance behavior for the
DFIG subsystem, the overall input admittance model of thé@¢.e., including all control
loops) derived in Sectidn 3.4, is considered for the anslysgurd 3.25 shows the DFIG input
admittance for different values of.. .
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Fig. 3.25 DFIG input admittance for varied RSC current controller banttiwig> varied from 1 pu to
3 pu
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Here, a constant output power correspondin@sg = 1 pu and@,.; = 0 pu is assumed. The
closed-loop current controller bandwidth for the GSC isteet.. ; = a.. r. The outer power
controller gain is held at, » = 5 pu with an integrator time constant correspondind@ite =
0.2 sec. The loop bandwidth for the dc-link voltage con&oi$ ;. = 0.1c. s pU.

The presence of the outer control leads to the fact that thetiechce matrixy, ., is asym-
metrical. Assessing the impact of a control parameter onnjiet admittance behavior is not
straightforward. For this reason, a difference comparett tie analysis carried out in the
previous section, it is needed to investigate all compaehthe matrix. For this purpose,
the criterion based on power dissipation of asymmetricalesy presented in [34] is adopted.
Consider a generic system where the complex current andyeofthasors are related through
complex admittanc& (jw). The input active power can be express&l as

P =Re[vi"] = % [vPi4i"v]

(3.112)
=vH [Y (jw) + Y (jw)] v
For the sake of simplicity, the matrix expression can be itésvr as
. H ain a2
Y (jw)+Y" (jw) = [ } (3.113)
21 (22

air = Yaq (jw) + Vg (jw) = 2Re {Yaq (jw)}
22 = Yo (o) + Y5 (jo) = 2Re {Yy ()}
asn = Yyq (jw) + Yia (jw) = ai,

According to [34] [55], the matriXY (jw) is positive definite ifY (jw) + Y (jw) > 0, the
system is dissipative. The above holds if the eigenvalue¥fgjw) + Y (jw) are both posi-
tive for Vw. Taking the determinant of the characteristics polynoraral equating to zero, the
corresponding eigenvalues can be expressed as

det [)\I -Y (ja)) — YH (]w)] = )\2 — A (CLH + CL22> + a11a92 — ‘CL21|2 =0 (3114)

solving for \ in the above expression yields to

1

)\1’2 = 5 ((CLH + CL22) + \/((111 — CL22)2 + 4 |a21\2) (3115)

2the superscripf indicates the hermitian conjugate for the matrix
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Fig. 3.26 Impact of RSC current controller bandwidif, . a.. r = 1 pu (@reer), a.. r = 2 pu (blue)
andac.r = 3 pu (red). A\, (upper plo), A, (lower plof)

Using equation from{3.113)-(3.115), and replacing Yhevith Yy ;1. the A, », for three dif-
ferent value of the RSC current controller bandwidih. (z), is depicted in Fig. 3.26. From the
figure, it can be observed that the frequency range where Bi& Bxhibits a non-dissipative
behavior increase with,.  value. From the plots, it is evident that the system presesksor
poorly damped oscillation for frequencies below nominatfrency (50 Hz).

Variation in rotor-side converter outer-loop controller p arameter

In general, the impact of the outer-loop power controller lba considered to be a critical issue
during modeling. The outer-loop RSC controller introduces-tinearities in the DFIG system
derivation (as can be observed from Secfion 3.4). As the pewgression is known to affect
the dc-link controller, this propagates to create an unsgtrical input admittance matrix. The
asymmetry plays a major role in the selection of analysishogto assess the system stability.

In [20] [21], the outer-loop controllers for the RSC and GS®@ehkheen neglected. As a result,
the DFIG model could be drastically simplified and the analgsuld be based on the classical
Nyquist criterion. In this part, the impact of the outerfiopower controller parameters for the
RSC is evaluated and the obtained frequency response is sh&ign[3.27. For this case study,
the integrator time constant; , = T; ¢, has been varied from the orignal value of 0.2 sec. From
the result, it is evident that the impact of the speed of respof the outer-loop power controller
on the DFIG admittance is negligible.
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Fig. 3.27 DFIG input admittance for varied RSC outer power loop controller tiomstantr; ,,. T; ,, =
0.1 secgreen curvg, T; , = 0.2 secflue curvg andT; , = 2 sec (ed curvg

Similar conclusions can be drawn when investigating theaichpf the integrator time constant
on the power dissipation properties of the system. Figut8 S8hows the trend of the frequency
response of\; and\, for the three time constants considered in Eig.13.27. Thesdts can be
used to support the assumption of ignoring the impact of therdoop power controllers when
assessing the system stability.
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Fig. 3.28 Impact of RSC outer power loop controller time consfanpt 7;,, = 0.1 sec green curvg,
T; p = 0.2 secplue curvg andT; , = 2 sec (ed curve. \; (upper plo), A, (lower plof)

3.5.3 Influence of grid-side converter

In this Section, the influence of the different control lodpat govern the GSC on the input
admittance of the DFIG is investigated.

Variation in grid-side current controller bandwidth

Similar to the RSC, in this section the GSC closed-loop cuentroller bandwidth is selected
as a variable. Fig. 3.29 shows the frequency sweep of theD&#& input admittance consid-
ering three different values of.. ;. A constant output power o?,,; = 1 pu and?,,; = 0 pu are
assumed. The closed-loop current controller bandwidthferRSC is held constant at. r =

1 pu whereas the closed-loop bandwidth of the GSC is variggidsn 1 pu and 3 pu. The RSC
outer power controller gain is held &f » = 5 pu with the integratof; » = 0.2 sec. The closed-
loop bandwidth of the dc-link voltage controller is setitg = 0.1 pu. The frequency sweep of
Fig.[3.29 shows minimal influence, both on the real and imagicomponents of DFIG input
admittance characteristics, in the subsynchronous fresyueainge. The same conclusion can
be reached from evaluating of the wind turbine’s power gdeison capabilities, as shown in

Fig[3.30
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Fig. 3.29 DFIG input admittance for varied grid-side current controlled@adth. Real componenigft
plot), imaginary componentseft plot). a.., s varied between 1 pu to 3 pu.
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Fig. 3.30 Impact of grid-side current controller bandwidth (jw) (left plot), A\ (jw) (left plot). o, f
=1 pu (ed), ac.,r = 2 pu plue) anda. s = 3 pu @reer).

68



3.5. Frequency-domain analysis for DFIG admittance

Variation in dc-link voltage controller parameters

The final step in evaluating the effects of the controllerapaeters on the DFIG impedance is
to investigate the impact of the dc-link voltage controlfesr this purpose, a frequency sweep
of the DFIG input admittance with varied,. is depicted in Fig[.3.31. The RSC and GSC
current controller bandwidth are held constantats = a..; = 1 pu. According to Fig. 3.31,
a very small variation is observed, in thg ;¢ 0 andYpriq 4 Of the DFIG admittance (in
the frequency range, 10-40 Hz) as the dc-link controlleec theq- component. A higher
aq. Value results in a less negative real part for¥hg ;. ,, component. However it should be
noted that as compared to the impact of the RSC current ctertb@ndwidth, the impact of the
dc-link voltage controller can be considered to be insigarii.
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Fig. 3.31 DFIG impedance for varied dc-link controller bandwidtly. = 0.1 pu (blue) andyy. = 0.2
pu (red)

The system is evaluated from a power dissipation point afweFig.[3.32. From the obtained
results, it is possible to conclude that the loop bandwidtthe direct voltage controller has
a negligible impact on the stability. However, as shown_if][3he direct voltage controller
directly impacts the system behavior depending on the titireof the active power flow. Based
on this fact, the impact of the dc-link controller when thelBGRs operated in the subsynchro-
nous speed operation i.e. the GSC operates as a rectifiehenglvaluated in the next section
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dealing with the influence of operating condition.
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Fig. 3.32 Impact of dc-link voltage controller bandwidtly,. = 0.1 pu (blue) andvy. = 0.2 pu (red)

3.5.4 Influence of operating condition

Energy harnessed from wind generation units varies thrdongh due to the variable nature of
the available wind speed. Therefore the power generated Wimd also varies in a somewhat
proportional manner with the available wind speed. The athge of employing a variable
speed wind turbine is mainly for the purpose of capturing #mergy over a wider range of
wind-speed. In case of a DFIG based wind turbine, this is mptished by proper control of
the BTB converter. At a low wind speeds, when the turbine iatal speed (electrical speed)
is beloww, (here referred to as subsynchronous speed range), the GS&tegpas a rectifier
supplying power from the grid into the rotor. On the other dhaat high wind speeds, when
the turbine electrical rotational speed is abaxe(supersynchronous speed range), the GSC
operates as an inverter pushing power into the grid. In tealte presented in the previous
sections, the analysis has been carried out under the agsartiat the turbine is operated in
the supersynchronous speed range. In this section, relatsg with subsynchronous speed
range are presented.
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Fig. 3.33 Mechanical power verse wind speed at rated rotor speed

According to [45], the impact of the wind speed can be diyealated to the input mechanical
power as

1
Prcen = _pAGC ()\7 6) w
2 (3.116)

Wy Ty
w

A\ =

where(,, is the coefficient of performance, is the pitch angle is the tip-speed ratio and
w is the wind speedw, represents the rotor speed on the low-speed side-argdthe plane
rotor radius.p is the density of the air and, represents the area swept by the rotor. Detailed
description of [(3.116), is beyond the scope of this work. Eesv, as shown in [45] a typical
trend is used to illustrate the relationship between thetimpechanical power and the wind
speed (shown in Fig. 3.83). As it can be observed, the inpthiéavind turbine has a fairly
linear relation up to a certain wind speed limit; beyond tiist the pitch of the blades are
controlled to limit the input power to the rated value.

Returning to the analysis at hand, the impact of the variatfdhe wind speed (here represented
through the variation of output power,,;), on the input admittance of the DFIG is shown in

Fig.[3.34. The reactive powé),,; is controlled to O pu. Both the RSC and GSC current cont-
roller loop bandwidth are set ta.. = ... ; = 1 pu. The outer power controller parametess

=5 pu andl; p = 0.2 sec are considered. The dc-link voltage controlleseadeloop bandwidth

is set toa,. = 0.1 pu.
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3.5. Frequency-domain analysis for DFIG admittance

= 0.75 pu, show minimal variation for all the four componeuritshe DFIG admittance matrix.

It can be noted thak,,; = 1 pu andP,,,; = 0.75 pu correspond to operation at supersynchronous
speed, where the variation in the rotor speedetween the two output power is 0.01 pu. The
result is justifiable, as this variation (although insigrafit) can be associated to the frequency
dependent slip term. Fdt,,,; = 0.25 pu, corresponding to operation in the subsyncronoesd
range, the input admittance presents a more negative reainpthe frequency range from
5-45 Hz. This can be attributed to the operation in subsymabus speed range associated
with a lower value ofw, that affects the slip term. In addition to the slip term, @ten in
the subsynchronous speed range (as mentioned in the psestagection) corresponds to the
operation of the GSC as a rectifier. Figlre 3.35 shows the dinplaoperating point on the
ability of the DFIG to dissipate the power. From the resulis possible to conclude that for
decreased output power from the DFIG, the risk for poorly padregion increases.

As the direct-voltage controller differently impacts thhequency response of the turbine de-
pending on the direction of the active power, it is of intétesunderstand how,. affects the
Ypric.qa(s) when the DFIG is operated in the subsynchronous speed rernge. Fig.[3.36 it
can be observed that the impactof on theYprr¢ ,4(s) component of the input admittance is
more pronounced as compared with the result in[Fig.]3.31.iMpact of this parameter using
A1 2 for the rectifier operation of the GSC is depicted in [Fig. BsBdwing that a reduction of
oy Slightly improves the power dissipation capabilities a# thrbine.
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Fig. 3.36 DFIG input admittance for varied dc-link voltage controller bantiwiia the subsynchronous
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Fig. 3.37 Impact of dc-link closed loop controller bandwidif,, at P,,; = 0.25 pu.aig. = 0.1 pu (red),
agq.= 0.2 pu (blue)
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3.6 Conclusion

This chapter focused on establishing an understanding @mtideling and behavior of the
DFIG wind turbine system used in this thesis. The differeahponents building up the wind

turbine have been explained. A section aiming to createdlesof the control system used for
the DFIG wind turbine has been presented. On the basis ofhaigtion provided, derivation

involved for admittance model development has been covétesldeveloped admittance model
adopted a modular approach that breaks the DFIG turbinesmadler subsystems, which can
later be interfaced with each other to build the completeegaior system.

Further, the developed admittance model has been used itsggits into the behavior of the
DFIG wind turbine generator unit. Frequency response obtitained admittance for various
controller parameters and operating conditions has bexsepted. As the obtained admittance
model involved MIMO transfer function matrix, the frequgmesponse of the admittance ma-
trix cannot provide conclusive result regarding DFIG bebavor this reason, an approach that
evaluates the system behavior based on its ability to ditsipower has been adopted during
the analysis. From the analysis, it has been concludedhbdbtiowing conditions influence
the impedance behavior of the DFIG subsystem

1. The closed-loop bandwidth of RSC current controller. Tiyhér the RSC closed-loop
current controller bandwidth, the lower the power dissygabehavior for the DFIG tur-
bine.

2. The amount of active power generated by the DFIG. The manepis produced by the
DFIG, the less negative the power dissipative capabilit@® the DFIG turbine.

3. The closed-loop bandwidth of dc-link voltage controllEine impact varies whether the
GSC converter is operated as a rectifier or as an invertes.dhown that for the GSC
operated as rectifier a small variation has been observed pawer dissipation behavior,
where a lower controller bandwidth improves the DFIG bebavi
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Chapter 4

System Representation

4.1 Introduction

In Chaptef B, the DFIG turbine admittance and its frequenegaio behavior have been evalu-
ated. It has been shown that the DFIG has a non-dissipathevim, which depends on differ-
ent control parameters and the operating condition. Indiépter, the modeling and analysis is
extended to include the DFIG farm with the collection systerd the transmission grid.

4.2 Investigated system overview

A single-line diagram of the investigated power system iswshin Fig.[4.1(d). The system
is developed from the IEEE FBM, where the synchronous gemeisateplace with a 100 MW
DFIG based wind farm. The wind farm is represented as an ggtgenodel of 50 wind turbines,
where each wind turbine is rated 2 MW. The 2 MW DFIG model useatiis work is based on a
generic model that was verified against a 2 MW wind turbintaited at T\daker, Sweden [49].

It is based on the parameters of this 2 MW wind turbine thattigregate model is developed.
The wind farm is then connected to an infinite bus via a 161 kié¢seompensated transmission
line. In this thesis, the point where the feeder bus (PCC bEgiid.1(a)) meets the low voltage
side of the grid transformer is referred to as the PCC. The sabiighe parameters for the
aggregated model are presented in Tdblée. 4.1
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Wind Farm PCC Bus _
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Fig. 4.1 (a) Single-line diagram of wind farm connected to a series-cosapesh transmission line, (b)
single line diagram of a wind turbine unit.

TABLE 4.1. PARAMETERS OF THE100 MW AGGREGATE MODEL

Rated power 100 MW
Rated voltage 33 kV

Xis 0.158367 pu
Xm 3.8271871 pu
Xir 0.065986 pu
R, 0.0092417 pu
R, 0.0075614 pu
Xy 1.055 pu
Ry 0.1055 pu
Clc 2.45 pu

4.3 Wind farm representation

Through the years, various methods for wind farm repretienthave been proposed, which
are valid for various types of application. To study the all@mpact of the wind farm on the
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power system, it is common practice to use aggregate mdskli§37] [58]. Different methods
for aggregation have been proposed through the years.diséition, the different aggregation
methods are summarized.

4.3.1 Detailed model

This method involves detailed models of all wind turbined aallection system, which include
internal cables, within the wind farm. Wind speed driving thfferent wind turbines within the
wind farm varies. As a result, the response of the individvial turbines is different. In addi-
tion, the wind turbines are geographical located at diffelecation. This affects the impedance
of the cable connecting the wind turbine to its respectieslés. The detailed model takes into
account these factors. Another factor might be that the ¥and consists of wind turbines from
different manufacturers that differ in parameters and r@bstructure. This method presents a
very accurate representation for the system under inagiig However, in case of large wind
farms, involving numerous wind turbines, the detailed nhquesents a high order model that
is computational cumbersome.

4.3.2 Full aggregated model

In this modeling approach, all wind turbines in the farm aggragated into a single equivalent
wind turbine model. The aggregated model is assumed togeptre¢he response of the entire
wind farm at the PCC. In this approach, all wind turbines witihie wind farm are assumed to
receive identical wind speed and hence operate at the saenatioyg conditions. The losses are
also aggregated. The equivalent generator rating is equbketsum of the rating for the indi-
vidual wind turbines in the wind farm as expressed.inl(4.he &dvantage with this approach
is that a simple mathematical representation of the systambe obtained. This method gives
an effective representation if a regular wind speed distioim is assumed during modeling.
For irregular wind speed distribution, the disadvantage in estimating the equivalent wind
speed so that the collective response of the wind turbimes the farm matches the equivalent
response of the aggregated single turbine model.

St =Y _ S Po=Y_ P, (4.1)
j=1 j=1

4.3.3 Multiple wind turbine aggregated model

In the multiple wind turbine (MWT) aggregation approach, #ssumption is that all wind
turbines facing the same wind speed and/or operating ataime ®perating condition are ag-
gregated together using an equivalent aggregated modellektion of this aggregates are then
used to replicate the behavior of the wind farm. This metisagtivantageous in modeling wind
farms in a multi-vendor system, where there exist diffeesria system parameters and control

79



Chapter 4. System Representation

structure or more general, dynamic behavior. Even in a simghdor system, with identical
wind turbines installed, this method offers a good balareteveen a full aggregate model and
the detailed model. This approach will further be used tduata the aggregation method used
in the investigated system.

4.4 DFIG and collection system admittance

In Chaptef B, the input admittance of the aggregated DFIG wgertbrator has been presented.
To generate an equivalent model of the wind farm as showngn£&ll (a), a representation

for the collector system has to be incorporated. In the silosethat follows, a representation

for the collector system is first presented. The obtainel@ctdn system representation is inte-
grated with the DFIG model (from Chaptér 3), to obtain a genexilial model that serves as a
building block for the wind farm model in Fig. 4.1 (a).

4.4.1 Collection system representation

The collector system, in the context here, is the internialeceiom the individual wind turbine
to the feeder bus (PCC bus). In the configuration shown in[Elly.there existsV number of
radials consisting of. wind turbines. Considering a schematic for one radial (shiovifig.[4.2

), there exists two types of cables: a cable connecting thed wirbine to the radial point and a
cable connecting the radial point to the feeder bus (or the p&) at the low-voltage side of
the grid transformer. Table 4.2 presents the parametetbdarollection system with ac cable 1
referring to the cable connecting the wind turbine to thealad

z R.eq z radial
- [

Cable 1 Cable 2

(@) (b)

Wind turbine radial

Fig. 4.2 (a) Single-line diagram of for one radial , (b) single line equivialepresentation for the circuit
in (a).
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TABLE 4.2. PARAMETERS OF THE COLLECTION SYSTEM
Nominal power 100 MW

Nominal voltage 33 kV
ac cable 1
R.1 0.193Q/km
L. 0.475 mH/km
Ce 0.132uF/km
ac cable 2
R.» 0.037Q/km
Leo 0.341 mH/km
Cep2 0.252,F/km

Under the assumption that the currents from the individuativiurbines are identical, the total
current from the radial can be expressed as

Ipeqg=h+ L+ ... +1pa+1In=ml (4.2)

Considering the voltage drop across each cable impedance as

AUZl = ]1Z1 = IZl
AUZ2 = (Il + ]2) ZQ = 2]Z2
(4.3)
AUZm—l = (Il + [2 + ...+ Im—l) Zm—l = (m - 1)1Zm—1
Avg, =L+ 1+ ...+ 1) Zn =mlZ,

the power loss across each impedance can be approximated as

ASpz =Dvy IF = LI 7, = 177, = I’ 7,
ASp g, =Avg, (IF+ 1) = (L + L) (IT + I3) Zy = 2°1° Z,
ASp iz, =Dvg,  (If+ L+ 0 )=+ L+ .o+ L) (5 + 15+ L)) Zina
=(m—1)°1*Z,_,
ASpz, =Dvg, (It + L+ .. 05) = (L + Lo+ .+ 1) (I} + I3 + .05 Zy = mMPT? Z,,
(4.4)

Under the assumptiofy ., = m/, the equivalent power loss can be further simplified as
ASL,eq =TI (Zl + 2222 + ...+ (m — 1)2 L1+ TTL2Zm)

ASpeq =1 p*Zy =1} ) Zreq

p=1

(4.5)
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From (4.5), the equivalent cable impedance can be approsdes

- 2

207

p=1
Zc,leq - m2

(4.6)

In terms of passive components, the equivalent parameaténdocable between the wind tur-
bines within a radial can be expressed. as [56]

> P (R, + X)) m
. =1
Rc,leq + ,]Xc,leq =1 2 ) Bc,leq = E Bp (47)
p=1

m

whereR, ., and X, ., are obtained using the parameters given in Table 4.2. FrgmdE2(b),
the equivalent model of a collection system (for a radialulslaequire twoll representation
that are series connected. This would increase the ordeaabf eadial in the system by five.
However, since the contribution of the collection systerméince in relation to the DFIG
turbine is comparatively small, further simplification teetcollection system equivalent model
asin[4.8)is consideré

Zcol,eq = Zc,leq + Zc,2eq Bcol,eq = Bc,leq + Bc,26q (48)

whereZ, 5., and B. 5., are equivalent parameters 8y, in Fig.[4.2(D). As radials combine
to build the wind farm model, the assumption[in (4.8), redutte order of the system by two
for each radial. The obtained collection system model usimgquivalentl] representation,

With Zeop.eq = Reoteq + 7 XcoLeqr 1S Shown in Figl4R.

R . +X
Bcol eq—— coleg” coleq__| %@q
2 -1 -1 2

Fig. 4.3 Equivalent circuit for one collection system within a wind farm.

4.4.2 Combined DFIG and collection system

In this section, the DFIG model with terminal voltages,v; 4,) as inputand currents;(,q,i; 4,)

as output has to be combined to obtain the radial represemtdthe current from the DFIG
model serves as input to the collection system equivalemtelm@®ne problem in the system
modeling is that when later in this chapter the wind farm eyystill be integrated with the

1For a single radialZ; 2eq = Re2 + Xc2 and B 2., = B, 2 using parameters from Table. .2 scaled to the
rating of the radial.
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4.4. DFIG and collection system admittance

model of the series compensated transmission line, ther haitl be characterized by an im-
proper transfer function matrix. As a workaround, one ofghent elements of the model of
the equivalent collection system model is considered astapthe grid impedance model. As
a result, the schematic depicted in Fig.l4.4 is considerethéowind farm side. The combined
system therefore has voltage at the shunt branch as inptiharmdrrent flowing througlt,; .,
as output (shown in Fi@. 4.4)

I
Zcol,eq -4

C

DFIG Bcol,eq

Fig. 4.4 Equivalent schematic for one radial with collection system modetseptation.

Based on Figl_414, the collection system impedance model eantegrated with the input
admittance model for the DFIG and represented in state gsace

/ / 0
ADFI/G Bpria Cereq 0 0
Aradial = BcR,eq CDF[G AcR,eq _BCR,eq CR,eq ) Biadiat = B
R,eq (49)

0 BR,eq C(cR,eq AR,eq
Cradial = [ 00 CR,eq ] ) Dradiar = 0
with
o _wB 0
AR,eq _ Rcol,equ Ws :| aBR,eq _ [ Xcool’eq o ] :

—Ws _Rcol,equ Xeol.oq

10 0 0
CR7€q: O 1:|7DR,6q:|:0 0:|

1 0 0 0
aCcR,eq:|:0 1:|) DcR,eq:|:0 0:|

[0 ws B oo
AcR,éQ = s BcR,eq = e 2wp

where A} 1o Bprrar Cpric @and Dy are the state space representation¥oy,.,,. The
combined model of the DFIG and the collection system hereeggmted using state-space ma-
trices A, qdgial »Bradial » Cradia @NAD,.q4;1 SEIVES as building blocks for the wind farm model.
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4.4.3 Multiple wind turbine aggregate model of wind farm

Prior to this sections, the wind farm has been modeled usisggle-aggregate wind tur-
bine model connected to an equivalent collection systemetddis assumption has been
commonly used in the analysis of SSCI in most of the works alitgl in the literature, such
as [15], [59] [60].

col,equx ol,eql
col.eq.

I_I
[b l R quBJXcolecB
Beoe
DFIG —‘|j

Fig. 4.5 Schematics of wind farm model with multiple aggregate model

However the full aggregated model, as mentioned earlierjtedimitation in representing the

wind farm, for example when turbines within the wind farm apbjected to different operating

conditions. From Sectidn 3.5.4, the operating point plagsgor role both on the input admitt-

ance and the power dissipative behavior of the DFIG turbindeh Based on this, the MWT

modeling approach, where wind turbines facing similar apeg condition can be aggregated
together, appear to be a better modeling alternative, altptine representation of the impact of
wind turbines with different operating conditions on thaetgyn dynamics.

For the purpose of explaining the MWT model development, thviarm has been divided
into three sections (each represented by a single aggyegasbown in Fid. 4]5. The equivalent
collection system is divided in a similar manner among thedlaggregates. Each subsystem
has input and output that are interconnected to generateHeetive input and output variables.
As the sum of the current from the different radials givestttal current from the wind farm,
the wind farm model can be derived as
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4.5. Frequency-domain analysis for multiple wind turbiggr@gated model

Aradial,l 0 0 Bradz'al,l
Afarm = 0 ATadial,? 0 ) Bfarm = Bradial,?
0 0 Aradial,i% Bradial,B (4 10)

Cfarm = [ Gradial,l Cradial,Q Oradial,3 ] 7Dfa7’m =0

where thed represent matrices of zeros with their respective sizehduld be noted that with
this approach, the modeling becomes very modular, as eliftdypes of DFIG wind turbine
can be inserted to diversify the wind farm model. This is efajradvantage when employing
such an approach. For the sake of clarity, a model consisfitigree radials has been used in
this section. However, the approach can be extended tonsysith higher number of radials.
It should be kept in mind that the order of the model would @ase with increased number of
radials.

4.5 Frequency-domain analysis for multiple wind turbine ag-
gregated model

In previous sections, model representation using aggrddaFIG turbine and corresponding
equivalent collection system has been combined to genaraidial equivalent model represen-
tation. As a demonstration, an example case (using thréa)aths been used to illustrate the
process of obtaining an equivalent multiple-radial windhfaepresentation using the equiva-
lent radial representation. In this section, frequency aiorbased evaluation has been used to
investigate the impact of using a single aggregate turbiodain(equivalent to a single aggre-
gate radial rated to the wind turbine capacity) versus aipteltvind turbine aggregate model
(MWT, having a multiple number of radial aggregates).

4.5.1 Influence of operating condition on MWT aggregated model

In this section the influence of operating point on MWT aggtedanodel is discussed. Initially,
a single aggregated wind turbine model including its edaiMacollection system generating
output powerP,,; = 0.395 pu is depicted in Fig._4.6. In the same figure, plotsdgia blue
dashed curve, result obtained using the MWT approach widetradials each producirg,; =
0.23 pu,P,,; = 0.3 pu and?,,; = 0.65 pu is shown. The reactive outppy,; = 0 and parameter
for tg%%FIG aggregate turbine are maintained as in the iapmittance plot presented in
Fig. .

°Note that, in FigL 416, the collection system impedancedkisted in the admittance model
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Fig. 4.6 Input admittance to a single aggregate (full aggregate) wind fardelme three radial MWT
aggregate modeF,,; = 0.395 pu blue dashejifor the full aggregate modeF, ;1,1 = 0.23
pU, Pradiar,2 = 0.3 pu andP,,qi1,3 = 0.65 pu of the rated radial power of their corresponding
radial for MWT model (ed curve. o gr = 1 pu

!

The impact of the aggregation is visible both in ff‘ijgt’dd andY,, . terms, where the three
radials modeldashed blue curyeas compared to a single aggregated maeel ¢urve, shows

a more negative real part. To evaluate the effect of aggmegan the behavior of the wind
farm, the frequency response bf, for Y,,; described in Section 3.5.2 is plotted in Hig.14.7.
The negative real part for the model with three radials MWThisréased compared with the
full aggregated model. The reason can be associated witbhihiee of output power for the
respective radials set at 0.23 pu, 0.3 pu and 0.65 pu. TheHata majority of the radials is
operated at subsynchronous speed affects the overalladputtance for the wind farm, which
in the case of a single aggregated model can be representgpdtins average power from the
wind farm.
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Fig. 4.7 Impact of aggregatio,,; = 0.395 pu blue dashejifor the full aggregate modeP, 4011 =
0.23 pu,Prqdiar,2 = 0.3 pu andP,.,qq1,3 = 0.65 pu of the rated radial power of their corresponding

radial for MWT model (ed curvg. a...gr = 1 pu
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Fig. 4.8 Power curve for DFIG wind turbine considered.

In general case, based on the available wind speed, the D& twrbine uses the optimal
tracking strategy to extract the maximum wind energy, whickuld follow the blue curve
in Fig.[4.8. This curve has different section from low-wingesd to high wind speed. In the
subsynchronous speed range, there exist a part where addigge in speed results in a jump
of output power. After a point, there exists a section wheraration in the wind speed.() has
little effect on the output power. A third section exists whéhere is a sudden jump of output
power. Finally there exists wind speed beyond which the wyppwer is fixed to rated value
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(referred to as stall condition). In the example considéndeig.[4.6 and Fig._417, the use of a
full-aggregated model leads to a single wind turbine mogelating in the supersynchronous-
speed range; this regardless of the fact that a majorityeoiihd turbines in the farm (66% for
the considered case), operate in subsynchronous speed.

As a result, the relation between wind speed and total oygpwer can be used as a simple
guideline for aggregation in a MWT model representation. Basethe result in Fig. 418, wind
turbines falling in the region where the power variation ngafl, the average power for this
group of wind turbines are suitable in the aggregation eeéereas for wind turbines falling
in the region where wind speed variation is small, averatiegspeed becomes advantageous.

-5
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5 y \y
y \
y N\
3
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~ —— 3 Radial
— — avg power
avg w
-5 r
5
35
= OF ‘
/\ |
7 N
/4 N\
/4 i \
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0
frequency [Hz]

Fig. 4.9 Impact of aggregation using uniform average power vs agevagl speed. A single aggregate
model using average, (purple curvg. Aggregation using three radials operate®at; = 0.22
pu, 0.25 pu and 0.45 pgd curvg and a single aggregate model using average output power
(dashed blue curye

From this, it is apparent that the choice between averagneagower and averaging the wind
speed is mainly dependent on the region of operation. Actudle of wind turbines in the sub-
syncronous speed range together with supersynchronoed spased to illustrate its impact.
A three radial wind farm model is compared with a single aggte using average power and
a second aggregate model using average wind speed. Thes @sutlepicted in Fig 4.9, where
averaging the wind speed gives a very accurate represaniadi compared to averaging the
power output because of the operating range.

So far, the dissipative behavior for the wind farm has beew @ directly compare aggregation
based on average output power or average wind speed. THieba®bserved to depend on the
area of operation for the individual radial operation. E@, assumes wind turbine operating
point that favors averaging speed over averaging outpuepolo evaluate the advantage of
using multiple aggregate model, power dissipative beldwica three radial model aggregated
based on combined average speegd @nd average output power vs a detailed model having
five radials (with distributed output power) are plotted ig./.10. As it can be observed, the
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three radial modeMolet curvg and the detailed five radial modeed curve show properties
that are very similar to each other.

5/
<
5 Radial Detailed
—— 3 Radial - MWT aggregate

-5 : :

5
N
< \] /\ rl

0 -50 0 50 10
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-10 0

frequency [HZz]

Fig. 4.10 Impact of aggregation using operating condition. Detail model wi¢éhréidials operated at
P,.: =0.23 pu, 0.3 pu, 0.6 pu, 0.7 pu and 0.9 ped(curvg verses Multiple aggregate model
with 3 radials operated &,,; = 0.265 pu,P,,; = 0.6 pu andP,,; = 0.8 pu

From the results presented, it is then possible to dedut#imaperating point for the radial can
be used to aggregate based on average power, average spemrdination of the two. Based
on the preliminary assessment on the behavior of a windriarperformed in Sectidn 3.5.4, a
significant difference is observed whether the wind turbiaie operated in the supsynchronous
speed range or supersynchronous speed range. As a reeait,be interesting to evaluate the
performance of a modeling approach where turbines facwgaimd speed can be aggregated
into one equivalent radial aggregate and turbines reagivigh wind speed are aggregated into
a second equivalent radial. Evaluating aggregation thraadjection of wind turbine operated
in subsynchronous speed and at the same time collectingtuibishes with supersynchronous
speed is compared against the detailed five radial modelrshroirig.[4.11.
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Fig. 4.11 Impact of aggregation based on subsynchrous and snpkrsgous speed. A two radial ag-
gregate model using averagg,; (blue curvg. Detail model with five radials operated &%,
= 0.2 pu, 0.25 pu, 0.45 pu, 0.55 pu and 0.65 mal (curve verses Multiple aggregate model
having two radials operated &%},; = 0.225 pu and®,,,; = 0.55 pu

The power output for the five radials is choosen to be 0.23 @ip0, 0.45 pu, 0.55 pu and
0.65 pu. Radials operated at subsynchronous speed are mhodelg a single radial having an
average output power d?,,;, = 0.225 pu and radials operated in the supersynchronousl spee
are represented using a single radial having an averageata®@fp = 0.55 pu. From the result,

it can be seen that the two radial model gives a good matcletdedtailed radial model.

4.6 Grid impedance model

The transmission line in Fi§. 4.1{a) is derived based on IEEBE for SSR analysis (see Ap-
pendix(A), with the parameters adopted to accommodate tpegated wind farm model. The
termu,.. is the voltage at the connection point to the wind faffs. and R, are the resistive
losses of the grid transformer and the transmission lirspaetively.L, and L;, are the induc-
tive components of the grid transformer and the transmiskin®, respectivelyC' represents
the capacitance of the fixed-series compensation whegegepresents the infinite bus voltage.
In reference with the symbols shown in Hig. 4.1(a), the \g#tat the connection point can be
expressed as

-(dq)

) di . .
Ugdq) = Rtotll(tdq) + Ltot dtt + ]wsLtotli(Edq) + Ugdq) + UZEdQ) (411)

with R,,;, = R, + Ry andL;,;, = L; + Lr. The dynamics of the fixed-series capacitor can be
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written as

dvl™ B li(dq)
==Y

dt C

— jwsv'd) (4.12)

C

By explicitly extracting thel andq component of((4.11) an@ (4.12), the dynamic equations for
the grid impedance expressed in terms of the grid resistidective and capacitive components
can be rearranged into state-space matrices as

o —Rtoth Wsg . )LgtB;t 0 . 1 0 . 0 0
AL‘[ —ws —Rmth}’ BL_[ 0 & | CL=lo 1] Pr=|0 o
(4.13)

The dynamics in the series compensation capacitor usitegrspace can be expressed as

[0 w [wsX. 0 [1o0 oo
o S R eV R i IR )

(4.14)

As mentioned earlier, in order to generate a proper trarigfeation for the input impedance
matrices of the transmission grid system, the equivalepacéance branch for the collection
system is included in the grid impedance model. Looking thi grid, the dynamics for the
equivalent capacitor brancB,,, .,, can be described as

Wpee _ 205 i FOR— 2wp i FBR— 2w
- ceq sYpcc T ceq sYpcc —
Bcol,eq Bcol,eq

dt Bcol,eq

(Gin — i1) — JWsVpee (4.15)

Combining (4.11) -[(4.15), the state-space expression dfldecan be derived as

AcR,eq - BcR,eq 0 BcR,eq
Agm’d = By, C1cR,eq AL _BLOC ) Bgrid = 0
0 BeCy, A, 0 (4.16)

Cyria = [ 0 0 CiRryeg } . Dyrig = zeros [2x2]

where A g ¢y, Bereg @andCer e, are as described fof (4.9). The transfer function of a linear
time-invariant system expressed in a state-space fornmganatrices[ A B CD ] can

be obtained using the equatidh(s) = C(sI — A)~'B + D. Taking into account that the
series-compensated transmission line is a linear timar@nt system, its transfer function can
be expressed as

Vpee (8) = Zrp, (8) i (5) (4.17)
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where

Z7TL,dd (S) 2714 (S) -1
Z = ’ o =C T I-A i By,
71 (5) Z7L,qd (s) ZTLqq (s) grid (s 7 ) grid
The series-compensated transmission line is symme#iiy, 44 (s) = Zrp 4q (s) aNd—Zzp, 44 (s) =
Zrrq4 (s). Thus, it can be expressed using complex transfer funcéierjd0]

ZTL (8) = ZTL,dd (S) + jZTL’qd (8) (418)

To obtain the frequency response of the transfer functiq.ifid), the variable “s” is replaced
with jw with w representing the angular frequency range of interest. drsthtionary frame

(af frame), the resonance frequency for the transmissiongified = 4 /ézt fs. The impact of

increasing the series compensation level (SCL), expressaid af X, on the input impedance
of the grid is shown in Fid. 4.12 for two values of SCL (in theatirigdq frame). The resonance
point where the reactance crosses zero tends to shift vatiaahation of the SCL.

0.04 : :
——SCL=20%
3 —— SCL=50%
S 0.035
N
[0}
14
0.03
1 : :
2 S —
= of : - s
E}
N
E 7
2 i i i i
-20 0 20 40 60

frequency [Hz]

Fig. 4.12 Frequency domain input impedance of a series compensatiomigaias line indg frame
with SCL of 20% and 50%

4.7 Conclusion

In this chapter the DFIG admittance has been combined witlctiiection system, aiming at

providing a mathematical representation of the entire viamth. The system has been further
developed to evaluate the impact of using a single aggregatke| versus multiple aggregate
model. It has been shown that the use of multiple aggregatiehgives a more accurate re-
presentation of the system. The results have been alsodextéo model the system using two
aggregate MWT model representation. Finally, a model forgheé representation has been
derived, thus providing all building blocks needed for therall system representation.
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Chapter 5

Frequency-domain stability analysis and
verification

The system investigated in this thesis has been presen@ubiptef 4, respectively. In the same
chapter, the system has been divided into two subsystemgring of the wind farm and the
transmission subsystems. A model representation for deswigd turbine has been derived,
which scaled will be utilized to represent the aggregatedwarm model. The wind farm is
rated at 100 MW with a 33 kV collection system. In this chapterquency domain analysis
will be used to assess the stability of the interconnectetesgy.

5.1 Frequency-domain analysis

Consider the system shown in Hig.|5.1, where the aggregatedifaim is connected to a series
compensated transmission line through a collection system

Wind farm

representation Grid representation

Lo C

O

Bcaol eq Series Ve

T 2 capactior

Fig. 5.1 Schematic of a wind farm connected to a series compensated traostirigsthrough a collect-
ion system

If the frequency-dependent admittance model derived ferwind farm and the impedance
given for the grid are considered, the system under coratidarcan be reduced to the equiva-
lent circuit representation shown in Fig.55.2. Varialg, in Fig.[5.2, represents the admittance
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Vit

’
I tot,eq T Ytot VB,eq

Fig. 5.2 Equivalent circuit of a wind farm connected to a series compathgiansmission line through
a collection system

Z

representation for the wind farm, including a portion of tolection system, whered§, rep-
resents the impedance model for the series compensatathissmon line with the remaining
section for the collection system. In the same figuig,., represents the Norton equivalent
current source for the aggregated wind farm &g, is the source voltage resulting from the
Thevenin’s equivalent for the transmission system. Basetherequivalent system, stability
analysis for the interconnected system can be evaluategsasilded below [35].

Based on Fid. 512, the curreht can be expressed as
[w = [tot,eq - Y;flgtvw (51)

Using Kirchoff’s voltage law, the expression for the vokatpn be derived as
Vw = UB,eq —+ ZL[ (52)
Combining [(5.1) and_(512), the expression for the curfgntan be obtained as

’ ’ -1
L, = [Itot,eq - Y;foth,t?Q} [I ' Y;toszL] (5.3)

wherel is a2x2 identity matrix. From the expression in_(5.3), it can be dmstlithat the
closed-loop stability of the system depends on the polelsmékpressiorﬁl + Yt'otZL} ~'orthe
transmission zeros df+ Y, . Z; . The above assumption is true provided tHgtis stable. Ano-
ther approach would involve the use of the open-loop exjuesE;, , 7., and the analysis of its
frequency characteristics. The later method, in this fhesould involve the use of the genera-
lized Nyquist criterion (GNC) as both the wind farm and thengraission system models are
expressed using a MIMO model. The major advantage in evatutte open-loop system lies
in the fact that the individual subsystem characteristass loe initially analyzed individually.
The obtained results can be used as a base to explain the tegtsad possible interaction obs-
erved while evaluating the combined system (i.e. when ofisgd’, ,Z;). Before proceeding
to the analysis, a short background on the GNC is given indhewing.

Generalized Nyquist Criterion
In accordance ta [61], a system represented as part of thessipn in[(5.8), with the open-loop

transfer function,, (s) is stable if the Nyquist plot of theig(G ), defined as the eigen-loci
o1 2 Satisfies the following conditions
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5.2. Frequency-domain analysis for interconnected system

e makesn, ,, number of anti-clockwise encirclement of -1 whetg,; is the number of
unstable open-loop poles 6f,; (s).

e does not encircle the -1 pointif, ,, = 0.

The eigenvalue for the open-loop system can be obtainediiyngeig (G,;) as

det [)\olI — Gol] =0

det {{ Aot 0 1 B { Gotdd Goldg }} 0 G4
0 Ay Goigi Golgq
Rearranging the above expression and solving\fpresults in[(5.5).
(Mot — Gotdd) Mot — Gordd) — GotgdGotdg = 0
(5.5)

|:(Gol,dd + Gal,qq) =+ \/(Gol,dd - Gol,qq) + 4Gel,quol,dq:|

N —

)\011,2 -

The expression in_(5.5) gives the eigenvalue for the opep-$ystens,,, indicated by\,; ; and
Aol2. FOr evaluating the stability, the frequency responsg,of and\,; » (eigen-loci of); 2),
according to the conditions stated above, should not dadine -1 point whem,, ,; = 0.

5.2 Frequency-domain analysis for interconnected system

To evaluate the stability of the system shown in Eig] 5.1 fteguency domain admittance for
the DFIG wind farm and the frequency domain impedance forsrees compensated trans-
mission line, derived in previous chapters, have been gregloThe system is separated tak-
ing into consideration the individual system stability &sctibed in Chapted 4 and shown in
Fig.[5.1. The input admittance representation includestmittance for the aggregated wind
turbine, the collection system equivalent impedance andgesleg of the shunt capacitor ad-
mittance, shown in Fig.5.2 by the symbd|,. The input impedance for the grid includes the
grid impedance together with the series capacitor and omet $bg of the collection system is
represented by the the symbd} as in Fig[5.2. The dashed box in Fig.]5.1 also indicates the
point in the circuit where the systems is separated intovleendividual subsystem. Inserting
the description above in (3.3), the line currentlincomponentsi(,4, 7.,,) can be expressed as

) / -1 /
|: z'w,d :| — [I + }/;OtZL:| ( |: ﬁtot,eqd :| _ }/tOt |: ZB,C[ :| ) (56)
w,q tot,eqq B.q

BothY,,, and Z; are MIMO representation. Hence the GNC described in Sedfidhcan be
applied to investigate any possible encirclement of -1 leyeigen-loci for\,; ; and\,; ».
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Chapter 5. Frequency-domain stability analysis and vetifina

In this section, the method described in Section|. 5.1 has applied to assess the stability of
the overall wind farm system shown in Fig. b.1. The strucfotl®ws a similar outline as in
Section[3.b of Chaptét 3, where the influence of differenapeaters has been considered. For
this section assumptions and conclusion described in@e@i% have been used to create a
guideline for the analysis and an understanding of the pnbtaiesults.

5.2.1 Influence of controller parameters on overall system stability

In Section[3.b, the impact of different controller paraenemn the wind turbine’s ability to dis-
sipate power over a specific range of frequencies has beeargesl. In the analysis, a number
of controller parameters has been considered to evaluaiteithpact on the input admittance
of the generation system. In this section, the impact ofelmgameters on the overall system
stability will be assessed. For this purpose, the impadi®@RSC current controller closed-loop
bandwidth ¢ z) is considered first. It should be kept in mind that the RSCamnircontroller is

a proportional controller with gaii’, = «.. rLg. Initially a full aggregate model will be used
in the evaluation. Figuré. 5.3 shows the plot for SCL of 20% awedrrent controller bandwidth
of aee.p =1 pu.

lm[)\ol,'IZ]

05 1 15 2
Re[)\OHZ.I

Fig. 5.3 Eigen-lociRe[Ay1 2] VS Im[A, 2] for open-loop systentr,,;. Output power of 1pu and.. r =
1 pu at a SCL of 20%.

Fig.[5.3, showsRe[ A1 2] VS Im[A,1 2]. However, it is difficult to evaluate net encirclement by
just looking at Fig[ 5.8. As a work around, the result avddah Fig.[5.3, is replotted using
Re[Aoi1.2) andIm[\,; 2] vs frequency as shown in Fig. 5.4. Using this approach, tree@ess-
ing for the Im[\,;1 2] and the corresponding frequency are visualized in a bettemer. The
reader should note that the plot is shifted in frequency tiogothe resonance in the subsynch-
ronous frequency to fall on positive values. For the resulFig.[5.4, there exist two points
wherelm[), 12] crosses zero. The first point falls at a low frequency of 2.5 d¢tzrespond-
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5.2. Frequency-domain analysis for interconnected system

ing to poorly damped poles of the DFIG turbine. The second zepssing occurs at 9.9 Hz.
The correspondinge|\,; 2] for the zero crossing frequencies of the| ), 12 is —39.74 and
—1.028, respectively, thereby ensuring that the -1 point is notreled.

5l X099 R ]

& 7N Y:0.01652 .

S of . e
~< — :
E Llx2s5 \ |

©Y:-0.072
-10 1 I
0 50 100 150

frequency[Hz]

Fig. 5.4 Eigen-loci\,;; and ) 2 vs frequency of,,; for output power of 1 pu and..r =1 pu at a
SCL of 20%.

The resonance frequency for the transmission system asluksearlier with SCL = 20%, can

be calculated using,., = ,/)ézt fs,» where X, would include the reactance of the grid trans-

former, the equivalent rotor and stator reactance for tharthe transmission grid reactance.
A rough calculation gives a resonance frequency of 9 Hz, wimdicates that the open-loop
resonance frequency closely corresponds to the subsymmisaesonance frequency. To fur-
ther corroborate the conclusion above, the closed-looesyd + Y, .Z;) transmission zeros
can be used to determine both the stability and the chaistatérequency of the oscillation.
Figure[5.5, shows the closed-loop pole-zeros map for tires@nditions as in Fi¢. 5.4.
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Fig. 5.5 Closed-loop pole-zero map tb#- Yt/otZL. Output power of 1 pu and.. g =1 pu at a SCL of
20%.

As can be observed, the closed-loop system has a poorly dapgpe around 251 rad/s that
corresponds to 40.02 Hz that has a complementary frequédreyd® Hz for a 50 Hz systdﬂn
The system stability is also evaluated using time-domamukitions in PSCAD. The simulation
model comprises a parallel line connected to the high-geltde of the step-up transformer, in
order to ensure stable operation during system start-upp@allel line is then disconnected at
t = 4 sec by operating the circuit breaker shown in the [Figl 5.6. Fef7 shows the obtained
simulation results under the assumption that the wind farproducing 1 pu active power. As
in the theoretical analysis, the reactive power from thedviarm is always controlled tQ,,,; =

0 pu. The current controller loop bandwidth is settp=1 pu. As expected from the theoretical
analysis, stable operation is obtained for the consideoatf@ and system parameters. The
lower plot shows the FFT on the total power indicating congda around 40 Hz, thereby
verifying the result obtained from the analytical analysis

INote that, the plots showinge[\oi1 2], Im[A\.1.2] VS frequency is shifted in frequency for visualization
purposes
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RL‘Z LL‘2

v _/

Circuit breaker

c infinite bus

Fig. 5.6 Schematics of wind farm used for simulation
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Fig. 5.7 Time domain simulation result for output power of 1 pu apdr = 1 pu at a SCL of 20%.

Returning to the impact of.. g, the stability of the system for increased valuecQf r =

2 pu anda.. g = 3 pu are shown in Fig 5.8 and Hig 5.9, respectively. As it carobserved
in Fig.[5.8, whena..r = 2 pu, there exist two zero crossing for the imaginary corepts
one after the -1 point and one before the -1 point. This indx#he encirclement of the -1
point, thus unstable system. The result is also in diredegent with the behavior of the wind
turbine evaluated in Fig. 3.25 and subsequently in [Fig.] 826 considered different current
controller loop bandwidth. An increased gain of the curmaritroller consequently results in
higher negative real part of the input admittance matrix gonents presented in Fig. 3125.
Interpretation of the result in Fig. 325, using power giasion capabilities of the DFIG shown
in Fig.[3.26, led to the conclusion that when increasing timeent controller loop-bandwidth,
the ability of the turbine to dissipate power decreasesahility is thereby expected when.
=3 pu.
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Fig. 5.8 Eigen-loci for\,;; and 2 vs frequency for output power of 1pu and. r = 2 pu at a SCL
of 20%.

The time-domain simulation when.. r = 2 pu is depicted in Fig. 5.10. The obtained simulation
result confirms the frequency-domain stability analysighwiscillatory frequency- 40.89 Hz.
Further the closed-loop transmission zerosKer Y;,,Z; are used to verify the frequency of
oscillation in the terminal power shown in Fig. 5.10. Thegeaéro map is shown in Fig. 5]11.

X:10.75
Y: -0.3082

10 :
5f X:10.75 o
X Y:-0.0005373

or—'m = :

—

0 50 100 150
frequency[Hz]

Fig. 5.9 Eigen-loci for\,;; and\,; 2 vs frequency for output power of 1 pu ang,. r = 3 pu at a SCL
of 20%.
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Fig. 5.10 Time domain simulation result for output power of 1 pu apdr = 2 pu at a SCL of 20%.
Observed oscillatory frequency,s. ~ 40.89 Hz
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Fig. 5.11 Pole-zero map fdr+ Yt'otZL. Output power of 1 pu and,.. r = 2 pu at a SCL of 20%.

Similarly, time-domain verification for..z = 3 pu is shown in Figl_-5.12. Again, the result
confirms the theoretical analysis. The trend where powesightion capabilities are observed
to decrease with increasedn. r can be deduced from the time domain simulation of Eig. 5.7,
Fig.[5.10 and Fid. 5.12, as the system damping at the reserii@tpiency (and thereby the time
needed to reach instability) decreases when increasing
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Fig. 5.12 Time domain simulation result for output power of 1 pu apdr = 3 pu at a SCL of 20%.
Observed oscillatory frequencj,s. ~ 41.09 Hz

The other RSC control parameter that has been evaluated ti$&c5.2, is the outer-loop
active (reactive) power controller integrator time constd; ,). From the results presented in
Fig.[3.2T and Fid.-3.28, the impact of varyiffig, is shown to have minimal effect both from the
frequency response of the admittance matrix components@amcdhe power dissipation behav-
ior of the DFIG turbine itself. In this section, time condtdn, is halved to 0.1 sec (standard
conditionT;,, = 0.2 sec) for the wind farm operating at marginal stabiliyim Fig.[5.4. The
corresponding result is shown in Flg, 5.13. The GNC anallgsids to the same conclusions
showing that the RSC outer-loop to have no impact on the systaiility. The result is not far
fetched as the DFIG turbine shows almost no variation inrggdency characteristics due to
this parameter.

10
5p - x984 e e e S
i Y:-0.001513 - ‘
<% omE__ - N
= X: 2.65 ‘ ‘
= 5|} Y:-00302. S o o .
10 ‘ i
50 100 150

frequency[HZz]

Fig. 5.13 Eigen-loci fon\,;; and),; 2 vs frequency for output power of 1 pu angd. r = 1 pu at a SCL
of 20%. Outer-loop power controller integrator time constant s&t o= 0.1 sec
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5.2. Frequency-domain analysis for interconnected system

Further evaluation dealing with the impact of the GSC cdlgrdas been presented in Sec-
tion.[3.5.3. The impact of the GSC inner current contrdibep bandwidth,c.. ¢, has been
shown to be insignificant (Fig._ 3.29 and Hig. 3.30) both onfteguency-domain input admitt-
ance matrix components and on the power dissipation beha¥iDFIG generation unit. The
impact ofa,. r on the stability of the overall interconnected wind farmteys when the GSC
current controller loop bandwidth.. ;, is increased from 1 pu (base case) to 2 pu is here eval-
uated. An output power aoF,,;, = 1 pu and@,,; = 0 pu is considered for the result shown in
Fig.[5.14. As it can be observed, the system stability is ffetted by an increase in the GSC
current controller loop bandwidth.

Ref,
J‘

IMIA1 2

Y: -0.01004 /
sl ‘

0 50 100 150
frequency[HZz]

Fig. 5.14 Eigen-loci\, 1 and) 2 vs frequency for output power of 1 pu ang. r = 2 pu at a SCL of
20%.

The other GSC parameter used for evaluation is the dc-littekge controller closed-loop band-
width, «o4.. Based on the results shown in Hig. 3.31 and Eig.]3.32, it has bencluded that
the impact ofa,. on the power dissipation of the DFIG generation system faragmon in
the supersynchronous speed range is insignificant. To @ssegact on the overall system, a
marginally stable system operated at full power at comperskevel of 20% has been consid-
ered. Figurel 5.15 shows the result for an increased dcovbitege controller bandwidth from
ag. = 0.1 pu toay. = 0.2 pu. For an increased value @f.., the system stability falls in the
stable region where both zero crossing frequency fall leefioe -1 point, thereby ensuring no
encirclement of the -1 point.
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Fig. 5.15 Eigen-locih, ; and),; 2 vs frequency for output power of 1pu ang. = 0.2 pu at a SCL of
20%.

Time-domain result corroborating the above conclusionrforeased value af.. ; anda,, for
operation in supersynchronous speed range is shown ib Fg. 5
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Fig. 5.16 Time domain simulation result for output power of 1 puapd; = 2 pu Upper plo) anda,
= 0.2 pu (ower plof) at a SCL of 20%.

5.2.2 Influence of operating condition on overall system stability

The influence of the operating condition includes both tlvellef active power output from
the wind farm and the level of series compensation (SCL). &hel lof output power is directly
dependent on the amount of wind speed incident on the wiléhywhich is variable in nature.
When it comes to the level of series compensation, this is adwaiea fixed factor as there is
a known amount of series compensation installed. Howelereguivalent impedenace of the
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5.2. Frequency-domain analysis for interconnected system

grid, as seen from the wind farm, can change due to reconfigaraf the transmission system,
thereby affecting the equivalent impedenace of the gridiased from the wind farm. As a
result, varying SCL can be used to replicate the reconfigurati the transmission system.

The investigation presented in Sectidn. 3.5.4 has showtrthlearisk for instability is higher
when the DFIG is operated in the subsynchronous speed rahgsit is of interest to evaluate
the overall system stability for low output power, where gfemerator is operated at subsynch-
ronous speed range. For a SCL of 20%, the wind farm operatadl giofver, corresponds to
a marginally stable system. The result using the GNC whenvthd farm is operated at low
wind speed of°,,; = 0.25 pu (in the subsynchronous speed range) is shown il Hig.

X:10.15
Y:-0.7705

Re[)\ol 12]

lm[)\ol,12]

¢ Y:-0.07669 \l /
-5 2 L L

0 50 100 150
frequency[HZz]

Fig. 5.17 Eigen-loci for\,; 1 and ) » vs frequency for output power of 0.25 pu angd.r =1 pu ata
SCL of 20%.

The result shown in the figure clearly indicates the enamelet of the -1 point around 10.1 Hz.
The cycle of oscillation on the output power (for the windnfasystem) is used to extract the
frequency (shown in Fid. 5.18), indicating a resonanceueegy of~ 40.5 Hz. This result is
supported as the DFIG generator system, evaluated usin@.Bf, has been shown to present
decreased power dissipation capabilities for operatiothénsubsynchronous speed range as
compared to supersynchronous speed.
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Fig. 5.18 Time domain simulation result for output power of 0.25 puang: = 1 pu at a SCL of 20%.

The stability of the interconnected system is restored wherSCL level is reduced down to
14% as depicted in Fig. 5.119
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Fig. 5.19 Eigen-loci, ; and),; 2 vs frequency for output power of 0.25 pu angd. r = 1 pu at a SCL
of 14%.

Further analysis related to dc-link controller parameterdperation in subsynchronous speed
range (see Fig._3.86) is shown to have some impact oY }f{gw) component for the DFIG
generator system input admittance matrix where a lowerwattk of o;. = 0.1 pu has a less
negative real part as compareddg. = 0.2 pu. Power dissipation capabilities for the DFIG
generator system also has been shown to slightly increaseaé for\; (jw) component) for
ag. = 0.1 pu as compared to,. = 0.2 pu. Based on this, the impact @f. on the overall
system stability for operation in the subsynchronous spaege ¢,.; = 0.25 pu) is evaluated.
Figure[5.20, shows the result wherg = 0.1 pu for a marginally stable system at compensation
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level of 14.5%. In Figl.5.21, the compensation level is nwid where as,. is increased to
0.2 pu. As can be observed, the lower bandwidth of 0.1 pu leadsstable system whereas
instability is predicated fotv,. = 0.2 pu.
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frequency[Hz]

Fig. 5.20 Eigen-loci, ; and),; 2 vs frequency for output power of 0.25 pu angl. = 0.1 pu at a SCL
of 14.5%.
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Fig. 5.21 Eigen-loci, ; and),; 2 vs frequency for output power of 0.25 pu angl. = 0.2 pu at a SCL
of 14.5%.

The impact ofay,., in comparison to other parameters, is still minimal evendperation in
subsynchronous speed range. However, note should be tak@mwothis parameter affects the
system stability. Depending on whether the wind turbinepsrated in subsynchronous speed
range, loweringy,. leads to system stability whereas the same action may leatability
when the wind turbine is operated in supersynchronous s@ee. Time-domain simulation
verification for the case are presented in Fig. 5.20 and E& & shown in Fid. 5.22.
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Fig. 5.22 Time domain simulation result for output power of 0.25 puang: = 1 pu at a SCL of 14.5%.
age = 0.1 pu(blue curve)anday,. = 0.2 pu(red dashed curve)

As briefly mentioned in the beginning of this section, anothgpect that influences the sta-
bility of the system is the SCL. From previous results, it hasrbobserved that the variation
of the SCL tends to move the resonance point of the transmiggid along the x-axis (fre-
guency axis). Returning to the analysis using GNC, the winoh fisr made to operate at full
power (considering the best case scenario from a stabuityt @f view), whereas the SCL is
increased t&'C'L = 25% andSC' L = 30% (from the marginally stable case,'L = 20% ). The
obtained results are shown in Fig. 5.23 and Eig.15.24. The @h&lysis predicts instability in
both cases of SCL = 25% and 30%. From the grid impedance betiaviaried compensation
level shown in Fig[‘4.12, the zero crossing for the reactaends to move to the right as the
SCL is increased. On the other hand, looking at the disspatioperty for the DFIG input
admittance, for example shown in Fig. 3.26, h¢jw) tends to present a higher negative value
for frequencies further to the right, i.e. in the range -50-HzHzf. As a result, higher com-
pensation level can cause the resonance in the system i tladl region where the dissipative
behavior of the wind farm system is minimal.

2The negative frequency range appears due to results pedsenig frame where the subsynchronous fre-
guency range 0- 50 Hz (in53) appear in the range -50 Hz - 0 Hz (g frame)
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Fig. 5.23 Eigen-loci\,;; and A, 2 vs frequency forSCL = 25%. Output powerP,,; = 1 pu, Qout =
0 puando..r=1pu
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Fig. 5.24 Eigen-loci,;; and A, 2 vs frequency forSCL = 30%. Output powerP,,; = 1 pu, Qous =
0 pu andux,. g =1 pu

Time-domain simulation results replicating the systenfigomation of P,,; = 1 pu andSCL =
25% andSC'L = 30% are depicted in Fig. 5.25 and Hig. 5.26, respectivesycén be viewed,
in both cases the system experiences growing oscillatatrrésults in instability. The cycle of
oscillation is extracted from the time-domain simulatioa 88.83 Hz and 37.38 Hz fafC'L =

25 % andSC'L = 30 %, respectively, that closely correspond to the aradytiesults presented
before. It should be observed that the higher the SCL, therféls¢ system becomes unstable.
This is due to the fact that the resonance point of the grickémals to shift to the right would fall
in the frequency range where the power dissipation capielsilof the DFIG generator system
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Fig. 5.25 Time domain simulation result for output power of 1 puapgr = 1 pu at a SCL of 25%.
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Fig. 5.26 Time domain simulation result for output power of 1 puandz = 1 pu at a SCL of 30%.

5.3 Frequency-domain analysis for interconnected system us-
ing MWT model

In Sectiof 4.511, the impact of considering a single agdeegersus detailed MWT based ag-
gregation has been presented. In this section, the GNC dstaswaluate system stability when
using a MWT aggregate model for wind farm system represemtafior the analysis, a five ra-
dial MWT model is considered where each radial has equal nuaflvand turbine (10 turbines
rated at 2 MW). A case study that considers distributed powgrut within the wind farm and
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5.3. Frequency-domain analysis for interconnected sys&ng MWT model

a SCL that leads to a marginally stable system is initiallyleated using GNC. The obtained
analytical result is compared with time-domain result ferification. Following this, the ana-
lytical results obtained using the five radial MWT represgateare used as a base to evaluate
the different wind farm aggregation methods (full aggregato radial MWT aggregate, e.t.c)
discussed in Sectioh. 4.3, from a total system stabilitypoi view using GNC.

5.3.1 Influence of operating point on MWT overall stability

Initially, an unrealistic wind speed distribution has beensidered for investigation and model
verification. An output power oF, .4, = 0.22 pu, 0.3 pu, 0.5 pu, 0.7 pu and 0.9 pu are used to
evaluate the system stability using GNC. The result is showig.[5.27 is for an SCL = 18%.
The result show that the system is stable with two zero angdsequency at 2.4 Hz and 9.4 Hz.

X:9.4
Y:-1.002

Re[Ay 5]
r

Im[Ag 5]

0 50 100 150
frequency[Hz]

Fig. 5.27 Eigen-loci, ; and),; 2 vs frequency for output power of 0.22 pu, 0.3 pu, 0.5 pu, 0.7 pu and
0.9 pu and.. g =1 pu at a SCL of 18%.

Corresponding time-domain simulation, using a five aggeegand farm model, is shown in

Fig.[5.28. The upper plot shows the output power, while thehplot shows the FFT performed
on the active power at the PCC point. The oscillation freques@round 41 Hz, which is in

close proximity of the zero crossing frequency for [\, 2| obtained using GNC.
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Fig. 5.28 Time domain simulation result for output powerf; = 0.22 pu, 0.3 pu, 0.5 pu, 0.7 pu and
0.9 pu andh..r =1 puata SCL of 18% .

Next, to assess the need for a MWT, the same MWT wind farm modmrisidered for SCL
= 19%, shown in Fid. 5.29, where the GNC analytical showsalnitity in the system. Further
the same wind farm, based on the average power generatedtfisrmodeled using a single
full aggregate model and the stability of the interconn@&gstem is evaluated as depicted in
Fig.[5.30. As can be viewed, the full-aggregated model ptedi stable system whereas MWT
model predicated instability for the same level of seriaagensation.

Reh, 17

(A, 12

50

100

frequency[Hz]

150

Fig. 5.29 Eigen-loci, ; and),; 2 vs frequency for output power of 0.22 pu, 0.3 pu, 0.5 pu, 0.7 pu and
0.9 pu andh.. r = 1 pu ata SCL of 19%.
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Fig. 5.30 Eigen-loch,;; and\, 2 vs frequency for output power of 0.526 pu amd r = 1 pu at a SCL
of 19%.

Further, in Chaptérl4, aggregation based on subsynchropees sind supersynchronous speed
turbine distribution has been evaluated to show a spec#iguincy domain property of the
DFIG-based wind farm model. Stability analysis is here @atdd by using a multiple aggre-
gate model having two aggregate (two radial MWT aggregate), aggregate having,,; =
0.26 pu operating in subsynchronous speed and second atgveith P,,; = 0.68 pu operated
at supersynchronus speed. Therefore, the total power oiugma the wind farm is unchanged.
The analytical result using GNC is shown in Hig. 5.31. Theultesbtained using a two radial
MWT aggregate model predicts instability, as in the detaihediel of Fig[5.2B, having a zero
crossing frequency around 9.7 Hz.

5
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Im{Ag 5]

150

frequency[Hz]

Fig. 5.31 Eigen-loci\,;; and 2 vs frequency for output power of 0.26 pu and 0.68 pu apdr =
1 pu at a SCL of 19%.

Comparing the system stability analysis using a full aggesyavind farm model versus a two
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Chapter 5. Frequency-domain stability analysis and vetifina

radial MWT aggregate wind farm model shown in Eig 5.30 and E&jl5respectively, the latter
gives a correct prediction for system instability. From tesults presented, it can be concluded
that the detailed model gives the most accurate represant#tthe system. However, a good
compromise can be achieved by using the two radial MWT agtgegiad farm representation
that is capable to predicting system stability with gooduaacy. A full aggregation , in some
cases, might lead to erroneous results.

5.4 Conclusion

In this chapter, the risk of SSCI in a DFIG-based wind farm emted to a series compensated
transmission line has been investigated using a impedaased frequency-domain approach.
The system has been modeled as a MIMO system, where two s$eimsyisave been defined: an
aggregate DFIG subsystem and a series compensated traiosnise subsystem. The DFIG
subsystem includes a portion of the collection grid and hesntexpressed in terms of its in-
put admittance transfer functiod ,(s), whereas the transmission line is given in terms its
impedance transmission functiafy (s). Frequency-domain open-loop analysis of the systems
have been investigated with respect to various parameatdrsystem conditions. From the ana-
lysis, it can be concluded that the following conditions daavmajor influence on the stability
of a DFIG wind generation system connected to a series cosapeshtransmission line.

1. The closed-loop bandwidth of RSC current controlter. ¢;). The higher the RSC closed-
loop current controller bandwidth, the higher the risk f@@. It has been concluded
that, the higher the RSC current controller bandwidth, tigiaéui the risk of SSCI, even
at relatively low level of series compensation

2. The amount of active power generated by the DFIG. The nf@eower produced by
the DFIG wind farm, the less the risk for SSCI. Similarly, itskown that the amount
of generated active power affects the level of series cosgiem acceptable for radial
connection.

3. Level of series compensation (SCL). The higher the levedesfes compensation, the
higher the risk for instability due to SSCI in case of radiatgection

4. The closed-loop bandwidth of the dc-link voltage comémola,.). The impact of this
parameter depends on whether the GSC is operated in reotiide or in inverter mode.
In case of inverter operation mode, corresponding to sypehsonous speed range for
the wind turbine, a highet,. is favorable (the overall impact is minimal). For rectifier
operation, the opposite holds. The impact of this paramstehown to be minimal as
compared tex.. z and affects the system stability around marginal condstiomly.

The overall system stability has been evaluated using amdanpce-based GNC, where the
open-loop system stability is used to asses the risk for SB@ obtained results are supported
both by the closed-loop analysis and time-domain simutaiging a detailed model representa-
tion of the DFIG implemented in PSCAD. Based on the above ceiats, the RSC controller
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5.4. Conclusion

parameter, specificalky.. r, plays a major role in shaping the DFIG impedance and thevaby
the risk for SSCI.

The impact of aggregation method on SSCI analysis has bekrag@ using case studies using
a single full-aggregate wind farm representation versu3iMiggregate wind farm represen-
tation. The MWT aggregate representation presents a cleantatje over the full aggregate
wind farm representation with regards to system stabilitglygsis. Further, analytical evalua-
tion using the two radial MWT aggregate representation, ggested in Chaptéd 4, has been
shown to give a good balance (especially for SSCI analystsyd®n the single full aggregate
wind farm representation and MWT aggregate wind farm rept@sien involving multiple ra-
dials.

It should be noted that the stability analysis performedhis thapter has been focusing on
a particular grid configuration and control structure. Hegrethe method is not restricted to
the configurations presented in this chapter and can bededen include more complex grid

configurations or alternative DFIG control structures.
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Chapter 6

SSCI Mitigation using DFIG

6.1 Introduction

In an attempt to minimize the impact caused by SSCI, the dpusdoit of mitigation strate-
gies for this kind of interaction has become the focus ofaegein recent years. Some of
the reported mitigation techniques involve the instadlatof static synchronous compensator
(STATCOM) [62] [63], static var compensator (SVC) [64], thstor controlled series capac-
itors (TCSC) [65] [66] and other more dedicated external devidke gate-controlled series
capacitor (GCSC) [59]. Other cost effective SSCI mitigatiochteques involve the modifica-
tion of the DFIG controller, an example being the dampingtaier described in[[67] that
uses the measured rotor and stator currents to act on the R8@Idoop. In this work, the
damping controller parameters are determined by usingtea etzserver based on a reduced
order system state-space model of the turbine. Anotherafgamping controller, proposed
in [60], involves a derivative current control loop, a sedander low-pass filter and a lead-lag
compensator, implemented on the RSC.

A different approach is proposed in [68], which involves #uglition of a virtual impedance in
series with the PI controller of the RSC current control lodpimpedance-based stability ana-
lysis is used to evaluate the impact of the proposed dampipgach. However steps regarding
the tuning of the proposed virtual impedance, in the dedigges is not explicitly presented in
the paper. The author also proposes the addition of a plavatieal impedance through the
GSC. However, results that supports the use of GSC for dangpengot reported in the paper.

The works presented in _[69] [F0] proposes the use of subsgnolis suppression filters in
the DFIG controller. The approach involves the addition ofo&ch filter to the RSC current-
control loop. The filter is utilized to attenuate the SSR madbereby eliminating the possible
interaction that could occur and as a result stabilizingSB€I1. However, this method would
require knowledge of the oscillatory frequency during egstiesign and operation. In the work,
the application of RLC circuit quantitatively derived foetBpecific system under consideration
is used to determine this oscillatory frequency. This meétlacks in the aspect that the system
to be mitigated need to be first characterized before thegdedithe notch filter. Obtaining
the equivalent RLC circuits would be problematic in case of mestallations and/or in case of
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Chapter 6. SSCI Mitigation using DFIG

network reconfiguration.

When it comes to mitigation techniques, which aim at imprguime DFIG’s or the network’s
behavior in order to make the system more passive at thedraigs of interest (passive tech-
niques), the work presented [n [71] suggests bypassingedehies capacitors in case of SSCI,
while in [71-+73] it is suggested to adjust the DFIG controlgmaeters, especially the gain of
the RSC current controller, in events of SSCI.

Other methods suggest the use of non-conventional cotitedégies for mitigating SSCI. The
work presented in [74] proposes the use of a observer statihback approach for the imple-
mentation of a SSR damping controller. A quadratic optineghtnque is used to obtain the
desired gain for the observer. As the considered radiaésystith a wind turbine and a trans-
mission system results in a"®2order model, the authors for practical purposes used aegdu
order model for the state observer. However, placemenh®BSR damping controller is cho-
sen to be on the GSC converter, which is shown to have someéwdistages in other publica-
tions [11] [67] [68]. The work presented in [[75] pinpointetissue of SSCI due to RSC current
controller and therefore proposes the use of direct-poweiraller in combination with direct-
speed control (for MPPT) to control the rotor-side voltatpereby avoiding the problematic
inner current controller.

This chapter presents a possible SSCI mitigation technitpasan be employed to the DFIG
wind turbine controller. The proposed approach aims atishajme input admittance of the
wind turbine within the desired frequency range in ordemgriove the system damping. Both
frequency-domain analysis and time-domain simulationusesl to evaluate the effectiveness
of the proposed approach.

6.2 DFIG turbine modification for SSCI mitigation

In previous chapters, it has been established that thegorobl SSCI in DFIG based wind farms
is due to the energy interaction that occurs between theamystem of the power electronic
devices in the wind turbines within the wind farm system dmeliesonance conditions in the
series compensated transmission grid. In this section, 8f{gjation through variation of the
DFIG system input admittance is investigated.

6.2.1 SSCI mitigation through control system modification

In-built controller modification based countermeasureg&libe advantage of begin costless, as
they do not require the installation of expensive additianiéigation devices and can easily be
implemented within the DFIG control system. For a DFIG based turbine, there exist two
alternatives: one considering the GSC controller and theratonsidering the RSC controller.
In [76], the author investigates the potential of the GSCtratker for SSR mitigation using
residual-based analysis and time-domain simulations iMTM¥B. An auxiliary proportional
damping controller implemented on the GSC utilizing thdesecapacitor voltage has been
demonstrated to have effective damping effect. HowevdBh a comparison of the GSC and
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6.2. DFIG turbine modification for SSCI mitigation

RSC controller loops for SSCI mitigation by adding a suppletagndamping controller utiliz-
ing multiple input signal has demonstrated that the supeteary controller utilizing the GSC
provides good results around relatively low levels of sedempensation, but failed for high
levels. On the other hand, the RSC based supplementary Bensiocowed good performance
even for high level of series compensation. The work presemt [77], that evaluates the opti-
mal location for a proportional based supplementary dagypamtroller, also identifies various
controller input signals for the damping controller, basedresidual analysis and root-locus
method. It has been concluded that the capacitor voltadgeigleal signal and the GSC is the
ideal location. However in the author’s recent wark![11]sitlearly pointed out that the RSC
inner-current controller loop is the best location for irisg the damping controller.

Returning to the analytical results presented in the previthapters (see Sectibn 3]5.3), the
impact of the GSC controller on the power dissipation beatraet the DFIG has been demon-
strated to be minimal, which hinders the use of this corgrdibr mitigation purposes. On the
other hand, it has been shown that the RSC controller (edlyatiea RSC current control loop)
has a significant impact on the frequency response of the DRl subsynchronous frequency
range. Hence, modification of RSC controller for SSCI dampiaglbeen considered here.

6.2.2 Proposed SSCI mitigation

The proposed mitigation technique for SSCI consists of tagest: an estimation stage and
a damping controller stage. The estimation stage condisis estimation algorithm used to

extract the subsynchronous component from the measuneal sithis signal serves as an input
to the damping controller stage. The purpose of the dampamgraller stage is to enhance

the damping of the system at the particular frequenciestefast. The proposed approach is
implemented as part of the RSC current control loop as desthbielow.

Estimation Method

The estimation algorithm (EA), as briefly stated, is usedstomeate the subsynchronous com-
ponent that would appears in the measured terminal powdreofvind farm. In the event of a
SSCI, the terminal voltage,, in addition to the fundamental component, will contain B-su
synchronous component that would result in a subsynchsooorent to flow in the network.
As a results, the terminal powé,,; will be constituted by an average component and an oscil-
latory component that can be expressed as

POUt (t> = POUt,CW (t> + Poaut,osc (t) COS [WOSCt + (t)] (61)

where P, .., represents the average component of the output power anusthl&atory part
is expressed in term of its amplitud€y, ,..), its frequency &,,.) and its phase). The ex-
pression in[(6]1) can be expressed, using the average vajue.{), a complex phasor for the
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Fig. 6.1 Block diagram of LPF-based estimation algorithm

oscillatory componentf ., ,.. = P ...¢’?") and the oscillation anglet(... () = wosct ), as
1 jeosc(t) 1 * _jeosc(t)
POUt (t) = Pout,av (t) + igout,osc (t> € + égout,osc (t) € (62)

From the above expression, it can be deduced that the tdrpaner is partitioned into three
frequency components having frequencies atQ, and—w,s.. As described in_[78], by rear-
ranging [6.2) and by applying low-pass filtering, the diffier terms can be isolated and esti-
mated from the input signal, as

Pout,av (t) - Hav |:Pout (t> - Pout,osc (t>

Bout,osc (t) = Hosc [{2Pout (t) - 2pout,av (t) - Eut,osce_jeoscu)} e_jQUSC(t)} (63)

1= 1 ~x

Pout,asc (t) - §£out,osc (t) ejeosc(t) + §£out,osc (t) 6_‘7‘6036@)

where terms with superscript af$ut,(w are estimated variables. In_(6.3),, and H,. are the
transfer function of the low-pass filters for the average tedoscillatory component, respec-
tively. Here, a first order low-pass filter having cutoff fuemcy ofa; - as expressed ifn (6.4)
has been considered for the filters

QLPF
He, = Hse = 6.4
(5) = e (5) =~ 6.4)

Figurel6.1 shows the block-diagram representation of tidemented estimation algorithm. In
state-space form, the dynamics for the LPF based estintatohe written as [78] [79]

?out,av —QLpF —QLpPF 0 ?out,av
Pout,osc = —2arppr —20pLpF —Wose Pout,osc

Pout,B 0 Wosc O

T Pyt (t)  (6.5)

Pout,B

aLpr
+ | 2arprF

0
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6.2. DFIG turbine modification for SSCI mitigation

Using state-space form, the frequency response for the Rase Filter based Estimation Al-
gorithm (LPF-EA) can be evaluated. The response of the syBtam the inputP,,; (¢) to the
oscillator componenﬁmt,osc and to the average componerﬁ@t,av are presented in Fi§. 6.2.
The measured signal is assumed to contain a 35 Hz oscilllegyency and hence the notch
filter is centered around this frequency in the estimatiothefaverage component. The cut-off
frequencya; pr is here set to 6.28 rad/sec
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Fig. 6.2 Frequency response of low-pass filter based estimation algorivhm,,; (¢) to Pout,(w (left
figure) and f’out,osc (right figure). A cut-off frequency of 6.28 rad/sec is considered for first
order filter

From Fig[6.2, it can be observed that the LPF-EA has the ptppéa resonant filter having a
center frequency at,.. As it can be noted, the algorithm presents a 1 pu gairbaptiase shift
at the oscillatory frequency,.. (see FigL6.2, right plot). Although not visible, it also peats
a notch ab Hz. To extract the average power, the algorithm for the @yeecamponent presents
a 1 pu and)® phase shift at 0 Hz and a notch at the oscillatory frequency,Qf(see FigL 6.2,
left plot). According to the analysis performed in [32], thedection of the loop bandwidth for
the estimator is a trade-off between the speed of resporsthardamping of the system. It is
recommended in [79] to set the cut-off frequency of the fételeast one fifth of the minimum
frequency span between the two estimates.

Subsynchronous damping controller

The subsynchronous damping controller links the estimsiédynchronous component to the
RSC current controller. The proposed control algorithmagsg the estimated subsynchronous
power component as an input. For the controller at hand,alh@ifing assumptions have been

considered

121



Chapter 6. SSCI Mitigation using DFIG

? I:)out,av T*
P out,0s¢ e,damp
—Ulp) | PE-EA——3 P13l qain |— 51
~ .k
R Eout,osc " IR,damp
Pt
—
P-Controller
—
P
V*
% Current [XR
Qout Controller
—
Q-Controller
—
Qout

Fig. 6.3 Block diagram representation of subsyncrhornous dampingotlen implemented on RSC
current controller.

e The network, in the supersynchronous range, is assumed/éoemough positive damp-
ing to counteract possible negative damping that arises fte wind farm system (in
the supersynchronous range)|[31]. Therefore, supersgnohis components are not here
considered.

e The subsynchronous oscillatory frequency is known withdgaocuracy. This is not a
valid assumption in case of SSCI, as the oscillatory frequenacies depending on the
controller parameters and operating condition. Howets,garticular issue is addressed
further in Sectio 614

As previously mentioned, the estimated oscillatory congmbiof the output powell?mwc, ob-
tained from the EA serves as an input for the damping coettollo obtain a damping torque
reference, a phase shift @d° is introduced in the estimated subsynchronous power coeron
Here, extra care should be taken as phase shift otheftiamould result in the introduction of
an active torque that could compromise the effectivenefiseolamping controller. The gener-
ated reference value is then multiplied by a gain in ordetbtaio the required damping torque
reference for the RSC controller. Figlrel6.3 shows the biiagram representation of the im-
plemented damping controller. To generate the dampingieorgference currenty ,,,...), the
torque equation given in (8.6) has been used.

T. = Snpws,diR,q (66)

As it is done in the previous chapters, the impact of the imgleted damping controller on
the input admittance for the DFIG is evaluated. A steadiestgpresentation of the estimation
algorithm with a proportional damping controller has beeriuded in the derived mathematical
model presented in Sectibn B.4. The frequency response @fplit admittance obtained using
this mathematical model is presented in Eigl 6.4. An opagatondition corresponding 8,

=1 pu,Q,.; = 0 pu and control loop parametets. = 1 pu anday. = 0.1 pu have been used.
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6.2. DFIG turbine modification for SSCI mitigation

The cut-off frequency for the low-pass filters is settgr = 0.2 pu and the subsynchronous
frequency is assumed equal to 35 Hz. The solid line indigatefrequency characteristic of the
DFIG when the damping controller is implemented where asléfgled line show the result for
a system without damping controller.
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Fig. 6.4 Input admittance for a DFIG with a proportional damping controfieliq line), (gain = 0.4)
versus DFIG with no damping controlledtgshed ling

As it can be seen from the plot, the inclusion of the dampingrodier results in a positive real
part, around the frequency of interest, both onY@g ;¢ .« andYpric 4, COMponents. This is
not surprizing, as the the damping controller only affebtsgtcomponent (torque component)
of the reference rotor curreiit, . The impact of including a SSCI damping controller func-
tionality to the RSC current controller is evaluated from plosver dissipation capabilities for
the DFIG system. For this purpose, a system with no damping@ter versus a system hav-
ing a damping controller centered around 35 Hz having baditivof o, »~ = 0.2 pu is shown
in Fig.[6.5. As can be viewed from the result, the power dasip behavior of the turbine is
drastically improved at the desired frequency.
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A(w)

frequency [HZz]

Fig. 6.5 Input admittance for a DFIG with a proportional damping controieliq line), (gain = 0.4)
versus DFIG with no damping controlletgshed ling

Figure[6.6 shows the pole-zero mapping for the DFIG turbsthe gain of the damping cont-
roller, kqqm, 1S increased from 0.1 to 0.5 with a step of 0.05. As it can beplesl, there is an
upper limit onk,,,,,,, as the stability of the DFIG turbine is affected at highenga
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Fig. 6.6 Pole-zero movement of DFIG turbine for varied value of propaaligain.kqq,, varied from
0.1 to 0.5 with a step of 0.05. Estimator bandwidthp»= 0.2 pu
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Fig. 6.7 Frequency response of low-pass filter based estimation algorivhm,,; (¢) to Pout,av (left

figure)andﬁoutvosc (right figure) for a varied low-pass filter bandwidth

The other aspect to be evaluated is the loop bandwidth foctfeEA. Figure[ 6.7, shows the
frequency response of the LPF-EA for different values gf~. As shown, increasing the loop
bandwidth widens the bandpass regiagl{t plot), thereby affecting the algorithm’s selectivity.
On the other hand, the higher the bandwidth, the faster ttima&tson speed. SSCI is a fast
phenomenon; as a result, the speed of estimation plays dicagi role during damping. In
addition, there is typically only one mode that the dampiogtwller needs to damp and this
mode in relation to the average power will set the speed giorese of the estimator.
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Fig. 6.8 Pole-zero movement of DFIG turbine for varied value of estimataedidoop bandwidth.
arpr varied from 0.02 pu to 0.2 pu with a step of 0.02. Proportional gaip,, = 0.35

The effect of increasing the loop bandwidth for the LPF-EAtba overall dynamics of the
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Chapter 6. SSCI Mitigation using DFIG

DFIG is demonstrated in Fig, 6.8 using pole-zero map. Asiit lsa observed, higher band-
width has the tendency of moving the zeros towards the léfe poles show a tendency of
improvement in damping at the same time their corresponfi@rgiency is observed to change
as indicated by the arrow. This can be due to the widening ebt#mndpass frequency in the
LPF-EA that indirectly affect the characteristic frequeraf the corresponding poles of the
DFIG turbine with a damping controller.

6.3 Frequency-domain stability analysis

In Chaptei b, frequency-domain analysis has been used toaggdhe impact of various cont-
roller parameters and operating conditions on the behaWitbre DFIG turbine. An impedance
based GNC has also been introduced in Sectioh 5.1 to medsuresk of instability. In this
section, a similar approach will be applied to inspect tHeativeness of the proposed SSCI
mitigation technique. Initially accurate knowledge of t&ys parameter and SSR oscillatory
frequencyw,,. is assumed. Using the GNC, Hig.|6.9 shows the characteristitise eigen-loci,
o1 2, for P,,; =1 pu at a compensation level of 20% and a damping controflier af kg, =
0.3.

As observed during the power dissipation evaluation forwimed farm, higher RSC closed-
loop current controller bandwidth(. ) leads to a drastic reduction in the power dissipation
capabilities of the wind farm. From the time-domain similiatpresented in Fig. 5.10y..

of 2 pu leads to a very fast subsynchronous oscillation tlhup even at 20% compensation
that eventually leads to instability within a 1 sec time fearAs a result, a cut-off frequency of
arpr = 0.3 pu (to match the build-up speed) is considered on theERIh this case.
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Fig. 6.9 Eigen-loci\, 2. Re [Ay1,2] Vs frequency pper plod. Im [Ay1 2] vs frequency lbwer plod).
Pout =1 pu,aee =2 pu,arpr = 0.3 pu,kgemp = 0.3 at 20% compensation level.

As it can be observed from the plot in Flg.16.9, the GNC indisa stable system with two
zero crossing offm|[A, 2|, and the corresponding points féte[\,; 2] occur before the -1
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6.3. Frequency-domain stability analysis

point (shown with markers). The operating point for the gsidltered by increasing the SCL
to estimate the limitation of the damping controller. The Gkr a SCL = 35% is shown in
Fig.[6.10. Still, thanks to the presence of the damping cfiett stable operation has been
obtained

ReRyq 4

ImiAg, J

i Y:-0.02421

0 50 ) 100 150
frequency [Hz]

Fig. 6.10 Eigen-loci,;1 2. Re [y ,2] vs frequency§pper plo). Im [Ay1 2] vs frequencylpwer plod).
Pout =1 pu,aee =2 pu,arpr = 0.3 pu,kgemp = 0.3 at 35% compensation level.

In Fig.[6.11, time-domain simulations when the wind farm perated atv.. x = 2 pu for the
two SCL values are shown. Similar to the single-line diagrepresentation shown in Fig. 5.6,
a parallel line is connected at the PCC to ensure stable eperaspecially during system start-
up. At t = 4 sec, the circuit breaker is opened to simulate aradnnection. The result shows
a satisfactory damping capabilities for up to compensdawel of 35%.
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Fig. 6.11 Time domain simulation result for output pow&y,; = 1 pu,a..r = 2 pu anduzpr = 0.3 pu.
SCL = 20% (pper plo) and SCL = 35%lower plo).
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Chapter 6. SSCI Mitigation using DFIG

The impact ofkg.,, discussed in Sectidn 6.2.2 with regards to the DFIG windimerthas
been evaluated from the SSCI damping capabilities of thestigeged system (wind farm +
transmission line with series compensation). The gainfferdamping controller is increased
from kaamp = 0.3 t0kgamp = 0.5 for a SCL = 20% as in Fi§. 6.9. GNC based result is shown in
Fig.[6.12. As it can be observed, the frequency-domain aispyedicts the risk for instability,
as there are two zero crossing for the two curves|@, ;- blue curve andm/[\,; 2] and green
curve). Focusing on thém|[), 2] (green curve) the zero crossing occurs on the right sidesof th
-1 point indicating encirclement of the -1 point.
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Fig. 6.12 Eigen-loch 1 2 for Py, = 1 pu,aee = 2 pu,arpr = 0.2 pUkgemp = 0.5 at 20% compensation
level. Re [A\q1,2] vs frequencyfpper plo). Im [Ay1 2] Vs frequencylpwer plod).

The time-domain simulation result, for an increasgg,, = 0.5, depicted in Fid. 6.13 supports
the analytical result from Fi@. 6.1.2.
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Pt [PUl

0.95 : : : : :
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Fig. 6.13 Time domain simulation result. Output pow&r,; = 1 pu,c.c,r = 2 pu anduzpr = 0.3 pu at
SCL =20 %. Damping controller gaiy,,, = 0.5.

From the analysis with regards to operating points disaliss&ectior 5.2]2, it has been con-
cluded that operation of the wind turbines in the subsynobws speed range leads to a higher
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6.3. Frequency-domain stability analysis

risk of instability due to SSCI. Consequently, it is interegtio evaluate the effectiveness of
the damping controller for this operating condition. Figil.14 shows the eigen-loxij;; » for
output power ofP,,; = 0.25 pu,azpr = 0.2 pu,kg.m, = 0.3 at 25% compensation level. It can
be observed in the figure that the - 1 point thereby ensuriaigthie -1 point is not encircled.
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Fig. 6.14 Eigen-lociy; 2 for P,,; = 0.25 pu,ac.r = 2 pu,arpr = 0.2 pu,kgemp = 0.3 at 25% com-
pensation levelRe [\, 2] vs frequencyfpper plo). Im [Ay1 2] Vs frequencylpwer plod).

From the result presented in Fig. 6.10 and Fig.6.14, it isvshihat improvement to system
damping at higher SCL is achievable. It should be noted thag¢i@ing on the operating condi-
tion (amount of wind available) the improvement can be ledito SCL = 25%. This is due to
the fact that wind turbines operated under low-speed haverlpower dissipation capabilities
(as shown in Fid._3.34) and consequently limited dampinglbdities from the wind farm.
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Fig. 6.15 Eigen-loci,; 2. Re [y 2] Vs frequency§pper plo). Im [A,1 2] vs frequencylpwer plod).
Pyt =1pu,ac =1pu,arpr = 0.2 pu,kgemp = 0.3 at 50% compensation level.
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Chapter 6. SSCI Mitigation using DFIG

Note that the use of the damping controller in combinatioits & reduction oty  from 2 pu
to 1 pu allows to further extend the range of allowed SCL, asvsha Fig.[6.15, where a SCL
of 50% is considered.

Corresponding time-domain simulation is shown in Eig. 6.16.

1.05
0.3

damp =

oy NS NS ¥ L SO S S

P ot [Pl

0.95 ‘

time [sec]

Fig. 6.16 Time domain simulation result. Output pow®y,; = 1 pu at SCL = 50%. Damping controller
gainkgemp = 0.3 andazpr = 0.2 pu

The limit of the damping controller when the turbine us openldan the subsynchronous speed
range witha,.. r = 1 pu is considered. Figuife. 6117 shows the GNC of the interected system
for output power off,,; = 0.25 puazpr = 0.2 pu,kiam, = 0.3 at 50% compensation level. The
zero-crossing frequency corresponding real value fallb btier the - 1 point thereby ensuring
that the -1 point is not encircled.
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Fig. 6.17 Eigen-loci,;1 2. Re [\ 2] Vs frequencypper plo). Im [A\1 2] vs frequencylpwer plod).
Pout =1 pu,ae. = 0.25 puarpr = 0.2 pu,kgemp = 0.3 at 50% compensation level.

From the result presented in this section, the proposed i@nepntroller has been shown to
improve the SCL level. For example stating a specific case evlogr-wind speed condition is
assumed, the SCL has been shown to improve by a factor thaiiexamately equal to 1.78. In
addition higher level is achievable by reducing the speedsgonse of the RSC current control
loop.
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6.4. Improved estimation method

6.4 Improved estimation method

In the above analysis, the oscillatory frequency of the godisronous component is assumed
to be known with good accuracy. However, when dealing wit@8Bis assumption is not valid
as the oscillatory frequency is dependent both on the dpgrabnditions and the considered
controller structure. As shown in Fig._6.7, an error in theuased frequency in the EA will
result in both a phase and an amplitude error in the estimalés evidently would result in an
error in the damping controller that might negatively affén@ system stability.

P

out,av

PO P
—2L ol | PF-EAFUL9C 19 damping controller
P ®

out,0 FLL OSCFL!

[k

T laosc FLL J‘ e

Fig. 6.18 Block diagram representation of estimation algorithm with frequadaptation features

To overcome this problem, Fig. 6118 shows the block diagrathesimproved estimation algo-
rithm. The output of the estimation algorithm is furthergedas an input to a frequency-locked
loop (FLL), used to estimate the frequency of the subsynuabue component. As a result, the
estimation algorithm is equipped with a frequency adaptagilgorithm. The equation govern-
ing the FLL is expressed here as

djosc,PLL = klg (t) (67)

wheres (1) is the error signal given bym [Bout’osc (t)] where ag:, is setton?; ; in accordance
to the recommendation in [30].

6.5 Time-domain based simulation

In Section[6.B, the effectiveness of the proposed dampingaller for SSCI has been shown
through impedance based frequency analysis and the réswiésbeen supported using time-
domain simulation. During the analysis, an initial assuomptwherew,,. iIs known with accu-
racy has been considered. In this section, time-domairdsaseilation results for the improved
damping controller are presented.
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Chapter 6. SSCI Mitigation using DFIG

6.5.1 Mitigation based on full aggregate wind farm representation

For this first set of simulation results, the operating poourresponding t@,,; = 0.25 pu and
Q.ut = 0 pu and controller parametetis, = 2 pu,ay. = 0.2 pu andv;, pr = 0.3 pu have been
considered. The result for this operating point with fraggyeadaptationd ., = 0.02 pu) is
shown in Fig[6.19 using the blue curve. The upper plot shbesdrminal output power. In the
same figure, result where the frequency adaptation is tusffed also included using dashed
red curve. As can be seen, the result with FLL is able to trackdamp out the SSCI whereas
the system with no FLL, with a 3% error in the oscillatory foeqcy (...), is unable to prevent
the instability.
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Fig. 6.19 Time domain simulation result. Output powey,; = 0.25 pu at SCL = 25%upper plot:
terminal output power for system having frequency adaptatidure(curve)and system with
frequency adaptation turned off having errot.ig. (red dashed curyelower plot: estimated
frequency using FLLKlue curvé andw,s. for LPF-EA in the damping controllerdd dashed
curve.

From Fig[6.19, itis evident that frequency adaptation isigial part of the damping controller.
Further evaluation of the estimation algorithm with freqeye adaptation at a reduced. r =

1 pu, for two different operating point d?,,; = 1 pu andP,,; = 0.25 pu are considered. The
level of series compensation is here increased to SCL = 50%rdsult for full power output
is shown in Fig[6.20. As it can be observed, the damping obletris able to control the
oscillation that builds up at 4 sec after the opening of thalpa line. The lower plot, shows
the estimated frequency output from the FLL. Having anahirror of~ 2 Hz, the FLL is able
to track the correct oscillatory frequency.
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Fig. 6.20 Time domain simulation result. Output pow&y,; = 1 pu Upper plo) at SCL = 50%. Esti-
mated frequency using frequency adaptatiowér plof).

The result shown in Fig. 6.21 corresponds to operation atvgplmver output from the wind
farm. The output of the FLL is shown in the lower plots; agaive damping controller works
properly and the FLL is capable of tracking the oscillatasguency.
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Fig. 6.21 Time domain simulation result. Output powey,; = 0.25 pu (pper plo) at SCL = 50%.
Estimated freq using frequency adaptatitower ploY). oz pr = 0.2 pu andvgy;, = 0.02 pu

In some cases, a requirement from the wind turbine operatoibe to activate the damping
controller functionality only upon the detection of a SSCbon& case studies are presented
here where the damping controller is activated after thaegtimated level of subsynchronous
component reaches a threshold level of 0.1 pu. The resul fensmission line operated at
SCL = 50% is evaluated in Fig.622. The lower plot indicatesitistant when the damping
controller is activated according to the setting. In thigipalar case, the damping controller is
activated at t = 4.2 sec. A closed-loop bandwidtivgfr = 0.2 pu has been considered. From
the result, it is evident that the damping controller is dbleontrol the SSCI in this situation.
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Fig. 6.22 Time domain simulation for output power8f,; = 1 pu,Qu: = 0 pu,a.. = 1 pu and SCL
= 50%. P,,; of wind farm having damping controller with FLLWpper plo). Estimated os-
cillatory frequency from FLL ihiddle plo). Flag for activation of damping controllergwer
plot).

Testing the limits of the damping controller, once SSCI iedtHd, a case study with.. p =

2 pu andP,,; = 0.25 pu (subsynchronous speed operation) is shown i E2§. &rom the
result, it is shown that the algorithm fails to control SSGeéevthough the damping controller is
activated 0.1 sec after the trigger of the SSCI. From the raigHtt, it is evident that the FLL is
unable to track the oscillatory frequency. It is should beedahat for the same system condition
(see Fig[ 6.19), where the damping controller is activehal time, the SSCI is damped. As
a recommendation, the capability for damping SSCI once tleédlaison has started is best
achieved at a lowet,. r of 1 pu.
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Fig. 6.23 Output power of a DFIG wind farm connected to a series compahgransmission line.
Upper plot Operation with damping controllemiddle plot Estimated oscillatory frequency
from FLL. Lower plot Flag for activation of damping controllePout = 0.25 pu,Q..: = 0 pu,
o =2 pu and 25% compensation level

6.5.2 Mitigation based on multiple wind turbine aggregate representation

In the result presented so far, a single aggregate repeggentor the wind farm has been con-
sidered to evaluate the effectiveness of the proposed agnepntroller. In this section, a mul-
tiple wind turbine aggregate model for the wind farm thataséxd on three radials is adopted.
The purpose is to evaluate the performance of the dampinigadien under the condition that
not all wind turbines within the wind farm are equipped witmaping capabilities. As a start, a
case study where two radials are equipped with damping altertand the third radial has no
damping capabilities is evaluated. The result for full poweduction at SCL = 50% is shown
in Fig.[6.23.
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A second case study, where all three radials (thus all wirtnirtas) are operated at subsynch-
ronous speed with damping controller activated for the &nst second radial (65% of the wind
turbines), is considered in Fig. 6125 for the same level cése&compensation. The results pre-
sented in Fig_6.24 and Fig._6]25 indicate that it is sufficterhave 65% of the wind turbines
within the wind farm to be equipped with damping controllapabilities, even at low wind

speed condition.
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Fig. 6.25 Time domain simulation result. Output powey,; = 0.25 pu (pper plo) for three radial
system at SCL = 50%. Estimated freq using frequency adaptatieei( plof). arpr = 0.2 pu

andagr, =0.02 pu

The third case study considered involves operation of thelviarm under the condition that
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6.6. Conclusion

only one radial, having a generation capacity of 30 MW (30%hefwind turbines), is equipped
with a damping capabilities. In Fig._6.26, full power outfort a compensation level of 35% is
shown. As it can be observed from the result, output powen fradial one, which is equipped
with the damping controller, is observed to exhibit a higpertion of the oscillation. This is
justified as these are the turbines that actively generatddmping torque needed to damp out
the oscillation. However, it should be noted that the le¥elanpensation plotted here is 35%;
higher SCL would result in an unstable system.
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Fig. 6.26 Time domain simulation result. Output pow&yr,; = 1 pu Upper plo) for three radial system

at SCL = 35%. Estimated freq using frequency adaptationdr ploY). aypr = 0.2 pu and
aprr, =0.02 pu

To summarize the finding of this section, the damping colera$ effective in tracking and
damping the oscillatory component due to SSCI even at highl lefvseries compensation.
However a majority of the wind turbines should be equippettwhe damping capabilities in
order to achieve high level of compensation at low wind-gpaenditions.

6.6 Conclusion

This chapter has dealt with mitigation techniques for SS@ G based wind farms. A miti-
gation technique employing an estimation algorithm andoputional damping controller has
been used to shape the input admittance of the DFIG. The ingpdte mitigation method on
the DFIG input admittance has been investigated and it hexs sleown that with the proposed
approach it is possible to increase the power-dissipatropgsties of the wind turbine in the
frequency range of interest. To further improve the mitmatechnique, a frequency adaptation
has been introduced to the estimation algorithms, in oacturately estimate the subsynch-
ronous oscillatory frequency.

The effectiveness of the proposed method has been evalusitefimpedance-based GNC. The
results have been further supported through time-domaialation using PSCAD. Thanks to
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the proposed approach, effective mitigation of SSCI has laeareved, also when drastically
increasing the level of series compensation in the trarsamsine.
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Chapter 7

Conclusions and future work

7.1 Conclusions

This thesis has dealt with the investigation of the risk idvs/nchronous controller interaction
(SSCI) in wind farms connected to a series-compensatedntiasi®n line. In particular, the
focus of this work has been on the risk for SSCI in DFIG-baseaadvWarms. System model-
ing, frequency-domain stability studies as well as impedashaping schemes to improve the
system damping at the frequencies of interest have beemezbve

After a description of different kinds of SSR phenomena taat be encountered in the power
system provided in Chaptel 2, the thesis has focused on SSGhihbased generating plants,
particularly in DFIG-based wind farms. In Chaplér 3 , an oi@wof the main components
that constitute a DFIG wind turbine together with a detadedcription of the control structure
has been provided. Aiming at understanding the frequenayacheristic of the DFIG in order
to be able to identify and analyze the key factors that canentte the risks for SSCI, a lin-
earized model of the wind turbine system has been derivedglds averaging technique, the
linearized mathematical model of the DFIG has been verifgairest a full-switching model
implemented in PSCAD. The adopted system modeling is basednoodular approach, con-
sisting of building subsystem blocks that are properlyrecdaenected to obtain the analytical
representation of the investigated system. This modelipgaach gives the possibility to iden-
tify how the individual components of the system can imphetftequency characteristic of the
overall wind-turbine model.

It is shown that the impact of the electrical machine on thetesy stability is highly associated
to its negative slip (as the machine is operated as a geneaaithereby on the operating con-
dition of the system. In addition, analytical analysis shdmat the loop bandwidth of the current
controller implemented on the rotor-side converter (RS@ally impacts the negative real part
of the DFIG input admittance, leading to an increased risksfability when increasing the

speed of response of this control loop.

The inclusion of the outer-control loops (i.e., active- aedctive-power controllers and dc-
link voltage controller), leads to an unsymmetrical freggyedependent admittance matrix for
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the DFIG. Therefore, the classical frequency-based analyihethods, such as passivity and
net-damping criterion, can be difficult to be applied to assthe stability of the system. To
overcome this and gain insights on the impact of differemitic parameters and system ope-
rating conditions on the risk for SSCI, a method based on theepdissipation properties of
the DFIG transfer-function matrix (to be considered as aereston of the passivity approach
for multiple-input/multiple-output systems) has beengtdd. Based on this approach, it is con-
firmed that the main control parameter that affects the paligsipation properties (and thereby
the risk for SSCI) is the closed-loop bandwidth of the RSC aurcentroller. On the other hand,
it has been shown that the speed of response of the curremblb@nimplemented in the grid-
side converter (GSC) as well as the different outer-controp$ have a minimal influence on
the power-dissipation capability of the DFIG. However,astbeen highlighted that the impact
of the dc-voltage controller might be noticeable under dmeoperating conditions, particu-
larly depending if the GSC is operated as an inverter or ast#iee. In addition, it has been
shown that the level active power output from the wind farhug¢t the amount of available
wind speed <w,) also significantly affects the DFIG ability to dissipatenss in case of reso-
nant conditions in the subsynchronous-frequency rangis. ddndition is particularly evident
depending if the wind turbine operates at low-power produaccorresponding to operation of
the machine in the subsynchronous-speed range) or at leigbrgproduction (operations in the
supersynchronous-speed range).

The linearized model of the DFIG in combination with the miagpresentation of the collect-
ion system has been derived to obtain the linearized matiweahanodel of the overall wind
farm. In Chaptef 4, it has been highlighted that the choicehefaggregation criteria needs
special attention. Using power-dissipation theory, itlb@sn shown that only wind turbines ex-
periencing similar wind distribution should be aggregdtegkther, in order to guarantee proper
system representation and thereby avoid erroneous camadusn particular, it has been shown
that, for the specific focus of this work, the wind farm canderesented using a two-aggregated
wind turbines model, where one of the aggregates is usegtesent those wind turbines that
are operated at subsynchronous speed (i.e., wind turbéoasgf low-wind speed), while the
second represents turbines operated at the supersynasrepeed. Analytical analysis as well
as time-domain simulations have shown that this aggregapproach provides a more accurate
system representation as compared with the full aggregdtipically adopted in the literature,
while preserving a relative simplicity of the model.

In Chaptef b, the impedance-based generalized Nyquistiorit€GNC) has been adopted to
evaluate the risk of instability for the investigated systd he system under study comprises a
DFIG-based wind farm radially connected to a series-corsgiex transmission system. Using
the GNC approach, factors affecting the risk of instabditye to SSCI have been identified. The
results obtained through the theoretical analysis have bexfied using a detailed time-domain
simulation model.

To mitigate the risk of SSCI in DFIG-based wind turbines, a deng controller implemented
within the DFIG turbine control system has been proposee. Siggested approach involves
the modification of the RSC control system of the DFIG, withdloeal of enhancing the system
damping at the specific frequency of interest. The dampimgrotber proposed in Chapter 6 is
composed by an estimation stage, based on a combinatiowgddss filters utilized to isolate
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the subsynchronous component in the measured activeiquamer, and a proportional damp-
ing controller stage for generating the desired refereaeeping signal. The later serves as an
additional input to the current control loop of the RSC. Thé&oat analysis has clearly shown
that the use of the damping controller effectively modifies frequency characteristic of the
DFIG and enhances the power-dissipation properties atlbeted frequency. One difficulty in
the implementation of the damping controller is that, astimeed earlier, unlike other kind of
classical SSRs that can be encountered in the power systeahsas SSR due to torque interac-
tion, Tl), in case of SSCI the resonance frequency is typicipendent on a number of factors.
To overcome this issue, a frequency-locked loop (FLL) hantselded in the estimation stage,
thus providing the damping controller frequency-adaptatapabilities. Time-domain simula-
tion results representing different case studies have jemented to verify the effectiveness of
the proposed adaptive-damping controller. Furthermorteas been shown that the use of the
proposed damping controller allows to drastically incestee stability margin of the system,
or for a given stability margin to increase the maximum levekeries-compensation in the
transmission system.

7.2 Future work

The investigation of resonant conditions in systems witfhipenetration of power-electronic
devices is a complex task. The focus of this thesis has bedFG-based wind farms em-

ploying conventional control strategies. Investigatietating to the risk of SSCI in full-power

converter type wind turbines has not been here address#thulgh there exists no reported
incidents related to control interaction in this type of dinirbines, investigation on the risk of
SSCI for this turbine topology is of high interest.

As shown in this thesis, the use of the proposed dampingaltertallows to reduce the risk for
SSCI. It will definitely be of interest to evaluate the impafctios additional control loop on the
ratings of the back-to-back converter of the DFIG. Due talhare limitations as well as unfa-
vorable system conditions or in case of more realistic wardifrepresentations (especially in
case of multivendor systems), this solution might be insigifit. In such cases, external power-
electronic based devices, such as STATCOMSs or other kind @T\controllers connected
to the point of common coupling with the grid, might be neegg$o mitigate unstable condi-
tions. However, due to the variable nature of the frequeeyacteristic of the wind turbines,
the control of such devices is not trivial and needs a deegsiiyation.
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Appendix A

Benchmark Model for SSR Studies

A.1 Introduction

In this appendix, the two IEEE benchmark model used for SSRiest are introduced. The
first IEEE benchmark model deals with SSR as a result of radsdnance while the second
benchmark model deals with parallel resonance in the poystes

A.1.1 IEEE First Benchmark Model (IEEE FBM)

The IEEE First Benchmark Model (IEEE FBM) shown in Hig. ]A.1 iséd on a radial connec-
tion of a 892.4 MVA synchronous generator connected to &s@ompensated transmission
network [30] [81]. The system has a rated voltage of 539 kV amdted frequency of 60 Hz.
The parameters for the synchronous generator and for thentiasion line can be found in
Table[A.1 and Table_Al2, respectively. The generator shafiehparameters are reported in
Table[A3.

infinite bus

Fig. A.1 Single-line diagram of IEEE first benchmark model
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TABLE A.1: IEEE FBM Synchronous Generator Parameters
Reactance Values [pu] Time constants Value [sec]

Xoo 0.13 T 4.3
Xy 1.79 T 0.032
X 0.169 TC;O 0.85
X, 0.135 T, 0.05
X;l 0.228

X 0.2

=}

TABLE A.2: IEEE FBM Network Parameters
Network resistance R;  0.02 pu

Transformer reactance X 0.14 pu
Transformer ratio 26/539 kV
Line reactance Xz 0.5pu

TABLE A.3: IEEE FBM Shaft Parameters

Mass Inertia H§~'] Shaft section Spring constant K [pu T/rad]

H[s 1 K [pu T/rad]

HP turbine 0.092897 HP-IP 19.303
IP turbine 0.155589 IP-LPA 34.929
LPA turbine 0.858670 LPA-LPB 52.038

LPB turbine 0.884215 LPB-GEN 70.858
Generator 0.868495 GEN-EX 2.82

Exciter 0.0342165

The IEEE FBM has been modified to accommodate an aggregate b4d&l wind farm, the
parameter of which are presented in Tdblel A.4. The Networarpater for the modified IEEE
FBM is given in Tabl€A.b

TABLE A.4: DFIG Aggregate Model parameter
Rated power 100 MW
Rated voltage 33 kv

Xis 0.158367 pu
Xm 3.8271871 pu
Xir 0.065986 pu
R 0.0092417 pu
R, 0.0075614 pu
Xy 1.055 pu
Ry 0.1055 pu
Clc 2.54 pu
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TABLE A.5: Induction Generator Parameters
Rated power 100 MW

Rated voltage 26 KV

X5 0.08168 pu
X 0.14870 pu
Xm 4.289 pu

R 0.004820 pu
R, 0.006313 pu

TABLE A.6: Network Parameters for DFIG Farm
Network resistance Rjp, 0.02 pu

Transformer reactance X 0.14 pu
Transformer resistance Ry,  0.0146 pu

Transformer ratio 33/161 kV
Line reactance Xz 0.1 pu
Line resistance Ry 0.02 pu

Series compensation X, % of X7,
Line reactance (line 2) X9 0.1 pu
Line resistance (line 2) Ry,  0.002 pu
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Appendix B

Transformation for three-phase system

B.1 Introduction

In this appendix, the transformation used to extract theptexwvector from three-phase quan-
tities and vice verse is presented.
B.1.1 Transformation of three-phase quantities into vectors

A three-phase system composed of three quantitigs), s, (¢) ands, (t) can be transformed
into a vector having two components in a stationary compdéarence frame, referred to ag
by applying the transformation stated by

() = sy + Gy = K [sa (1) + s () 3 45 (1) 7] (B.1)

IV

The transformation constaif can be chosen betweén./1/2 or /2/3 to obtain amplitude
invariant, rms invariant or power invariant transformaticespectively. The expression bf (B.1)
is expressed in matrix form ds (B.2)

Sa(t)
=T
{S ()}szz [ sb<t)] (B.2)
where the matrixI's; is expressed as

1 —1 1

Ty = K 2 2
32 |:0 V3 \/§:|
2 T2

Assuming there is no zero sequence, the inverse transfiomiatgiven by
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/&6

Figure B.1: Relation betweery-frame andig-frame

Sa(?)
=T
sp(t) | = Tos [ z Et; } (B.3)
Se(t) !
where the matrixly; is given by
2
A
R S Y
3 V3

B.1.2 Transformation from fixed to rotating reference frame

For a vector expressed &g, in thezy-frame having an angular frequeney(t) in the counter-
clockwise direction, a rotatingg-frame that rotates with the same angular frequengy)
can be defined. In this rotating reference frame, the vegtpappears as a fixed vector. By
projecting the vectos,, in the d-axis andg-axis of thedg-frame, the components of the vector
in thedq frame can be obtained as illustrated in Fig.|B.1

The transformation can be expressed using vector nota®ns

S4g(t) = 8a(t) + J5q(1) = 5, (£)e™ 71 (B.4)

wherev,(t) is expressed as
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The inverse transformation from the rotatidgframe is expressed as

S0y (t) = 844()€7"* (B.5)
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