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# Competitive DNA binding of $\mathrm{Ru}(\mathrm{bpy})_{2} \mathrm{dppz}^{2+}$ enantiomers studied with isothermal titration calorimetry (ITC) using a direct and general binding isotherm algorithm $\dagger$ 

Anna K. F. Mårtensson (D) and Per Lincoln*


#### Abstract

While isothermal titration calorimetry (ITC) is widely used and sometimes referred to as the "gold standard" for quantitative measurements of biomolecular interactions, its usage has so far been limited to the analysis of the binding to isolated, non-cooperative binding sites. Studies on more complicated systems, where the binding sites interact, causing either cooperativity or anti-cooperativity between neighboring bound ligands, are rare, probably due to the complexity of the methods currently available. Here we have developed a simple algorithm not limited by the complexity of a binding system, meaning that it can be implemented by anyone, from analyzing systems of simple, isolated binding sites to complicated interactive multiple-site systems. We demonstrate here that even complicated competitive binding calorimetric isotherms can be properly analyzed, provided that ligand-ligand interactions are taken into account. As a practical example, the competitive binding interactions between the two enantiomers of Ru(bpy) $)_{2} \mathrm{dppz}^{2+}$ (Ru-bpy) and poly(dAdT)2 (AT-DNA) are analyzed using our new algorithm, which provided an excellent global fit for the ITC experimental data.


## Introduction

When studying the binding interactions between a ligand and a macromolecule, isothermal titration calorimetry (ITC) has many advantages. It is a powerful, high-precision tool that is often referred to as the "gold standard" for quantitative measurements of biomolecular interactions, and the only direct thermodynamic method that enables full thermodynamic characterization (stoichiometry, association constant, enthalpy and entropy of binding) of the interaction after a single titration experiment. However, the currently available analysis software is generally limited to the analysis of multiple binding systems with isolated (i.e. non-interactive) binding sites, and cannot adequately take into account cooperative or anti-cooperative interactions inherent in the binding of large ligands to DNA. ${ }^{1}$

In our previous ITC studies on ruthenium complexes intercalating into DNA, a generalized McGhee-von Hippel binding isotherm algorithm was utilized to account for binding site interactions. ${ }^{2,3}$ However, the algorithm employed ${ }^{4}$ in our earlier work involves two nested iterations: the inner iteration for solving the secular equations, the outer for solving the mass-balance equations. This algorithm has never got a wide-spread use, not

[^0]unlikely due to its complexity and limited efficiency. Moreover, it is limited to describe interactions between $1: 1$ binding site : ligand equilibria.

Here we present a much improved and simplified algorithm, which iterates the mass balance equations directly with just 14 lines of the MATLAB code (see the ESI $\dagger$ ). The new method is very general, and is no longer limited to just the nearestneighbor interactions between bound ligands, since higher than 1:1 binding site: ligand equilibria can be treated just as easy. While this method can be utilized for modelling ligand binding to any type of linear biopolymers (such as actin, myosin or tubulin), we anticipate that the most frequent usage would be for studying the binding affinity of ligands to the closely spaced binding sites of DNA.

The intercalation ability of ligands to DNA is commonly determined by ethidium bromide displacement assays. ${ }^{5-8}$ This method was scrutinized in a recent study, using ITC as an alternative non-label method. ${ }^{9}$ However, the study focused on whether ethidium bromide displacement ability could automatically be interpreted as the intercalation potential of small molecules, not addressing the issue with ligand-ligand interactions. Most often, ITC experiments included in competitive binding studies are limited to the determination of thermodynamic parameters, ignoring ligand-ligand interactions. There are a few notable examples of ITC data analysis methods that are capable of adequately analysing more complex
ligand-macromolecule systems. One such example is the AFFINImeter software (S4SD), which is capable of the global fitting of non-standard binding models, such as competing ligands to a multiple site receptor. However, while several case studies are available exemplifying the resourcefulness of the method, ${ }^{10}$ a binding system of a repetitive one-dimensional lattice of closely spaced binding sites (e.g. DNA) is not included. Perhaps for that reason, nearest-neighbor cooperativity is not addressed either. In addition, Buurma and Haq have developed a general software package, denoted IC-ITC, capable of analysing ITC data with a model including two independent binding sites and taking ligand self-aggregation into account. ${ }^{11}$

To exemplify the practical usage of our algorithm, we have conducted a series of competitive ITC experiments titrating enantiopure $\mathrm{Ru}(\mathrm{bpy})_{2} \mathrm{dppz}^{2+}$ (Ru-bpy; bpy $=2,2^{\prime}$-bipyridine; $\mathrm{dppz}=$ dipyrido $\left[3,2-a: 2^{\prime}, 3^{\prime}-c\right]$ phenazine) into a solution of poly(dAdT) ${ }_{2}$ (AT-DNA). Ru-bpy is an intercalating $\mathrm{Ru}(\mathrm{II})$ polypyridyl complex with a strong binding affinity to DNA (and a slight preference towards A-T base pairs). The complex has an octahedral coordination geometry resulting in two possible configurations, a right-handed $(\Delta)$ and a left-handed ( $\Lambda$ ) propellerlike structure (Fig. 1).

It is well-established that it is the dppz moiety that intercalates between the base pairs of the DNA helix using both spectroscopic and biophysical methods as well as using X-ray crystallography. ${ }^{12-20}$ However, while the intercalating properties of $\mathrm{Ru}(\mathrm{II})$ polypyridyl complexes are certainly important, it is becoming more and more apparent that the molecular structure of the ancillary ligands has a strong influence on the binding characteristics of a complex, ${ }^{21-25}$ including complexcomplex interactions. ${ }^{2,3,26}$ It has often been neglected to take into account the cooperative and anti-cooperative behaviour of DNA-bound dppz-based Ru-centred structures when analysing the complex-DNA interactions.

Only recently have high-resolution structures and calorimetric studies emerged that have revealed nearest-neighbor interactions as a possible explanation to the complicated thermodynamic profiles of these complexes. ${ }^{2,3,16-19,26,27}$ The non-classical ITC curves previously reported for $\mathrm{Ru}(\mathrm{L})_{2} \mathrm{dppz}^{2+}$ complexes ( $\mathrm{L}=$ bpy or phen (phen $=1,10$-phenanthroline)) have been attributed to an additional enthalpy contribution from neighboring complexes on the DNA as saturation of binding sites increases. ${ }^{2,3}$ DNA, being a right-handed helical structure, would assumingly interact differently with the $\Delta$ and $\Lambda$-enantiomers of tri-bidentate complexes, and previous results obtained using calorimetry do indeed indicate the $\Delta$-form of


Fig. 1 Structures of $\Lambda$-(left) and $\Delta$-Ru(bpy) ${ }_{2} \mathrm{dppz}^{2+}$ (right).
both Ru-bpy and Ru-phen to have a stronger binding affinity towards DNA. ${ }^{2,14}$

Analysis of a single enantiomer - DNA ITC titration with a simple neighbor interaction lattice model requires 3 binding parameters (the intrinsic binding constant $K$, the cooperativity parameter $y_{\mathrm{aa}}$ and $n$, the number of basepairs covered by the bound ligand) and two enthalpy parameters (the intrinsic binding enthalpy $\Delta H_{a}^{\circ}$ and ligand-ligand interaction enthalpy $\Delta H_{a a}^{\circ}$ ), thus determining the thermodynamic characteristics of $\Delta$ - and $\Lambda$ Ru-bpy binding requires $(6+4)$ fitting parameters. ${ }^{3}$ By augmenting the dataset with two continued titrations, in which one enantiomer is titrated into DNA saturated with the opposite enantiomer, the consistency of the model can be scrutinized by performing a global analysis of all 4 titrations with only two additional fitting parameters ( $y_{a b}$ and $\Delta H_{a b}^{\circ}$ ).

Recently, Mikek et al. showed that the non-classical ITC curves, which arise upon titration of a 25-bp DNA oligomer duplex with ruthenium dppz complexes, can be excellently fitted with a two independent site binding model with 4 binding parameters $\left(K_{1}, K_{2}, f_{1}\right.$ and $\left.f_{2}\right)$ and 2 enthalpy parameters $\left(\Delta H_{1}^{\circ}\right.$ and $\Delta H_{2}^{\circ}$ ) per titration. ${ }^{28}$ Since the binding site fractions $f_{1}$ and $f_{2}$ were found to be reasonably similar for both enantiomers, one could envisage that a global analysis with the two independent site model on the augmented data set could provide an alternative interpretation to the lattice based models.

Our previous ITC studies on binding of $\mathrm{Ru}(\mathrm{L})_{2} \mathrm{dppz}^{2+}$ complexes to poly(dAdT) $)_{2}$ have modeled the DNA as a homopolymer of identical intercalation pockets. ${ }^{2,3}$ Crystallographic studies from the Cardin group have convincingly shown that the $\Lambda$-enantiomer of $\mathrm{Ru}(\mathrm{L})_{2} \mathrm{dppz}^{2+}$ type complexes strongly prefers $5^{\prime}$-TA- $3^{\prime}$ to $5^{\prime}$-AT- $3^{\prime} .{ }^{17}$ Thus, it is further of considerable interest to investigate a more realistic binding model, in which the two alternating intercalation pockets of poly(dAdT) $)_{2}$ are explicitly accounted for.

## Experimental

## Materials and sample preparation

All experiments were performed in an aqueous buffer solution ( $\mathrm{pH}=7.0$ ) containing 150 mM NaCl and 1 mM cacodylate (dimethylarsinic acid sodium salt). A stock solution of poly(dAdT) $2_{2}$ (AT-DNA) ( $\sim 5 \mathrm{mM}$ nucleotides) was prepared by dissolving the sodium salt (Sigma-Aldrich) in buffer. Stock solutions of the complexes $(\sim 1 \mathrm{mM})$ were prepared by dissolving the chloride salts in buffer. Concentrations were determined spectrophotometrically using extinction coefficients: $\varepsilon_{260}=6600 \mathrm{M}^{-1} \mathrm{~cm}^{-1}$ per nucleotide for AT-DNA, and $\varepsilon_{444}=16100 \mathrm{M}^{-1} \mathrm{~cm}^{-1}$ for $\mathrm{Ru}(\mathrm{bpy})_{2} \mathrm{dppz}^{2+}$. For ITC measurements the DNA solution was dialyzed against pure buffer for at least 48 hours at $8{ }^{\circ} \mathrm{C}$. Ruthenium complex solutions of appropriate concentrations were prepared by dilution of the stock solutions in the dialysate. The dialysis membrane used had a molecular weight cut-off of $3.5-5 \mathrm{kDa}$ (Spectra-Por ${ }^{\mathbb{R}}$ Float-A-Lyzer ${ }^{\mathbb{R}}$ G2, Sigma-Aldrich).

Enantiopure $\Lambda^{-}$and $\Lambda-\left[\mathrm{Ru}(\mathrm{bpy})_{2} \mathrm{dppz}\right] \mathrm{Cl}_{2}$ used in this study were prepared as previously reported. ${ }^{20}$

Other chemicals were purchased from Sigma-Aldrich and used without purification.

Absorption spectra were measured on a Varian Cary 4000 UV/vis spectrophotometer (path length $=1 \mathrm{~cm}$ ).

## Isothermal titration calorimetry

Isothermal titration calorimetry (ITC) is a high-precision tool where the heat produced or absorbed upon addition of the complex to a DNA solution enables direct assessment of the binding free energy by integrating the power required to maintain the reference and sample cells at the same temperature. The experimental raw data consist of a series of heat flow peaks, and each peak corresponds to one injection of complex. These heat flow spikes are integrated with respect to time, which gives the total heat exchanged per mole injectant plotted against the ratio $[\mathrm{Ru}] /[$ base pairs].

Calorimetric data were obtained using an ITC200 isothermal titration calorimeter (Microcal) controlled by Origin 7.0 software. The ITC profiles of the $\Delta$ and $\Lambda$ enantiomers of Ru-bpy were obtained by a single injection of $1 \mu \mathrm{l}$ followed by 19 sequential titrations in $2 \mu \mathrm{l}$ aliquot injections of complex from a syringe stock solution $(\sim 470 \mu \mathrm{M})$ into the sample cell $(206 \mu \mathrm{l})$ loaded with AT-DNA in 150 mM NaCl aqueous solution ( $\sim 300 \mu \mathrm{M}$ nucleotides). This was subsequently followed by an additional 20 sequential additions (single injection of $1 \mu \mathrm{l}$ followed by 19 injections of $2 \mu \mathrm{l}$ aliquots) of the opposite enantiomer into the sample cell now loaded with AT-DNA saturated by the first complex. All ITC experiments were performed at $25{ }^{\circ} \mathrm{C}$. The injection spacing was 180 s , the syringe rotation was 750 rpm , and there was an initial delay of 120 s prior to the first injection. The concentration ranges used for the complex and DNA were set to span mixing ratios of [Ru]/[base pairs] from 0.08 to 0.6 for the first titration and from 0.7 to 1.4 for the second titration. The primary ITC data were corrected for the heat of complex dilution by subtracting the average heat per injection of the complex titrated into buffer. There was negligible heat arising from DNA dilution. The raw ITC data peaks were automatically integrated using the Origin 7.0 software. For improved accuracy of the integration, the integration range for each heat peak was narrowed to include $\sim 2 / 3$ of the original range, thus reducing the background noise from the baseline.

## Results

## Derivation of the general binding isotherm algorithm

The problem of modelling binding equilibria between a set of ligands and an infinite one-dimensional lattice of identical binding site units is advantageously treated with the statistical thermodynamics of linear hetero-polymers, which can conveniently be cast into matrix equations. The binding site unit itself can be defined to consist of one or several polymer subunits, and may provide one or several distinct ligand binding sites. The mathematical equivalence between the partition function and Markov chain formalisms have been demonstrated earlier, ${ }^{4}$ and although we here will use a variant of the
elegant formulation by Chen of the ligand binding problem using the former formalism, ${ }^{29}$ the derivation uses the probabilistic Markov chain approach, implicit in the classical paper by McGhee and von Hippel. ${ }^{30}$

In the most general case, at equilibrium with $L$ different ligands $A(A=1, \ldots L)$, the initial homo-polymer of bare bindingsite units has been converted into a hetero-polymer with $N+1$ different types of elementary units $i(i=0,1 \ldots N)$, where the unit 0 is the bare binding site unit, and the other $N$ elementary units $i$ are composed of $n_{i}$ consecutive binding site units and $\sum_{A} m_{i A}$
ligands. We denote $n_{i}$ the length, and $m_{i A}$ the stoichiometric coefficient with respect to the ligand $A$, of the elementary unit $i$. At equilibrium, each elementary unit is further characterized by its binding density $\theta_{i}$ and its binding potential $x_{i}$. The probability that a randomly chosen binding site unit is in the elementary unit $i$ is given by $n_{i} \theta_{i}$, and the binding densities thus give the total concentration of the bound ligand $A$ :

$$
\begin{equation*}
A_{\mathrm{bound}}=B_{0} \sum_{i=1} m_{i A} \theta_{i} \tag{1}
\end{equation*}
$$

where $B_{0}$ is the total concentration of binding site units.
The binding potential is a function of the intrinsic binding constant $K_{i}$ (the equilibrium constant for the formation of elementary unit $i$ from free ligands and $n_{i}$ consecutive bare binding site units in the absence of interactions with neighbor units) and the free ligand concentrations $A_{\text {free }}$ :

$$
\begin{equation*}
x_{i}=K_{i} \Pi_{A} A_{\text {free }}^{m_{i A}} \tag{2}
\end{equation*}
$$

the binding potential for unit 0 being defined as unity, $x_{0}=1$.
The interactions between neighboring elementary units are given by a set of non-negative cooperativity constants $y_{i j}$ that are elements of the cooperativity matrix $\mathbf{Y}=\left[y_{i j}\right], i, j=0,1, \ldots N$. The product of the cooperativity constant $y_{i j}$ and the intrinsic binding constants $K_{i}$ and $K_{j}$ gives the equilibrium constant $K_{i j}$ for formation of the two consecutive units $i$ and $j$ from free ligands and $n_{i}+n_{j}$ consecutive bare binding sites in the absence of other neighbor interactions:

$$
\begin{equation*}
K_{i j}=K_{i} K_{j} y_{i j} \tag{3}
\end{equation*}
$$

$y_{i j}>1$ indicates a favorable (cooperative), $y_{i j}<1$ an unfavorable (anti-cooperative) and $y_{i j}=1$ no interaction between units $i$ and $j$. The interaction between two bare binding sites is always non-cooperative by definition, hence $y_{00} \equiv 1$, and in most cases, all cooperativity parameters involving a bare binding site unit, $y_{0 i}$ and $y_{i 0}$, are set to 1 . In some binding models zero elements, $y_{i j}=0$, are used to exclude certain sequences of elementary units; however, to provide a physically meaningful model, $\mathbf{Y} \geq 0$ must be a primitive nonnegative matrix, i.e. there is a power of $\mathbf{Y}$ which is positive: $\mathbf{Y}^{\mathbf{p}}>0$ for some $p \geq 1$. $^{31}$

Defining matrix $\mathbf{M}=\left[m_{i A}\right]$ and column vectors $\mathbf{x}=\left[x_{i}\right], \boldsymbol{\theta}=\left[\theta_{i}\right]$, $\mathbf{k}=\left[K_{i}\right], \mathbf{c}_{\mathbf{f}}=\left[A_{\text {free }}\right]$ and $\mathbf{c}_{\mathbf{b}}=\left[A_{\text {bound }}\right](i=1, \ldots N ; A=1, \ldots L)$, eqn (1) and (2) can be expressed in matrix notation:

$$
\begin{gather*}
\mathbf{c}_{\mathbf{b}}=B_{0} \mathbf{M}^{\mathbf{T}} \boldsymbol{\theta}  \tag{4}\\
\mathbf{x}=\exp \left[\ln (\mathbf{k})+\mathbf{M} \ln \left(\mathbf{c}_{\mathbf{f}}\right)\right] \tag{5}
\end{gather*}
$$

where the superscript ${ }^{\mathbf{T}}$ denotes matrix transposition; and $\ln$ and $\exp$ denote elementwise operation of the natural logarithm and exponential functions, respectively.

Given that an $N$ by $N$ non-singular transformation matrix $\mathbf{T}$ can be constructed such that the product TM has only 0 and 1 as elements, with exactly one 1 in each row but no zero columns; $N$ mass balance equations can be set up:

$$
\begin{equation*}
\mathbf{T M c}_{0}=\exp (\mathbf{T}[\ln (\mathbf{x})-\ln (\mathbf{k})])+B_{0} \mathbf{T M} \mathbf{M}^{\mathbf{T}} \boldsymbol{\theta} \tag{6}
\end{equation*}
$$

where $\mathbf{c}_{\mathbf{0}}=\left[A_{\text {total }}\right]$ is a column vector with the total concentrations of the $L$ ligands as elements.

In order to solve eqn (6), the relation between $\mathbf{x}, \boldsymbol{\theta}$ and $\mathbf{Y}$ has to be made explicit. Given any positive $N$ vector $\mathbf{r}, \mathbf{Y}$ can be transformed into a stochastic matrix $\mathbf{P}$ with the constant row sum of 1 :

$$
\begin{equation*}
\mathbf{P}=D(\mathbf{s}) \mathbf{Y} D([1 ; \mathbf{r}]) \tag{7}
\end{equation*}
$$

where $D(\mathbf{s})$ denotes a diagonal matrix which has the elements of vector $\mathbf{s}$ along the diagonal and is zero elsewhere. The elements $s_{\mathrm{i}}$ of the $N+1$ vector $\mathbf{s}$ normalize each row sum to unity:

$$
\begin{equation*}
s_{i}=\left(y_{i 0}+\mathbf{y}_{i}^{\mathrm{T}} \mathbf{r}\right)^{-1}, \quad i=0,1, \ldots N \tag{8}
\end{equation*}
$$

where $\mathbf{y}_{i}^{\mathbf{T}}$ is the $(i+1)$ th row of $\mathbf{Y}$, except for the first element $y_{i 0}$. Thus

$$
\begin{equation*}
p_{i j}=s_{i} y_{i j} r_{j} \tag{9}
\end{equation*}
$$

and the element $p_{i j}$ of $\mathbf{P}$ gives the conditional probability that the elementary unit $i$ is followed by the elementary unit $j$.

Following the probabilistic approach of McGhee and von Hippel, the binding potential $x_{i}$ can, in the absence of neighbor interactions, be equated to the quotient between the probability of finding the elementary unit $i$, preceded by the elementary unit $a$ and followed by the unit $b$, and the probability of finding $a$ and $b$ enclosing $n_{i}$ consecutive bare binding site units:

$$
\begin{equation*}
x_{i}=\frac{p_{a i} p_{i b}}{p_{a 0} p_{00}{ }^{n_{i}-1} p_{0 b}} \tag{10}
\end{equation*}
$$

McGhee and von Hippel use eqn (10) and take $a$ and $b$ as the bare binding site units with $y_{0 i}=y_{i 0}=1$, in which case $x_{i}=p_{a i} p_{i b} / p_{00}{ }^{n_{i}+1}$. For the general case, inserting $p_{i j}=s_{i} y_{i j} r_{j}$, in eqn (10) and using that $y_{00}=r_{0}=1$, gives

$$
\begin{align*}
x_{i} & =\frac{\left(s_{a} y_{a i} r_{i}\right)\left(s_{i} y_{i b} r_{b}\right)}{\left(s_{a} y_{a 0} r_{0}\right)\left(s_{0} y_{00} r_{0}\right)^{n_{i}-1}\left(s_{0} y_{0 b} r_{b}\right)}  \tag{11}\\
& =s_{i} r_{i} s_{0}^{-n_{i}}\left(\frac{y_{a i} y_{i b}}{y_{a 0} y_{0 b}}\right)
\end{align*}
$$

The binding potential $x_{i}$ is defined from the equilibrium for the formation of elementary unit $i$ from free ligands and $n_{i}$ consecutive bare binding site units in the hypothetical absence of interactions with neighbor units. Thus, the factor involving the cooperativity parameters on the right side of eqn (11) can be set to 1 to give

$$
\begin{equation*}
x_{i}=s_{i} r_{i} s_{0}{ }^{-n_{i}} \tag{12}
\end{equation*}
$$

As long as $\mathbf{Y}$ is primitive, eqn (12) is valid whatever value taken by the cooperativity parameters involving the elementary unit $i$. When $\mathbf{Y}$ is primitive, $\mathbf{P}$ will be as well since $\mathbf{r}>0$. The theorem of Frobenius states that a primitive nonnegative square matrix has only one strictly positive righthand eigenvector, and that the corresponding dominant eigenvalue is a simple root of the characteristic equation, equal to the spectral radius of the matrix and exceeds all the other eigenvalues in modulus. ${ }^{31}$

For any primitive stochastic matrix, the constant $N+1$ vector $\mathbf{e}=[1]$ is the right-hand eigenvector corresponding to the dominant eigenvalue 1 :

$$
\begin{equation*}
\mathbf{P e}=\mathbf{e} \tag{13}
\end{equation*}
$$

Let the left-hand eigenvector corresponding to the dominant eigenvalue 1 be the positive row vector $\mathbf{f}^{\mathbf{T}}$, thus

$$
\begin{equation*}
\mathbf{f}^{\mathbf{T}} \mathbf{P}=\mathbf{f}^{\mathbf{T}} \tag{14}
\end{equation*}
$$

When normalized so that $\mathbf{f}^{\mathbf{T}} \mathbf{e}=1, \mathbf{f}$ gives the limiting probabilities of the Markov chain defined by $\mathbf{P}$; i.e. for an infinitely long heteropolymer, $f_{i}$ is the absolute probability that an elementary unit picked at random is the elementary unit $i$. However, elementary units may be of different lengths $n_{i}$, and it is convenient to normalize $\mathbf{f}$ with respect to the length of each unit:

$$
\begin{equation*}
\mathbf{f}^{\mathrm{T}}[1 ; \mathbf{n}]=1 \tag{15}
\end{equation*}
$$

When $\mathbf{f}$ is so normalized, the first element, $f_{0}=1-\boldsymbol{\theta}^{\mathbf{T}} \mathbf{n}$, will be the absolute probability that a lattice subunit picked at random is a bare binding site unit, and the other $N$ elements in $\mathbf{f}$ will be the binding densities $\theta_{i}$, thus

$$
\begin{equation*}
\mathbf{f}^{\mathrm{T}}=\left[\left(1-\boldsymbol{\theta}^{\mathrm{T}} \mathbf{n}\right) \boldsymbol{\theta}^{\mathrm{T}}\right] \tag{16}
\end{equation*}
$$

Let $\mathbf{P}$ be partitioned as

$$
\mathbf{P}=\left[\begin{array}{ll}
\mathbf{p}_{00} & \mathbf{p}_{01}^{\mathrm{T}}  \tag{17}\\
\mathbf{p}_{10} & \mathbf{P}_{11}
\end{array}\right]
$$

Insertion of eqn (16) and (17) in (14) gives [(1- $\left.\left.\boldsymbol{\theta}^{\mathrm{T}} \mathbf{n}\right) \mathbf{p}_{01}^{\mathrm{T}}+\boldsymbol{\theta}^{\mathrm{T}} \mathbf{P}_{\mathbf{1 1}}\right]$ $=\boldsymbol{\theta}^{\mathrm{T}}$, which can be solved for $\boldsymbol{\theta}^{\mathrm{T}}$ :

$$
\begin{equation*}
\boldsymbol{\theta}^{\mathbf{T}}=\mathbf{P}_{01}^{\mathrm{T}} \mathbf{V}^{-1}, \quad \mathbf{V}=\left(\mathbf{I}+\mathbf{n} \mathbf{p}_{01}^{\mathrm{T}}-\mathbf{P}_{11}\right) \tag{18}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix. Matrix $\mathbf{V}$ in eqn (18) can never become singular, since the spectral radius of any submatrix of a primitive, and thus irreducible, non-negative matrix is strictly smaller than that of the full matrix, hence the eigenvalues of $\mathbf{P}_{11}$ will all be less than 1.

Given cooperativity parameters in matrix $\mathbf{Y}$ and elementary unit lengths in column vector $\mathbf{n}$, the vectors of binding potentials $\mathbf{x}$ and binding densities $\boldsymbol{\theta}$ are thus functions of an $N$-vector $\mathbf{r}>0$ through eqn (7), (8), (12) and (18). Given intrinsic binding constants $\mathbf{k}$, stoichiometric coefficients $\mathbf{M}$, total ligand concentrations $\mathbf{c}_{0}$ and total binding site concentration $B_{0}$, the mass balance eqn (6) can be rearranged to

$$
\begin{equation*}
\mathbf{q}=\exp (\mathbf{T}[\ln (\mathbf{x})-\ln (\mathbf{k})])+\mathbf{T M}\left(B_{0} \mathbf{M}^{\mathbf{T}} \boldsymbol{\theta}-\mathbf{c}_{0}\right) \tag{19}
\end{equation*}
$$

where the mass balance error in $N$-vector $\mathbf{q}$ is a function of $\mathbf{r}$. The norm of the mass balance error $\mathbf{q}$ is conveniently minimized by iterating with the Newton-Raphson method:

$$
\begin{equation*}
\mathbf{r}_{n+1}=\mathbf{r}_{n}-\left(\frac{\delta \mathbf{q}}{\delta \mathbf{r}}\right)^{-1} \mathbf{q} \tag{20}
\end{equation*}
$$

where subscript $n$ is the number of the iteration step and it is understood that $\mathbf{q}$ and its derivatives are evaluated at $\mathbf{r}_{n}$. By elementwise evaluation of the elements of $(\delta \mathbf{q} / \delta \mathbf{r})$ we find that the derivatives of $\mathbf{x}$ and $\boldsymbol{\theta}$ can be separated:

$$
\begin{equation*}
\left(\frac{\delta \mathbf{q}}{\delta \mathbf{r}}\right)=D(\mathbf{a}) \mathbf{T} D(\mathbf{x})^{-1}\left(\frac{\delta \mathbf{x}}{\delta \mathbf{r}}\right)+B_{0} \mathbf{T} \mathbf{M} \mathbf{M}^{\mathbf{T}}\left(\frac{\delta \boldsymbol{\theta}}{\delta \mathbf{r}}\right) \tag{21}
\end{equation*}
$$

where $\mathbf{a}=\exp (\mathbf{T}[\ln (\mathbf{x})-\ln (\mathbf{k})])$. In the common case that $\mathbf{T}=\mathbf{I}$, i.e. every elementary unit (except the bare binding site unit) contains only one bound ligand, a reduces to $\mathrm{D}(\mathbf{k})^{-1} \mathbf{x}$ and eqn (21) simplifies to

$$
\begin{equation*}
\left(\frac{\delta \mathbf{q}}{\delta \mathbf{r}}\right)=D(\mathbf{k})^{-1}\left(\frac{\delta \mathbf{x}}{\delta \mathbf{r}}\right)+B_{0} \mathbf{M} \mathbf{M}^{\mathbf{T}}\left(\frac{\delta \boldsymbol{\theta}}{\delta \mathbf{r}}\right) \tag{22}
\end{equation*}
$$

The derivative of $s_{i}$ with respect to $r_{k}$ is readily obtained from eqn (8):

$$
\begin{equation*}
\frac{\delta s_{i}}{\delta r_{k}}=-s_{i}^{2} y_{i k}=-s_{i} p_{i k} r_{k}^{-1} \tag{23}
\end{equation*}
$$

Thus, from eqn (12)

$$
\begin{equation*}
\frac{\delta x_{i}}{\delta r_{k}}=\frac{\delta\left(s_{i} r_{i} s_{0}^{-n_{i}}\right)}{\delta r_{k}}=-x_{i} p_{i k} r_{k}^{-1}+x_{i} r_{k}^{-1} \partial_{i k}+x_{i} n_{i} p_{0 k} r_{k}^{-1} \tag{24}
\end{equation*}
$$

where $\partial_{i k}$ is 1 only when $i=k$ and zero otherwise. Assembling the matrix from the elements given by eqn (24) gives:

$$
\begin{equation*}
\left(\frac{\delta \mathbf{x}}{\delta \mathbf{r}}\right)=D(\mathbf{x}) \mathbf{V} D(\mathbf{r})^{-1} \tag{25}
\end{equation*}
$$

where $\mathbf{V}$ was defined in eqn (18). The derivatives of $\boldsymbol{\theta}^{\mathbf{T}}$ involve derivatives of submatrices of $\mathbf{P}$, and are thus best evaluated row-wise from eqn (18):

$$
\begin{align*}
\left(\frac{\delta \boldsymbol{\theta}^{\mathrm{T}}}{\delta r_{k}}\right) & =\left(\frac{\delta \mathbf{p}_{01}^{\mathrm{T}}}{\delta r_{k}}\right)^{-1} \mathbf{V}^{-1}-\mathbf{p}_{01}^{\mathrm{T}} \mathbf{V}^{-1}\left(\frac{\delta \mathbf{V}}{\delta r_{k}}\right) \mathbf{V}^{-1} \\
& =\left[\left(\frac{\delta \mathbf{p}_{01}^{\mathrm{T}}}{\delta r_{k}}\right)^{-1}-\boldsymbol{\theta}^{\mathbf{T}}\left(\frac{\delta \mathbf{V}}{\delta r_{k}}\right)\right] \mathbf{V}^{-1} \tag{26}
\end{align*}
$$

where the derivatives of $\mathbf{V}$ follow directly from the definition of $\mathbf{V}$ in eqn (18):

$$
\begin{equation*}
\left(\frac{\delta \mathbf{V}}{\delta r_{k}}\right)=-\mathbf{n}\left(\frac{\delta \mathbf{p}_{01}^{\mathbf{T}}}{\delta r_{k}}\right)^{-1}+\left(\frac{\delta \mathbf{P}_{11}}{\delta r_{k}}\right) \tag{27}
\end{equation*}
$$

Insertion of eqn (27) in (26) gives:

$$
\begin{align*}
\left(\frac{\delta \boldsymbol{\theta}^{\mathbf{T}}}{\delta r_{k}}\right) & =\left[\left(1-\boldsymbol{\theta}^{\mathbf{T}} \mathbf{n}\right)\left(\frac{\delta \mathbf{p}_{01}^{\mathbf{T}}}{\delta r_{k}}\right)^{-1}+\boldsymbol{\theta}^{\mathbf{T}}\left(\frac{\delta \mathbf{P}_{11}}{\delta r_{k}}\right)\right] \mathbf{V}^{-1}  \tag{28}\\
& =\mathbf{f}^{\mathbf{T}}\left(\frac{\delta \mathbf{P}_{1}}{\delta r_{k}}\right) \mathbf{V}^{-1}
\end{align*}
$$

where the left-hand eigenvector $\mathbf{f}^{\mathbf{T}}$ is given by eqn (16) and $\mathbf{P}_{\mathbf{1}}$ is the rectangular submatrix obtained from $\mathbf{P}$ by omitting the first column. The derivative of $p_{i j}$ with respect to $r_{k}$ is

$$
\begin{align*}
\frac{\delta p_{i j}}{\delta r_{k}} & =\frac{\delta\left(s_{i} y_{i j} r_{j}\right)}{\delta r_{k}}=s_{i} y_{i j} \partial_{j k}-s_{i} p_{i k} y_{i j} r_{j} r_{k}^{-1}  \tag{29}\\
& =\left(p_{i k} \partial_{j k}-p_{i k} p_{i j}\right) r_{k}^{-1}
\end{align*}
$$

Insertion of eqn (29) in $\mathbf{f}^{\mathbf{T}}\left(\delta \mathbf{P}_{\mathbf{1}} / \delta r_{k}\right)$ gives

$$
\begin{align*}
\mathbf{f}^{\mathrm{T}}\left(\frac{\delta \mathbf{P}_{1}}{\delta r_{k}}\right) & =r_{k}^{-1}\left(\sum_{i} f_{i} p_{i k} \partial_{j k}-\sum_{i} p_{i k} f_{i} p_{i j}\right)  \tag{30}\\
& =r_{k}^{-1}\left(\theta_{k} \partial_{j k}-\mathbf{p}_{\mathbf{k}}^{\mathbf{T}} D(\mathbf{f}) \mathbf{P}_{1}\right)
\end{align*}
$$

where $f_{i}$ is the $i$ th element of $\mathbf{f}(i=0,1, \ldots N), \mathbf{p}_{\mathbf{k}}$ is the $k$ th column of $\mathbf{P}_{\mathbf{1}}(k=1, \ldots N)$ and thus $\sum_{i} f_{i} p_{i k}=\mathbf{f}^{\mathbf{T}} \mathbf{p}_{\mathbf{k}}=\theta_{k}$. Assembling the rows of eqn (30) into a matrix and transposing gives with eqn (28):

$$
\begin{equation*}
\left(\frac{\delta \boldsymbol{\theta}}{\delta \mathbf{r}}\right)=\left(\mathbf{V}^{\mathbf{T}}\right)^{-1} \mathbf{U} D(\mathbf{r})^{-1}, \quad \mathbf{U}=\left[D(\boldsymbol{\theta})-\mathbf{P}_{1}^{\mathbf{T}} D(\mathbf{f}) \mathbf{P}_{1}\right] \tag{31}
\end{equation*}
$$

Insertion of eqn (25) and (31) in eqn (21) completes the iterative step for solution of the mass balance in eqn (19). In the ESI, $\dagger$ the code is given for the MATLAB program GeneralAlgorithm which solves the mass-balance for a single titration point using eqn (21). The code is also given for a series of programs ITCalgorithmModel $X$ which show examples of how the GeneralAlgorithm can easily be implemented for global analysis of ITC titration data with various binding models. In addition, the code is given for the program ITCalgorithmIndependent which implements analysis using a model with 2 independent binding sites.

## Isothermal titration calorimetry and model fitting

Fig. 2 shows raw ITC data of titration of AT-DNA with the enantiomers $\triangle$ Ru-bpy and $\Lambda$ Ru-bpy. To the left, the ligand is titrated into AT-DNA only. In accordance with our previous results, further injections with the same enantiomer (not shown) gave only very small, constant heat values, indicating full saturation of the DNA. ${ }^{2,3}$ However, when proceeding the titration by injecting the opposite enantiomer (Fig. 2, right) substantial enthalpy changes are observed, indicating that both enantiomers can displace each other on the DNA.

In the global fitting of these ITC isotherms, a data point $i$ in the ITC isotherm is assumed to be a sum of intrinsic and neighbor interaction binding enthalpies:

$$
\begin{equation*}
\mathrm{ITC}(i)=\sum_{a}\left(\Delta H_{a}^{\circ}\right) \Delta a(i)+\sum_{a b} \Delta H_{a b}^{\circ} \Delta a b(i)+\Delta H_{\text {baseline }} \tag{32}
\end{equation*}
$$

where $\Delta H_{a}^{\circ}$ is the standard enthalpy change for the formation of elementary unit $a$ from free ligands and binding sites in the absence of interactions with neighbor units and $\Delta H_{a b}^{\circ}$ is the standard enthalpy change of the interaction between neighbor elementary units $a$ and $b . \Delta H_{\text {baseline }}$ is a small constant, and is an approximation for various enthalpy contributions not


Fig. 2 ITC raw data for binding of the $\Delta$ and $\Lambda$ enantiomers of Ru-bpy to AT-DNA alone ( $\Delta$ : top left; $\Lambda$ : bottom left) followed by a second titration of the opposite enantiomer to already complex-saturated AT-DNA ( $\Delta$ into $\Lambda$-saturated DNA: top right; $\Lambda$ into $\Delta$-saturated DNA: bottom right) in 150 mM NaCl aqueous solution at $25^{\circ} \mathrm{C}$. Complex ( $\sim 470 \mu \mathrm{M}$ ) was injected in $2 \mu$ l aliquots to the $206 \mu \mathrm{l}$ cell containing the DNA ( $\sim 300 \mu \mathrm{M}$ nucleotides). For improved accuracy of the integration details the integration range was narrowed to $\sim 2 / 3$ of the original range.
included in the model and not corrected for by the subtraction of the heat of dilution. Examples of such possible contributions could be the different environment in the counter-ion distribution around the DNA compared to in buffer or weak association of the ruthenium complex cations with the saturated, but still negatively charged DNA.

For the titration data point $i, \Delta a(i)$, the change in the concentration (per mole of the injected ligand) of the elementary unit $a$ from the preceding point $i-1$, is calculated as $B_{0}(i) \theta_{a}(i)-d_{\mathrm{f}} B_{0}(i-1) \theta_{a}(i-1)$, and the change in concentration (per mole of injected ligand) of nearest-neighbors $\Delta a b(i)$ is calculated as $B_{0}(i) \theta_{a}(i) p_{a b}(i)-d_{\mathrm{f}} B_{0}(i-1) \theta_{a}(i-1) p_{a b}(i-1)$, where, at data point $i, B_{0}(i)$ is the total concentration of binding site units divided with the mole amount of the injected ligand, and $p_{a b}(i)$ is the conditional probability that ligand $a$ is directly followed by ligand $b$ on the DNA lattice. The dilution factor $d_{\mathrm{f}}$ is calculated as $1-V_{\text {add }} / V_{\text {cell }}$. The $\Delta H^{\circ}$ values were determined by a least-square projection of the column matrix with all the ITC data on the space spanned by the $\mathbf{\Delta} \mathbf{b}$ and $\Delta \mathbf{a b}$ columns, and 4 constant columns corresponding to the 4 baselines.

The elements of the constant columns were 1 for the corresponding titration and zero elsewhere. The simulated ITC curves were then calculated with eqn (32) and the RMSD goodness-offit determined as the Euclidian norm of the difference between the measured and simulated data matrices, divided by the square root of the number of data points (here 76). To facilitate comparison with other ITC studies, we here report nRMSD values, i.e. RMSD normalized by division with the mean of the absolute values of the data (the mean value being 3.316 kJ per mol injectant for this data set). The MATLAB program ITCalgorithmModelX (as shown in the ESI $\dagger$ ) performs this calculation, and was used with the non-linear optimization MATLAB routine fminsearch to find the parameter values for the best global fit to the experimental ITC data.

We have considered 5 models, which are schematically depicted as lattice models in Fig. 3. Models 1-3 consider both intrinsic $\left(\Delta H_{a}^{\circ}\right)$ and neighbor interaction $\left(\Delta H_{a b}^{\circ}\right)$ reaction enthalpies. Model 1 is the classical model, which takes the lattice subunit to be one base pair and thus assumes all intercalation pockets on the DNA to be equal. The binding site


Fig. 3 Schematic illustration summarizing the 5 proposed lattice models of the DNA-ligand binding interactions.
coverage vector $\boldsymbol{n}$ is allowed to vary in the fit, but is expected to take a value close to 2, i.e. nearest-neighbor exclusion, as observed for binding of most intercalators to DNA. Models 2 and 3 take the lattice subunit to be 2 base pairs (and $\boldsymbol{n}$ close to 1 ); in model 2 the subunit is assumed to bind $\Delta$ or $\Lambda$ only in one way, modelling a strict TA (or AT) selectivity for both enantiomers. In model 3 , this selectivity is relaxed for $\Delta$ which is assumed to be able to bind in either of the intercalation pockets 1 or 2 of the lattice subunit, while $\Lambda$ only binds in pocket 1. Nearest-neighbor exclusion is followed since $\Lambda 1$ or $\Delta 1$ cannot be directly followed by 42 (see Fig. 3). Models 4 and 5 assume two binding modes for each enantiomer, and consider only intrinsic reaction enthalpies $\left(\Delta H_{a}^{\circ}\right)$. In model 4 , the two binding modes are modelled as two independent binding sites, for which the fraction of the total concentration of base pairs is a freely adjustable parameter, i.e. no lattice model is involved. It is possible to construct a mathematically equivalent lattice model in the case the fractions of the two binding sites have the same value, as shown for model $4^{*}$ in Fig. 3. The lattice subunit contains here 4 base pairs, all $y_{i j}=1$, and a third type of elementary unit with two bound ligands is required, for which the intrinsic binding constant $K_{3}=K_{1} K_{2}$. Model $4^{*}$ gives numerically identical results to model 4 with only one value of the fraction parameter, but relaxing the independence of the two binding sites (by allowing the intrinsic binding constant of each of the 8 elementary units to vary independently) did only marginally improve the bad global fit. Although the location of the bound ligand(s) within the lattice subunit is arbitrary, Fig. 3 indicates a possible physical interpretation, where the two distinct sites of model $4^{*}$ are assigned to intercalation from minor and major groove, respectively. Thus, model $4^{*}$ can be interpreted as only permitting alternating minor and major groove intercalation for consecutive sequences of bound ligands. To simplify this idea, in model 5 two binding modes are defined, which must alternate in consecutive sequences, which hence only interact $\left(y_{i j} \neq 1\right)$ for different mode neighbors. The best fit
of this model was obtained when the lattice subunit was defined to be one base pair, as depicted in Fig. 3.

For each of the models, the number of fitting parameters (binding parameters, and for model 3 also the number of enthalpy parameters) was also gradually reduced from the full model by symmetry considerations or by assuming noncooperativity. An overview of the goodness-of-fit of the different models is given in Fig. 4, which plots the relative RMSD of calculated and experimental ITC-data against the total number of fitting parameters. If non-cooperative binding is assumed for models $1-3$ and 5 (all non-zero $y_{i j}$ are set to 1 ), the RMSD increases by a factor of $2-5$ compared to the best fit, as seen to the left in Fig. 4. While the non-interacting site model 4 makes a descent fit ( $\mathrm{nRMSD}=3.50 \%$ ) when the fractions of site 1 and site 2 are allowed to have different values in all four different titrations (to the right in Fig. 4), restraining the 8 fractions of


Fig. 4 Relative RMSD plotted against the total number of fitting parameters comparing the goodness-of-fit for all 5 models.
the global fit to take fewer different values makes the RMSD increase by a factor of about 2 (see Fig. S1 in the ESI $\dagger$ ). On the other hand, for model 3 (total number of fitting parameters $9+7=16$ ), which gives the lowest RMSD of all the models investigated here (nRMSD $=2.45 \%$ ), the RMSD is only slightly increased ( $15 \%$ ) if the binding and enthalpy parameters of $\Delta$ are constrained to be the same for the two base pair steps (total number of fitting parameters $7+5=12$ ). Furthermore, for $(7+5)$ parameter models $1-3$, the best fit value of the $y \Delta \Delta$ cooperativity parameter was found to be close to one, and defining $y \Delta \Delta=1$ (i.e. fitting only $6+5$ parameters) increased the RMSD by less than $0.5 \%$. Fig. 5 shows the excellent fit of the $(6+5)$ parameter model 3 to the integrated peaks of the raw data in Fig. 2. Model 5 performs almost as well as model 3, but since it requires a larger number of binding parameters for a comparable RMSD, the best fit values of these are not further considered here.

An estimate for the sensitivity of the fitting parameters to changes in the model can be obtained from Table 1, which gives the values of the binding and enthalpy parameters, as well as the nRMSD, for the global fit of $(6+5)$ parameter
models 1-3. All three fits showed only small baseline enthalpy values, given in Table S1 in the ESI $\dagger$.

Table 2 gives standard thermodynamic values from the $(6+5)$ parameter fit of model 3 . Given the 9 -fold difference in the intrinsic binding constant, the almost identical corresponding $\Delta S^{\circ}$-values of $\Delta$ and $\Lambda$ are striking, suggesting that the affinity difference is of purely enthalpic origin. However, the similarity in calculated entropy changes is better regarded as coincidental and provisional, since any small model-dependent change in the $\Delta H^{\circ}$-values would partition the free energy difference differently between enthalpy and entropy contributions.

## Discussion

The general algorithm derived in this work allows quick evaluation of lattice binding models of widely varying complexity, and for the first time, mass balance equations for lattice models which, by defining multiple-ligand units, go beyond nearestneighbor interactions, can be easily solved. As model complexity increases, however, so does the number of fitting parameters,


Fig. 5 ITC profiles with fitted traces of $(6+5)$ parameter model 3 for the binding of the $\Delta$ - and $\Lambda$ Ru-bpy to AT-DNA alone (left) followed by a second titration of opposite enantiomer to already complex-saturated AT-DNA (right) in 150 mM NaCl aqueous solution at $25^{\circ} \mathrm{C}$. Symbols ( $\Delta$ : green; $\Lambda$ : red) indicate the normalized integrated heat absorbed or evolved upon sequential $2 \mu$ injections of the complex ( $\sim 470 \mu \mathrm{M}$ ) into the $206 \mu \mathrm{l}$ cell containing the DNA ( $\sim 300 \mu \mathrm{M}$ nucleotides).

Table 1 Binding and enthalpy parameter values from global fitting of $(6+5)$ parameter models to ITC data

| Model |  | $\Delta$ | $\Lambda$ |  | $\Delta \Delta^{a}$ | $\Lambda \Lambda$ | $\Delta \Lambda$ | $n \Delta$ | $n \Lambda$ | $\mathrm{nRMSD}^{\text {b }}$ (\%) | $\mathrm{rRMSD}^{\text {c }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $K^{d}$ | 0.604 | 0.075 | $y$ | 1 | 6.75 | 5.62 | 2.28 | 2.53 | $\begin{gathered} \hline 4.04 \\ (10.3) \end{gathered}$ | $\begin{gathered} 1.65 \\ (4.18)^{f} \end{gathered}$ |
|  | $\Delta H_{a}{ }^{e}$ | 3.43 | 5.05 | $\Delta H_{a b}{ }^{e}$ | $-6.83$ | -17.68 | -15.23 |  |  |  |  |
| 2 | K | 0.919 | 0.256 | $y$ | 1 | 2.67 | 2.88 | $1.18^{g}$ | 1.25 | $\begin{gathered} 4.48 \\ (7.72) \end{gathered}$ | $\begin{gathered} 1.83 \\ (3.14) \end{gathered}$ |
|  | $\Delta H_{a}^{\circ}$ | 4.77 | 3.89 | $\Delta H_{a b}^{\circ}$ | -5.87 | -15.17 | -14.14 |  |  |  |  |
| 3 | K | 0.700 | 0.081 | $y$ | 1 | 5.23 | 6.17 | 1.13 | 1.30 | 2.83 | $\begin{gathered} 1.15 \\ (4.11) \end{gathered}$ |
|  | $\Delta H_{a}^{\circ}$ | 3.29 | 8.33 | $\Delta H_{a b}^{\circ}$ | $-6.59$ | -19.61 | -15.37 |  |  | (10.0) |  |

${ }^{a}$ RMSD decreases less than $0.5 \%$ if $y \Delta \Delta$ is allowed to vary: best fit values 1.22 (1), 1.28 (2), 1.09 (3). ${ }^{b}$ nRMSD: RMSD normalized by division with the mean of the absolute values of the ITC data. ${ }^{c}$ rRMSD (relative RMSD): RMSD divided by the RMSD of the ( $9+7$ ) parameter fit of model 3 (nRMSD $2.45 \%$ ). ${ }^{d} K / 10^{6} \mathrm{M}^{-1} .{ }^{e} \Delta H^{\circ} / \mathrm{kJ} \mathrm{mol}^{-1} .{ }^{f}$ Enclosed in parentheses; nRMSD and rRMSD of the non-cooperative ( $4+5$ ) parameter fit. ${ }^{g}$ Models 2 and 3 define the lattice subunit to be 2 base pairs, hence for comparison with model 1 the $n$ values should be multiplied by 2 .

Table 2 Standard thermodynamic values $\left(25^{\circ} \mathrm{C}\right)$ from the fit of $(6+5)$ parameter model 3

| Equilibrium constant |  | $\Delta G^{\circ} / \mathrm{kJ} \mathrm{mol}^{-1}$ | $\Delta H^{\circ} / \mathrm{kJ} \mathrm{mol}^{-1}$ |
| :--- | :--- | :--- | :---: |
| $K \Lambda$ | $7.00 \times 10^{5} \mathrm{M}^{-1}$ | -33.36 | +3.29 |
| $K \Lambda$ | $8.10 \times 10^{4} \mathrm{M}^{-1}$ | -28.02 | +8.86 |
| $y \Delta \Delta$ | 1 | 0 | -6.53 |
| $y \Lambda \Lambda$ | 5.23 | -4.10 | -19.16 |
| $y \Delta \Lambda$ | 6.17 | -4.51 | -15.37 |
| $K \Delta \cdot y \Delta \Delta$ | $7.00 \times 10^{5} \mathrm{M}^{-1}$ | -33.36 | -3.30 |
| $K \Lambda \cdot y \Lambda \Lambda$ | $4.82 \times 10^{5} \mathrm{M}^{-1}$ | -32.12 | -22.9 |
| $K \Delta \cdot y \Delta \Delta^{a}$ | $9.19 \times 10^{5} \mathrm{M}^{-1}$ | -34.04 | -52.0 |
| $K \Lambda \cdot y \Lambda \Lambda^{a}$ | $6.84 \times 10^{5} \mathrm{M}^{-1}$ | -33.30 | -36.4 |
| $a(6+5)$ parameter model 2. |  |  | -1.28 |
| +100.8 |  |  |  |
| +69.9 |  |  |  |
| +110.5 |  |  |  |
| +73.9 |  |  |  |

and the physical meaningfulness of their best-fit values might rapidly deteriorate if the range of experimental data in the global fit is too narrow. As the present study is intended to show examples of general global analysis of ITC data, we have deliberately excluded titration data sets made by other experimental methods.

Thus, the goal of this study is to find the binding model that gives a very good global fit to the ITC data with the smallest number of adjustable parameters. Since neither non-cooperative lattice-models (model 1-3 and 5) nor the restricted two independent site model 4 produced any reasonable global fit (see Fig. 4), we conclude that ligand-ligand interactions, whether direct or mediated by the DNA, are an absolute requirement to understand the behavior of the present system. Furthermore, since models 4 and 5 , in which no neighbor interaction enthalpy is considered, require a considerably larger number of fitting parameters for acceptable fits, we conclude that for a minimal parameter model, the enthalpic contribution from ligand-ligand interactions has to be included.

Using model 1, the present dataset with extended competitive titrations gave only minor differences in intrinsic and homochiral interaction parameters compared to our earlier analysis of single titration $\Delta$ - and $\Lambda$ Ru-bpy ITC data. ${ }^{3}$ However, the X-ray structure evidence for the $\Lambda$ Ru-bpy $5^{\prime}$-TA- $3^{\prime}$ selectivity suggests that the assumption in model 1 of identical intercalation pockets in poly $(\mathrm{dAdT})_{2}$ is erroneous. Assuming that $\Delta$ Ru-bpy shares the same selectivity, model 2 models poly(dAdT) ${ }_{2}$ as consisting of repeating units of 2 base pairs, to which $5^{\prime}-\mathrm{TA}-3^{\prime}$ selective ligands can bind with essentially no overlap, but the fit is slightly worse ( $\mathrm{nRMSD}=4.48 \%$ ) than with model 1 ( $4.04 \%$ ). It
should be noted that assuming 4 Ru -bpy to be homo-chiral noncooperative (i.e. reducing the binding parameters from 7 to 6 by setting $y_{\Delta \Delta}=1$ ) had a negligible influence on the fit for models 1 and 2.

Relaxing this assumption in model 3, and allowing the $5^{\prime}$-TA- $3^{\prime}$ and $5^{\prime}$-AT- $3^{\prime}$ intercalation sites for $\Delta$ Ru-bpy to have different values for the intrinsic binding constant and homochiral cooperativity parameter ( $9+7$ fitting parameters, nRMSD $2.45 \%$ ), gave the best fit of all models tried, although at the drawback of having 2 additional binding and 2 additional enthalpy parameters. Restricting the $5^{\prime}-\mathrm{TA}-3^{\prime}$ and $5^{\prime}$-AT-3' intercalation sites for $\Delta \mathrm{Ru}$-bpy to have the same fitting parameter values and setting $y_{\Delta 4}=1$ gave only a slightly inferior fit ( $6+5$ fitting parameters, nRMSD $2.83 \%)$. The better fit of the $(6+5)$ parameter model 3 compared to the $(6+5)$ parameter model 2 suggests that 4 Ru -bpy can intercalate $5^{\prime}$-AT- $3^{\prime}$ as well as $5^{\prime}$-TA- $3^{\prime}$ steps, but in view of the good overall fit of both models, conclusive evidence will require independent experimental data for the sequence preferentiality of $\Delta \mathrm{Ru}$-bpy.

Although binding parameters variate due to the fact that the stoichiometry of binding sites is differently defined, models 1-3 show the same overall pattern: $\Delta$ itself binds non-cooperatively and has a larger (3 to 9-fold) intrinsic binding constant than $\Lambda$; the latter, on the other hand, has a stronger ( 3 to 6 -fold) cooperative binding, both with itself and with $\Delta$. Notably, for all models $1-3$, the hetero-chiral cooperativity parameter value is close to the homo-chiral value for $\Lambda$.

Also the enthalpy parameters show a similar overall pattern for models 1-3: the intrinsic binding is endothermic


Fig. 6 Schematic illustration of the proposed nearest-neighbor interaction geometries for the $\Delta$ (green) and $\Lambda$ (red) enantiomers of Ru-bpy when intercalated to DNA via the minor groove. The models were constructed by manual docking and subsequent energy minimization in a vacuum, using the AMBER 2 force field in the HyperChem 8.0 software package (HyperCube, Inc.).
(although the relative magnitude for the two enantiomers is clearly model sensitive), while the interaction enthalpies are exothermic, with $\Lambda \Lambda$ about 2.7 and $\Delta \Lambda$ about 2.3 times that of $\Delta \Delta$ for all three models. Comparing the enthalpy values with the associated standard free energy changes (see Table 2) clearly shows the endothermic intrinsic binding to be massively entropy driven, while the exothermic ligand-ligand interaction is nearly compensated for by a large entropy decrease.

The stronger homo-chiral cooperativity largely compensates for the smaller intrinsic binding constant for $\Lambda$, which for models 3 and 2 leads to a very similar ratio $K_{\Delta} y_{\Delta \Lambda} / K_{\Delta} y_{\Delta \Lambda}=$ $1.4 \pm 0.05$. The value of the product of the intrinsic binding constant and the homo-chiral cooperativity parameter Ky is
essentially the effective binding constant in the vicinity of saturation of the intercalation sites, where the curvature of the ITC curve changes rapidly. Hence, the value of $K y$, and the value of the corresponding enthalpy change, can both be expected to be the best determined quantity form the fit to the data. Indeed, as seen in the last rows of Table 2, where models 2 and 3 are compared, these values show relatively small variations between the models Thus, we can draw the conclusion, independent of whether $\Delta \mathrm{Ru}$-bpy discriminates between the two base pair steps or not, that the binding of $\Delta \mathrm{Ru}$-bpy next to a bound $\Delta \mathrm{Ru}$-bpy is almost entirely driven by entropy, and that the binding of $\Lambda$ Ru-bpy next to a bound $\Lambda$ Ru-bpy is to about one third driven by enthalpy.

A simple allosteric explanation of the lower intrinsic binding constant and higher cooperativity for the $\Lambda$ enantiomer would be that, due to the seemingly less good steric fit compared to the $\Delta$ enantiomer, ${ }^{32} \Lambda$ pays a free energy penalty by widening the groove upon intercalation, which pays back for the second $\Lambda$ enantiomer intercalating from the already widened groove. However, this simple allosteric model does not explain the hetero-chiral cooperativity, since by hypothesis the better fitting, non-cooperative $\Delta$ enantiomer does not need to widen the groove upon intercalation. Although allosteric interactions undoubtedly play an important role, we suggest that ligand-ligand interactions also make a significant contribution. Fig. 6 shows models of the different combinations of Ru-bpy enantiomers intercalating (from the minor groove, as suggested by X-ray structures) two base pairs apart on DNA. We can distinguish three essentially different types of arrangements of the close-by bipyridine moieties: $\Delta \Delta$ : face to face; $\Lambda \Lambda$ : edge to edge; $\Delta \Lambda$ : face to edge. These three types of arrangements can be expected to be significantly different with regard to direct, mainly enthalpic interactions such as pi-stacking and electrostatic repulsion, but also with respect to entropycontributing effects of water solvation and the counter-ion distribution. We believe that it presently would be premature to attempt to do a more detailed correlation between structural differences and changes in the thermodynamic quantities.

## Conclusions

By developing a new simple algorithm, no longer restricted by the complexity of the binding system and general enough to be implemented to any biopolymers, we have been able to demonstrate a method that can capture the most essential effects of the nearest-neighbor interactions between ligands. This has allowed us to critically examine different binding models for the analysis of competitive calorimetric binding isotherms for the enantiomers of $\mathrm{Ru}(\mathrm{bpy})_{2} \mathrm{dppz}^{2+}$, for which we find a significant hetero-chiral binding cooperativity. It is our hope that this method will contribute in the future search for better pharmacological therapeutics and biotechnological applications.
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