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A Timer-Based Distributed Channel Access
Mechanism in Networked Control Systems

Tahmoores Farjam, Themistoklis Charalambous, and Henk Wymeersch

Abstract—We consider a system consisting of multiple hetero-
geneous control subsystems sharing a common communication
resource for accomplishing their control tasks. Despite the nu-
merous advantages that such networked control systems (NCSs)
offer, their implementation is limited in practice due to the
limited communication resources. We propose a novel distributed
approach for the resource allocation problem in NCSs by which
the subsystems can coordinate to access the network. More specif-
ically, we develop a deterministic distributed scheme with which
the subsystem with the highest cost is selected, based only on local
information without requiring explicit communication between
the subsystems. The efficiency of our scheme is demonstrated
via simulations and it is compared with a centralized approach
and other relevant approaches.

Index Terms—Networked control systems, distributed channel
access, cost of information loss, timers.

I. INTRODUCTION

The use of a shared network to connect spatially distributed
(possibly heterogeneous) systems provides flexible architec-
tures with reduced installation and maintenance costs to exist-
ing applications, and at the same time encourages the industrial
world to explore the potential for burgeoning breakthrough
applications; see, e.g., [1], [2]. Research in NCSs dates back
to the 1970s (a thorough literature review can be found in [3]-
[5]) and such systems have been implemented in several do-
mains, such as power plants and manufacturing industry, where
information is collected from different locations and then
communicated to a central station. Then, important decisions
are made centrally and communicated to different locations.
However, the use of a shared network and distributed decision
making introduce new challenges, since traditional approaches
and designs no longer work, due to the unprecedented tight
coupling between control and communication.

The problem of how subsystems access the shared net-
work constitutes one of the biggest challenges in NCSs.
This challenge was mainly targeted by centralized scheduling
policies; see, e.g., [6]-[13] and references therein. However,
the central nature of the implementation of these systems has
been limiting. To allow for a distributed allocation of the
resources, random access protocols have been proposed; see,
e.g., [14], [15]. Despite the relative simplicity and practicality
of these approaches, their outcome is not necessarily prefer-
able, because the performance degrades with the number of
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Fig. 1. Example of the NCS layout where two subsystems compete to
transmit their local measurements through the limited capacity shared network.
‘P; represents the plant of subsystem ¢ € {1, 2}, S; its sensor, &; its estimator,
and C; its controller. Note that the timer is embedded in the sensor.

users due to the random nature of accessing the channel.
More recently, distributed approaches have been proposed,
adopting contention-based medium access control (MAC) in
which nodes compete for accessing the channel; see, e.g.,

[16], [17]. In [16] a combined deterministic and probabilistic
MAC process is proposed in which the channel access is
prioritized according to a time error-dependent measure. In
[17] a deterministic MAC mechanism is proposed in which
priority is state-dependent and it is implemented via a binary
countdown technique. While the approach in [17] improves
scalability and dynamically prioritizes channel access among
multiple subsystems, its binary countdown technique results in
collisions when subsystems have similar priorities, especially
when the number of bits for contention resolution available do
not scale with the number of subsystems.

In this paper, inspired by [17], we propose a distributed
channel access mechanism for NCSs, herein called TBColL,
in which each subsystem employs a timer for accessing the
channel. The timer for each subsystem is associated with
the cost imposed by that subsystem to the whole system. A
variation of this mechanism in which the timer is a function
of the channel quality only is a well-celebrated result in
wireless cooperative networks [18]. Unlike [17], the timer is
in continuous space, thus reducing collision probabilities and
the requirement for synchronization between the subsystems
within the contention period.

The remainder of the paper is organized as follows. In
Section II, we provide the system model and preliminaries
necessary for the development of our results. In Section III,
we describe the proposed distributed channel access mecha-
nism, and in Section IV we demonstrate its performance. In
Section V, we draw conclusions and discuss future directions.



II. SYSTEM MODEL AND PRELIMINARIES

We consider NCSs consisting of /N dynamical subsystems,
each including a local state estimator and feedback controller.
The dynamics of each subsystem can be modeled by a linear
time-invariant stochastic process with the following discrete-
time state-space representation:

Aixi i + Biug g + wi g,
CiTi i + Vi ks

(1a)
(1b)

Tik+1 —
Yik =

where z;, € R™, y;, € RP and u;;, € R™ are the local
states, outputs and controller inputs at time step k, respectively.
Moreover, A; € R"*"i (C; € RPiX™ and B; € R™*™i are
the system matrices for each subsystem ¢ € {1,2,..., N}. The
stochastic disturbances and measurement noises are denoted
by w; i and v; ;. They are assumed to be Gaussian with
independently and identically distributed (i.i.d.) entries with
zero mean and covariances W, ;, and V; i, respectively.

The local measurements, ;) are transmitted through a
limited capacity network to be received by their corresponding
state estimator; see Fig 1. However, due to the limitations of
the communication resources, only a limited number of sub-
systems can transmit their data at k. The variable §; ;. € {0,1}
is defined such that it represents whether subsystem ¢ transmits
at k or not as follows
5k = 1, wy;k is transmitted,

’ 0, otherwise.

We consider the case of reliable channels, and therefore
if d;x = 1 and no collision happens, the data packet is
guaranteed to be received at its destination.

Each subsystem ¢ includes a local controller which com-
putes the state feedback control commands u; , by

Wik = Lily gk, ()

where L; is a stabilizing feedback matrix of proper dimensions
and ; 5, represents the a posteriori state estimate of subsys-
tem ¢. Here, we aim at minimizing the following quadratic
cost function over the infinite horizon
o0
Jio=E Z (2] Qimi g + uf  Riuig) ¢ 3)
k=0
where (); and R; are constant positive definite matrices of
appropriate dimensions. The stabilizing feedback matrix L; to
be substituted in eq. (2) for determining the optimal control
commands for minimizing .J is given by [19]

L; = —(BIT;B; + R;) "' BIIL; A, 4)

where the symmetric positive semidefinite matrix II; is the
solution of the following discrete-time Riccati equation

1, = ATILA; — ATIL B (BITLB; + Ri) BTILA; + Q.

The local estimator keeps track of the set of observations
and the parameter J; 5, up to time k, and provides the state
estimates required by the controller in eq. (2). Since the
disturbances and noises are assumed to be Gaussian, Kalman
filter gives the minimum mean square estimate. Hence, using

it as the local estimator, the a priori and a posteriori state
estimates, denoted by &; x4 1% and & y1|x+1, respectively,
can be derived by the following set of equations [20]

Ty ppre = Al gk + Bitti ks (52)
Pk = (Ai + BiLi) Py (A + BiL;)" + W;, (5b)
Kikt1 = Pijr1wCl (CiPy i + Vi)71 ,  (5¢0)

i k1 k1 = ikt 1e + Okt 1 Ko k1 (Wi k1 — Cilly k1 |k)s
(5d)

Pk = (L = 0 o1 K 11 Ci) By o1 1 (Se)

III. DISTRIBUTED CHANNEL ACCESS MECHANISM

In this work, we investigate the case where a time-slotted
medium access communication protocol is implemented. The
communication channel is assumed to be constrained by

N
> sk <1, 6)
=1

meaning that only one subsystem can transmit successfully
in a specific time slot. In case two or more subsystems
transmit simultaneously, there is a collision and the packets
are dropped.

The proposed method is based on the idea that each sub-
system possesses a timer which is used as a way of resolving
the contention for channel access in a distributed manner. The
basic idea is that at the beginning of a time slot in which
all subsystems are synchronized, the timer for each subsystem
commences. The value of each of these local timers, denoted
by t; 1, is inversely proportional to a local cost m; j, i.e.,

ik = L7 (7

mi,k

where ) is a constant. Hence, the timer of the subsystem with
the largest cost m; j, expires first. The subsystem, whose timer
reaches zero first, transmits a short duration flag packet imme-
diately, thus informing all other subsystems in the network to
stop their timers and back off. Therefore, this subsystem can
start transmitting its local measurements after the flag packet.
Since the size of this packet is very small, for simplicity in this
work, we assume its duration is negligible and thus subsystems
transmit without any collision. For this reason, in this work
we avoid any quantitative comparison with relevant schemes,
such as that in [17]. As the duration of the time slot ends, the
subsystems are re-synchronized and their timers are updated
to their new values according to m;j and the procedure is
repeated.

It can be ensured that the contention period is considerably
less than the duration of the time slot by fine-tuning A. This
parameter is a constant which can be determined according to
the application and imposed network constraints. Its value can
be neither too large, since it results in increased contention
period and consequently higher latency, nor too small, since
the scale of the network and its capacity impose a lower bound
on A and thus it cannot be set to any value. Furthermore, the
units of A depend on the units of m;j and are chosen such
that the result of eq. (7) is in the desired units of time.



Using this distributed channel access mechanism, herein
called TBColL, the communication resources can be allocated
in a distributed fashion based merely on local information.
As a result, no explicit communication between subsystems is
required and the overall overhead can be reduced significantly.
The procedure described is depicted in Fig. 2 for an example
of two subsystems competing for the channel in two successive
time slots.

flag T, Nominal
packet stops Ty end

_ _SSl transmits data
oo — | s wocr__|
--— L

SS;

Timers T, Nominal Timers flag
start stops T, end reset packet
l 1 |

I
: Time slot 1 Time slot 2 I

Fig. 2.  Example of two subsystems competing for the channel in two
successive time slots. Subsystem 1 (denoted as SSi) has the largest induced
error in the first time slot and gets the access to the channel. Subsequently,
subsystem 2 (denoted as SS2), that did not communicate in the first time
slot, in the second time slot gets to have a larger induced error. Here,
ma,2 > m1,2, wWhere m represents the local cost, and thus SSo gets access
to the channel.

A. Timer setup

The implementation of TBColL requires quantification of
the parameter m; ;.. Herein, for the purpose of exposition we
assume that m;j represents the Cost of Information Loss
(ColL) introduced in [10], i.e., m; , = ColL; ;. As the naming
suggests, ColL; ;, is the cost imposed by subsystem 7 in case it
does not transmit its measurements at k. In principle, it could
be associated with any error that we choose as a measure for
prioritizing transmission. ColL for subsystem ¢ at time step k
is defined as

ColLix = tr (D3 (P, gyk—1 — Pigir)) » ®)

where I; = LT(BTIL;B; + R;)L; and the the feedback
matrix, denoted by L;, is given by (4). Furthermore, P; xx—1
and P; i, are the a priori and a posteriori error covariance
matrices as defined in (5b) and (5e), respectively.

It is shown in [10] that minimizing the sum of ColL for
all subsystems is equivalent to minimizing (3). A significant
advantage of choosing ColL; j, is that it can be computed at
the sensor side directly, since it only requires initial conditions
on the error covariance matrix and noise statistics (cf. (5b) and
(5e)) at the beginning and, hence, no communication with the
estimator is required; see Fig. 1.

Since A in (7) is the same for all subsystems, a larger ColLL
corresponds to a smaller value set for the corresponding timer.
Consequently, since time is segmented into slots of a fixed
duration and the subsystems are synchronized, the timer of
the subsystem with the largest ColL reaches zero first. As
a result, the subsystem with the highest ColL transmits to
minimize the overall cost.

Remark 1: In [18] the concept of timers is used in the
context of relay selection and the timer depends only on the

channel quality, but in our case the timer depends on the
evolution of local errors that evolve with the lack of commu-
nication, and this interplay is what impacts the performance
of networked control systems the most.

Remark 2: This idea can be extended to the case where
more than one subsystems can transmit successfully in a
specific time slot, i.e., vazl 0;,5 < 7, where r is a natural
number greater than 1. In such a case, subsystems with non
zero timers back off only after they have heard r flag signals.
Additionally, nodes that already transmitted a flag signal wait
for all  flag signals to be transmitted before they start the data
transmission. Note that the size of the data packet depends on
the subsystem sending the r-th flag signal. In the case there
exist r individual channels, if subsystems have the capability,
they may have timers for r distinct channels.

IV. NUMERICAL RESULTS

For the examples to follow, we assume that the NCS
consists of subsystems belonging to two homogeneous classes
of dynamical subsystems. The first class, denoted by I, consists
of identical unstable subsystems, while the remaining stable
subsystems form the second class, denoted by II. Apart from
the system matrix (A), the properties of both types of subsys-
tems are described by the same matrices. The subsystem are
defined by

1.1 0.1 09 0

Moreover, state estimates and feedback control law are deter-
mined as discussed, assuming that the covariance matrices of
the stochastic disturbances and measurement noises are

0.03 O V= 001 O
0 001" | 0 005]"

The timers are set using the ColL corresponding to the intro-
duced quadratic cost function given in eq. (3) with Q = Isyo
and R = 0.01155.

Example 1: First, we demonstrate how our proposed timer-
based distributed channel access mechanism (TBColL) oper-
ates for a simple case of 3 subsystems, where only subsystem
1 is stable, in 15 time steps. First, a randomly generated
value for g is assigned to each subsystem. Thereafter, all
computations are done locally using the recursive equations
given in eq. (5). As shown in Fig. 3, at every time step,
the subsystem with the highest ColL has the smallest timer
and therefore transmits its measurements. At the next step,
ColL for this subsystem drops, since its estimations are based
on more recent data while this cost has increased for the
remaining contenders. Here, for illustrative purposes, A is set
to 3.34 x 1072 m2s (meters squared times seconds), and the
best timers reach zero between 50 to 77 milliseconds. This
value can be chosen arbitrarily and fine-tuned to satisfy the
constraints imposed by any specific application.

The resources are allocated in a way that only subsystems 2
and 3 transmit which is expected due to their unstable nature.
A more precise estimate of the states of subsystems that belong
to class I would reduce the defined cost more considerably than
the stable one. Hence, the contention for the communication

|
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Fig. 3. Resource allocation with TBColIL for a simple case of two unstable
subsystems and a stable one sharing a single channel. Since the ColL for
unstable subsystems is always higher, their timers expire faster and the channel
is dedicated to them.

resources is confined between the unstable subsystems. At
each step, the uncertainty associated with the estimation for the
transmitting subsystem is reduced, while it possibly (in case it
did not converge) grows for the rest. Hence, its ColL becomes
less than the other unstable subsystem and cannot claim the
next time slot. This procedure is repeated and consequently
each transmits every other step.

Example 2: Next, we compare the performance of TBCoIL
with other relevant methods in large scale networks. Here,
we also consider the centralized version of TBCoIL where a
central scheduler uses the same concept to allocate the channel
to the subsystem with the highest ColL. This method gives
the lower bound on the achievable total cost. In addition, a
method based on utilizing the concept of Value of Information
(VoI) in the timers setup, herein called Timer-Based Value of
Information (TBVol), is studied. Using this concept, the local
cost in eq. (7) is set to [7, Eq. (11)]

mik =E {(@ir — Zigpe—1)" Tig(@ik — & pp-1) }
—E{(@ix — Zign) Tin(zin — Tigpm) }

=tr(Tix Pi),

where P = é;xé) ), and &1 = Kip(yir — Citi pjp—1)-
Finally, the round-robin scheme is used to benchmark the
performance in terms of reduction of the defined quadratic
cost. This method requires no communication between nodes
(once the scheduling has been agreed) and each subsystem
transmits without collision according to the agreed sequence.

The results of simulation are averaged over 50 runs for
NCSs consisting of 6 up to 42 subsystems, where only half of
them can transmit successfully at each time step. Furthermore,
only half of the participants are stable, while the rest belong
to class I. As the results Fig. 4 indicate, round-robin has
the worst performance. This outcome is expected since in

10 T T T T T T

5 |& - +- ® + -+ “+
8 8r .
=}
.
% 6F —6—TBColL 1
- =+ - Centralized TBColL
8 s —A—TBVol i
g
g ,la A A A A A A

ol . . . . . .

6 12 18 24 30 36 42

Number of subsystems

Fig. 4. Percentage of reduction of cost achievable through TBColL,
its centralized version and TBVol compared to round-robin in NCSs with
different number of subsystems.

this scheme the subsystems transmit according to a sequence
which is randomly chosen when initiating. This results in
equal resource distribution regardless of the properties of the
involved systems or their initial conditions. As aforementioned
in the discussion for the results shown in Fig. 3, selected
subsystems for minimization of ColL. would not distribute the
resources equally.

The centralized version of TBColL gives the least possible
cost and leads to 8.64% improvement, whereas TBVol reduces
the cost only by 2.1%. The variation of the improvements is
negligible, since it is assumed that the available resources are
proportional to the number of involved subsystems and thus
the cost grows linearly. It should be noted that the optimal
results are also achieved with TBCoIL in a decentralized man-
ner. This outcome is expected since the negligible duration of
the flag packets guarantees successful transmission. Therefore,
the optimal performance is achieved without requiring any
explicit communication among subsystems. Hence, using this
method, the overall overhead is substantially reduced without
any negative impact on the performance. Moreover, in terms
of computational costs, the computational complexity of the
decentralized implementation is independent of the number of
involved subsystems thus ensuring scalability.

Example 3: We consider a case similar to Example 2, in
which class I consists of more unstable subsystems defined by

14 0
Ar= [0 1.2]'

The results depicted in Fig. 5 show that TBColIL reduces
the cost more significantly in this case (18.78%). Due to the
increased instability and the larger control action, deviation of
state estimates from real values result in a faster growth of
accumulated error. Consequently, a higher cost is imposed if
the stable subsystems transmit instead of the unstable ones.
Additionally, we observe that although the performance of
TBVol is suboptimal, TBColIL and its centralized version
outperform it by only 0.1%. The reduced difference in the per-
formance of timer-based approaches is due the more unstable
nature of subsystems. As a result, the change in covariance
matrix and deviation of estimations from measurements are in
almost the same order for subsystems of class I, hence making
both approaches result in a similar channel access sequence.
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Fig. 5. Performance of different methods compared to round-robin in terms

of cost reduction. Although the performance of TBVol is suboptimal, TBCoIL
and its centralized version outperform it by only 0.1%.

V. CONCLUSIONS AND FUTURE DIRECTIONS
A. Conclusions

In this paper, we proposed a novel distributed method
for the resource allocation problem in NCSs consisting of
subsystems which are capable of local computations. For
enabling a distributed approach to this problem, we introduced
the concept of local timers as a measure to prioritize the
communication of subsystems that reduce the overall cost
of the system. We used ColL as the relevant cost metric to
demonstrate the functionality of the timers in the proposed
mechanism, which enables the subsystem with the smallest
timer value to transmit its data without collision based solely
on the available local information. Simulation results show that
the proposed method improves the performance in comparison
with TB Vol and round-robin scheme. Moreover, this approach
performs identically to the case of the centralized optimal
scheduler in which no collisions occur, but it is completely
distributed with no communication overhead.

B. Future directions

Part of ongoing research is to investigate the case for which
there are collisions in the flag signals as well, not allowing the
systems which are transmitting to know that other nodes have
been transmitting at the same time resulting in collision during
data transmissions.

Cases for which channel access depends on the state of
the subsystems have been considered [21]-[23]. Future work
will consider wireless communications allowing for imperfect
channels, and with our setup, the concept of the timer can be
extended to account for both the state of the subsystems as
well as the channel quality.

Furthermore, energy efficient distributed MAC mechanisms
with transmission power constraints using our setup, such as
in [24]-[26], will be considered.
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