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Abstract—Digital back propagation (DBP) is often proposed
and implemented offline for mitigation of nonlinear impair-
ments in long-haul fiber communications. However, complexity
in terms of chip area and power consumption in a realistic
ASIC implementation is yet to be determined. Here, we imple-
ment Time-Domain DBP (TD-DBP) in a 28-nm FD-SOI process
technology, considering digital implementation aspects such as
limited-resolution arithmetic and finite-length filters. We choose
as example a coherent optical transmission system, viz. a single-
channel, single-polarization, 20-GBd 16-QAM system, for which
DBP is known to perform well. For the considered system, we
find that TD-DBP can enable a reach increase from 3 400 to
5 300 km, at a power dissipation of < 20 W (or, conversely, an
energy dissipation of < 230 pJ/bit), at a pre-FEC BER of 10−2.

I. INTRODUCTION

THIS paper presents our efforts to increase reach of
long-haul fiber-optic links by mitigating the nonlinear

distortion caused by the fiber Kerr nonlinearity. Digital signal
processing (DSP) for nonlinearity mitigation is recognized as
a computationally overwhelming problem, and consequently
recent work approaches this problem at a complexity-based
level [1]–[4], showing significant reductions in algorithmic
complexity. While perturbation-based nonlinearity compensa-
tion has been demonstrated in real time [5], papers that address
how to implement nonlinearity mitigation algorithms in real-
time DSP circuits are largely missing.

Digital back propagation (DBP) has been proposed as an
approach to fiber nonlinearity mitigation. However, a major
obstacle in real-time DBP implementation is the repeated
use of fast Fourier transforms, which not only leads to
very complex circuits but also introduces rounding errors in
the limited-resolution arithmetic required in an application-
specific integrated circuit (ASIC) implementation. Assuming a
split-step algorithm [6] for DBP, the impulse-response lengths
of the dispersive steps are small and, thus, a time-domain
implementation of this step can be competitive when consid-
ering limited-resolution implementations [7]. We previously
investigated how to design a DBP algorithm for real-time DSP,
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showing that the Time-Domain DBP (TD-DBP) algorithm [8]
is suitable for limited-resolution ASIC arithmetic. We later
presented a method for co-designing the quantized time-
domain dispersive steps [9], which further reduces require-
ments on ASIC arithmetic resources.

While our previous work on TD-DBP was focusing on
limited-resolution aspects, this paper focuses on aspects of
ASIC implementation of TD-DBP. We will present a circuit
implementation together with power dissipation and chip area
results, demonstrating that TD-DBP enables nonlinearity com-
pensation with a limited power dissipation overhead when
compared to linear, chromatic-dispersion compensation.

II. THE TD-DBP ALGORITHM

The nonlinear Schrödinger equation [10] describes light
propagation in an optical fiber

∂A

∂z
= (D̂ + N̂)A =

(
−jβ2

2

∂2

∂t2
− α

2

)
A+ jγ |A|2A. (1)

No analytic solutions exist in the general case, so numeri-
cal approximation is necessary. Simulations in the nonlinear
regime generally use the split-step Fourier method [6]: under
the assumption that the fiber is split into short propagation
steps—steps which are cascaded to solve for the entire fiber
link length—it is possible to make the approximation that
the dispersive (D̂) and nonlinear (N̂ ) steps are independent.
Then, DBP uses the split-step Fourier method to estimate the
transmitted signal by simulating backward propagation of a
received signal, through a fiber with inverted parameters [10].
However, since split-step DBP uses many short steps, time-
domain techniques will be competitive since they, in contrast to
frequency-domain techniques, avoid the overhead for repeated
transformations between time and frequency domains.

The TD-DBP algorithm uses finite impulse-response (FIR)
filters to implement per-step dispersion compensation. In dis-
crete time, a single TD-DBP step can be formulated as follows:

A(z + ∆z, t) = (A(z, t) ∗ hCDC(∆z))

· exp((α∆z)/2) · exp(−j∆zγ |A|2), (2)

where hCDC(∆z) is the impulse response of a discrete-time
filter capable of compensating for low accumulated chromatic
dispersion (CD) corresponding to the step length in DBP.

III. FIXED-POINT IMPLEMENTATION OF TD-DBP
Prior to hardware implementation, we establish the limited-

resolution (fixed-point) requirements on TD-DBP.
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Fig. 1. Block diagram of the simulation setup, with the step implemented shaded, and the received constellation after 3 000 km (–1 dBm launch power).

A. System context
We use the same simulation setup as in our previous

work [8], [9], i.e., single-channel, single-polarization, 16-
QAM transmission. Our setup (Fig. 1) uses the split-step
Fourier method to simulate forward propagation in the fiber,
with parameters as follows: λ = 1550 nm, root raised cosine
(RRC) pulses with a roll-off factor of β = 0.1, at 20 GBd, 16
samples-per-symbol (SaPS), and 200 equally distributed steps-
per-span (StPS). Each span consists of 100 km of single-mode
fiber with D = 17 ps

nmkm , γ = 1.3 1
Wkm , and α = 0.2 dB

km , and
an EDFA with a noise figure of 4.5 dB compensating for the
span loss (except for the first span which is not pre-amplified).

Here, we use a one-step-per-span (1-StPS) TD-DBP algo-
rithm. Each D̂ uses the least-squares constrained-optimization
(LS-CO) filter [11] to compensate for accumulated dispersion
corresponding to the step length, with in-band response opti-
mized with respect to the pulse-shaped spectrum.

B. Filter coefficient selection
As described above, TD-DBP uses a short FIR filter to com-

pensate for the dispersive behavior for each step of the optical
fiber. Ideal compensation would result in perfect reversal of
fiber dispersion, but could be approached only at the cost of
large filter lengths and high-accuracy filter coefficients, each
of which increase chip area and power dissipation.

We have found a filter length of 25 taps to give sufficient
performance for our 1-StPS system with floating-point coeffi-
cient values. However, quantization to fixed-point coefficients
introduce impulse-response and therefore frequency-response
deviations from the floating-point case. The cascade structure
of the TD-DBP algorithm causes the deviations to accumulate,
such that, e.g., a 0.1-dB passband peak results in a 1-dB peak
after ten spans. We use the overall filter gain as a design
parameter to give us an extra degree of freedom when choosing
the quantized tap values [9], and select the fixed-point impulse
response that best approximates the perfect reversal. For a fur-
ther improvement, we alternate two different fixed-point filters
in consecutive steps, selecting the best pair [9] of responses
from all combinations of two filters of a given coefficient
resolution. These well-chosen quantized filter versions help us
achieve near-floating-point performance with short coefficient
word lengths.

C. Signal resolution and rounding
Due to the large number of cascaded steps in a DBP im-

plementation, choice of signal resolution and type of rounding
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Fig. 2. BER as function of number of spans for signal resolutions of 8 or
9 bits and 7–9 bit coefficients. For reference, we include 1) floating-point
implementation of TD-DBP and 2) floating-point linear CD compensation
(CDC). Each case makes use of its optimal launch power.

becomes very important. While truncation carries no cost in
terms of hardware, it rounds in the direction towards negative
infinity (e.g., 0.8 is rounded to 0, while –0.8 is rounded to
–1). This behavior imparts a bias on the signal, which causes
the DBP algorithm to break. A well-performing (but still
low-complexity) rounding method is to add 0.5 unit of least
precision to the result before truncation. This choice results
in rounding to the closest representable number, with the rare
ties broken in the direction towards positive infinity.

In the fixed-point implementations in this work, a first-order
Taylor expansion is used for implementing the N̂ complex
exponential. Launch power was swept in 1-dB increments
at 32 spans of propagation, and the optimal launch power
was found to be approximately 0 dBm when employing the
1-StPS TD-DBP algorithm, –1 dBm for TD-DBP with first-
order Taylor expansion, and –4 dBm when only floating-point
CD compensation (CDC) is performed. The placement of the
nonlinear operator within the span was also investigated, and
optimal placement was found to be at 63 % of the span for
the Taylor-expanded nonlinear operator (Fig. 1), while it was
at 66 % of the span for the full exponential.

Based on their performance as compared to CDC only, we
chose internal signal resolutions of 8 and 9 bits, along with
best-pair optimized coefficient sets of 7–9 bits. Fig. 2 shows
bit-error rate (BER) as function of number of spans for the
fixed-point cases considered for implementation, at the respec-
tive optimal launch power and nonlinear operator placement.
Since longer word lengths increase area and power dissipation,
as short word lengths as possible are thus desirable.
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Fig. 3. Block diagram of one step in TD-DBP, showing the placement of the clocked register levels that are needed for circuit pipelining.

IV. IMPLEMENTATION AND EVALUATION METHODOLOGY

The D̂ block in Fig. 1 is implemented using parallel-input
parallel-output FIR filters, with coefficient symmetry exploited
to reduce complexity. Fig. 3 shows a block diagram of the TD-
DBP step implementation, and the placement of pipelining
registers. The first-order Taylor expansion is used for the
N̂ complex exponential since it has a low implementation
complexity. Compared to the full exponential, this hardware-
friendly solution gives a limited performance degradation as
shown as FP, Taylor in Fig. 2. The calculation of instantaneous
power is fairly insensitive to rounding noise and rounding is
therefore performed before squaring of the magnitude, in order
to reduce the word length of the multipliers. The resulting
output is multiplied with ∆zγ (see Eq. 2), and the first-order
Taylor estimation of the exponential function is performed.

The consequence of the strict DSP throughput requirement
that results from the 20-GBd transmission target (Sec. III-A) is
that the circuit implementation needs to use many parallel DSP
lanes in order to operate with a reasonable clock rate. At the
specified 2 samples-per-symbol, a 64-parallel operation yields
a clock-rate requirement of 625 MHz which is reasonable for
the ASIC process technology used here.

We also consider 96-parallel implementations in which
the clock rate can be reduced to 416.7 MHz. The switch-
ing power dissipation of digital circuits can be described
as Psw = fCαVDD

2, where f is the clock rate, VDD is the
supply voltage, and Cα is the switched capacitance. This
equation shows that increasing parallelism can be used to
reduce power dissipation: An increasing parallelism makes the
circuit throughput higher (for a certain f ). This throughput
slack is then eliminated by reducing f via a reduced VDD.
While an increasing parallelism leads to a linearly increasing
Cα, Psw depends linearly on f and quadratically on VDD.
The efficacy of this tradeoff depends on context; as will be
demonstrated below, here it is beneficial.

The 64- and 96-parallel TD-DBP steps are implemented
using a hardware description language (VHDL), for signal
resolutions of 8–9 bits and coefficient word lengths of 7–9
bits. The designs are synthesized using Cadence Genus and
a 28-nm low-power fully-depleted silicon-on-insulator (FD-
SOI) cell library, which was characterized at a VDD of 0.8 V
(64-parallel) or 0.6 V (96-parallel), 125 ◦C, and worst-case
transistor delays.

The synthesized TD-DBP step configurations are simulated
with input data from the fiber-optic system simulation setup
(Sec. III-A). From these simulations, the per-node circuit
switching activity, which is necessary for calculation of an

TABLE I
0.8-V 64-PARALLEL IMPLEMENTATION RESULTS.

Coeff. 8-bit signal 9-bit signal
word length Power (W) Area (mm2) Power (W) Area (mm2)

7 0.44 0.64 0.49 0.72
8 0.48 0.68 0.53 0.76
9 0.62 0.80 0.64 0.92

TABLE II
0.6-V 96-PARALLEL IMPLEMENTATION RESULTS.

Coeff. 8-bit signal 9-bit signal
word length Power (W) Area (mm2) Power (W) Area (mm2)

7 0.26 1.08 0.30 1.25
8 0.28 1.21 0.31 1.30
9 0.34 1.38 0.37 1.54

aggregated Cα, is extracted and back-annotated to the circuit
netlist. The ensuing power estimation is performed at 0.8 V
(64-parallel) or 0.6 V (96-parallel), 25 ◦C, and typical-case
transistor delays, again using Cadence Genus.

V. RESULTS AND DISCUSSION

Tables I and II show the estimated power dissipation and
area for one 100-km span for the 64- and 96-parallel imple-
mentations, respectively. Increasing parallelism and decreasing
supply voltage give significant power reductions, at the ex-
pense of increased chip area. While there is a relatively minor
power increase when increasing coefficient resolution from 7
to 8 bits, there is a rather large cost for 9 bits. This is likely
caused by an increasing delay of critical signals, which require
additional logic circuits to meet performance.

To the best of our knowledge, no estimations of power
dissipation for DBP have been published. Fig. 4 shows power
dissipation as a function of reach at a BER of 10−2 and 10−3

for the considered TD-DBP configurations. While previous
work on linear CD compensation (CDC) may not be rep-
resentative of current systems in terms of power efficiency,
they give power dissipation numbers for static equalization
that help us establish the feasibility of DBP. Thus, Fig. 4 also
shows CDC power dissipation, both an estimation [12] and
an actual implementation [13], scaled to the same information
throughput. We have also included an estimation of a 25%
reduction of VDD for CDC, under the assumption that clock
rate can remain the same. The best-performing system from
Fig. 4, in terms of reach, gives a power dissipation of 19.6 W
for 5 300-km propagation, resulting in a reach increase of
1 900 km compared to floating-point CDC (see Fig. 2).
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CDC power estimations are also included [12], [13].

CDC for 2 400-km propagation has been estimated to
94 pJ/bit (or 113 pJ/information bit at a code overhead of
20 %) in 28-nm CMOS [12] which is to be compared to
92 pJ/bit for TD-DBP. A 40-nm ASIC receiver implementation
demonstrated 221 pJ/bit for CDC of 3 500 km of fiber [13];
assuming scaling according to [14], this would translate to
around 147 pJ/bit in a 28-nm process technology. In contrast,
compensation for 3 500 km using TD-DBP would expend
134 pJ/bit. While these comparisons are rather crude, and are
not intended to provide a one-on-one complexity comparison,
they nevertheless show that TD-DBP offers a practical route
to implementation of digital back propagation, with power
dissipation feasible for ASIC implementation. More impor-
tantly, TD-DBP makes reach distances attainable that would be
impossible with CDC only, regardless of signal and coefficient
resolution or power dissipation (see Fig. 2).

Fig. 5 shows BER, power dissipation, and energy per bit,
as a function of number of 100-km spans for a 96-parallel
implementation at 0.6 V. Although TD-DBP is a complex
algorithm, these numbers indicate that DSP implementation
of nonlinearity mitigation is indeed feasible in a mainstream
28-nm process technology.

The impulse-response length of CDC filters scales quadrati-
cally with symbol rate. Sweeping the filter length with param-
eters as in our 20-GBd case, and not allowing in-band error
power and peak out-of-band gain to increase, results in 53,
89, and 135 taps, for 30, 40, and 50 GBd, respectively, thus
confirming an approximatively quadratic scaling with symbol
rate. Since filtering dominates power dissipation, energy per
bit will increase similarly. On the other hand, ASIC process
technology has been steadily improving: Without taking into
account logic optimizations made possible by faster process
technologies, scaling trends of late [14] suggest that energy
dissipation can be reduced by approximately 75% by scaling
from 28 to 7 nm, thus, enabling >40 GBd operation.

The nonlinear N̂ block in Fig. 1 draws less than 10 % of
total power in all considered configurations. Assuming the
Manakov model, the only extra operation required for two
polarizations is a single adder in each channel of the DBP
algorithm [1]; implementing dual-polarization compensation
will thus approximately double power dissipation and area.
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Fig. 5. BER, power dissipation, and energy per bit as a function of number of
spans for a 96-parallel 9-bit signal, 8-bit coefficient implementation at 0.6 V.

VI. CONCLUSION

We have shown that TD-DBP is feasible to implement in
a mainstream 28-nm ASIC process technology. Considering
the case of 5 100 km at a BER of 10−2, with single-channel,
single-polarization propagation, we estimate a power dissi-
pation of 16.2 W (Fig. 5), which corresponds to an energy
dissipation of 203 pJ/bit.
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