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Abstract

Atoms are the building blocks which make up our world. Their stability depends on the atomic nucleus, consisting of protons and neutrons. Nuclei are complex many-body quantum mechanical systems governed by the nucleon-nucleon interaction. The complexity and the intricate nature of the nucleon-nucleon interaction so far prevented the description of all existing nuclei by a single model. Furthermore, nuclei and nuclear reactions in stars and stellar explosions play a key role in astrophysics. This motivates experiments to improve our understanding of nuclei and their role in the cosmos.

In this thesis I present results from experiments in complete kinematics performed at the radioactive beam facilities RIKEN and GSI/FAIR. The focus is on the first measurement of unbound states in $^{29}$Ne, that were studied using neutron knockout reactions from $^{30}$Ne. The invariant-mass spectrum shows two peaks, one at around 0.5 MeV and another one at 1.3 MeV. Moreover, results from an overview experiment, investigating light neutron-rich nuclei, between $3 < Z < 10$, are also presented. The results cover proton-removal cross sections in boron and carbon, important for designing future experiments, and unbound states in $^{26}$F where the first unbound states are observed at the relative energy 323 keV. Furthermore, the structure of the unbound nucleus $^{13}$Be, which is important for its bridging role between the bound $^{12}$Be and the Borromean halo nucleus $^{14}$Be, is studied. Also measurements on Coulomb dissociation of $^{20,21}$N and $^{18}$C are presented which allow to improve our understanding of r-process nucleosynthesis.
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Chapter 1

Introduction

The matter around us consists of atoms. The existence of stable atoms is crucial for the existence of the world as we know it, and the stability of atoms is governed by the stability of their nuclei, consisting of protons and neutrons. How nuclei are bound together, and why certain nuclei are stable and others not, are questions which cannot be answered fully satisfactory yet. The nature of nuclei is also important for understanding the origin of the visible matter around us. All elements have been created in nuclear reactions in different astronomical objects and phenomena, such as stars, supernovae, and neutron star mergers. To understand these astrophysical processes, many answers can be found in nuclear physics.

The atomic nucleus constitutes a complex quantum mechanical many-body system consisting of nucleons; protons and neutrons. Inside the nucleus they all interact with each other via the nucleon-nucleon interaction, which is a residue of the strong force acting between quarks in the nucleons. This makes the atomic nuclei the largest system governed by the strong interaction. The nucleon-nucleon interaction is strongly repulsive for distances between nucleons which are shorter than about 0.5 fm. For longer distances it is attractive and has its maximum at around 1 fm, while for distances larger than a few fm it becomes negligible. Since protons are electrically charged, also the electromagnetic interaction plays a role. To create a bound nucleus, the repulsive force between the protons has to be overcome by the nucleon-nucleon interaction.

If the mass of the nucleus is less than the sum of the individual nucleon masses, it forms a bound system where the excess mass is stored as binding energy. If a nucleus is bound or not depends on the number of nucleons ($A$), the ratio between neutrons ($N$) and protons ($Z$), and the internal structure of the nucleus. Even if a nucleus is bound, it is not necessarily stable. A nucleus can, e.g. $\beta$-decay via the weak interaction, changing one proton into a neutron or vice versa. This may happen if the binding energy is increased by the process, otherwise the nucleus is stable against $\beta$-decay. These nuclei
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are said to be situated in the so-called valley of $\beta$-stability. For lighter nuclei, $A < 50$, this runs close the line where $N = Z$. For heavier nuclei this line bends towards nuclei with $N > Z$.

Several models have been developed to describe the properties of atomic nuclei. So far none has been able to reproduce the correct properties for all of the over 3000 isotopes, which have been observed so far. Instead, different models are successful in different parts of the nuclear chart. Among the first models developed were the liquid drop model and the nuclear shell model [1, 2] which is still widely used today. It also plays a key role in the work of this thesis.

To be able to develop improved and more general models, it is essential to get a better understanding of the nucleon-nucleon interaction. Properties of exotic nuclei, consisting of many more protons than neutrons or vice versa, may be more sensitive to normally small effects in the nucleon-nucleon interaction in stable nuclei. Hence, exotic nuclei are useful to learn more about the interactions between the nucleons as the otherwise small details may be easier to extract.

In this thesis, results from different experiments using beams of exotic nuclei are presented. The nuclei, which are treated in this thesis, are marked in pink in the chart of nuclides in Fig. 1.1. The results cover unbound states in $^{29}\text{Ne}$, $^{13}\text{Be}$ and $^{26}\text{F}$, presented in Ch. 4 and 6 and Papers II and III. In Paper I, the fragmentation cross sections for several carbon and boron isotopes are measured and in Papers IV and V, the Coulomb dissociation cross sections of $^{20,21}\text{Na}$ and $^{18}\text{C}$ are reported and used to calculate the neutron capture cross sections for $^{19,20}\text{Na}$ and $^{17}\text{C}$ important in models describing the r-process nucleosynthesis.

1.1 Nuclear Structure

One of the models which is still widely used is the nuclear shell model [1, 2]. Due to the Pauli exclusion principle, each shell, comprised of one or several single-particle orbitals, can only hold a limited number of nucleons. The shell model was developed based on the experimental data showing much higher binding energies for nuclei with 2, 8, 20, 28, 50, 82, 126 or 184 nucleons compared to when another nucleon was added or removed. These are called the magic numbers, and correspond to completely filled shells, either proton or neutron shells. If both, the neutron and proton shells are completely filled, the nucleus is said to be doubly magic.

The energy levels are given by solving the Schrödinger equation with an appropriate potential. The Woods-Saxon potential is widely used for this purpose and is similar to the harmonic oscillator potential, but has a flatter bottom and a steeper rise. A similar shape of the potential can be achieved also with the harmonic oscillator by adding an $l^2$ term, where $l$
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Figure 1.1: The chart of the nuclides for the lightest isotopes. The traditional magic numbers are marked with thick black lines and the nuclei marked with pink are the ones which are discussed in this thesis. The colours denote the type of decay, orange for proton emission, red for $\beta^+$-decay, or electron capture, yellow for $\alpha$-decay, blue for $\beta^-$-decay, light blue for neutron emission and black for stable isotopes.

is the orbital angular momentum of a nucleon. The shape of the potential is due to the nature of the nucleon-nucleon interaction, which has a short range. Because of the short range, the potential experienced by a nucleon is, mostly, created by its closest neighbours. Nucleons in the centre of the nucleus are surrounded by other nucleons, hence all nucleons in the centre experience the same potential as they have approximately the same number of neighbouring nucleons. The nucleons at the surface of the nucleus though, have fewer neighbouring nucleons and hence experience a weaker potential. As a consequence, the Woods-Saxon potential is rather constant close to the centre of the nucleus but has a steep rise when approaching the surface.

Using only the Woods-Saxon potential to solve the Schrödinger equation, the magic numbers do not agree with experimental data, though. To solve this, Mayer and Jensen [1,2] suggested to add a spin-orbit coupling term to the potential. The addition of spin-orbit coupling leads to a splitting of the degenerate orbits as shown in Fig. 1.2. After the splitting new energy gaps occur at 28 and 50, while the gap at 40 disappears, which agrees well with experimental data. The ordering and distances between the different single particle states are not constant though. This is caused by the widening of the potential with the number of nucleons in the nucleus, decreasing the energy for the single particle states with increasing number of nucleons. A larger effect is the residual interaction between nucleons in closed shells and valence nucleons which can affect the energy of single particle states.
greatly [3].

The picture in the shell model where each nucleon is occupying a specific single-particle state is a simplification. Quantum mechanically, the nucleons can occupy several different single-particle states with a given probability. As the nucleon can occupy several different orbitals, its total wave function is a superposition of all the different possible single-particle configurations. This is called configuration mixing. Already for quite simple nuclei, with just a few valence nucleons, the calculations become very complicated as there is in general a very large number of single-particle configurations which can contribute. This becomes even worse when taking into account possible particle-hole excitations from closed shells.

When exciting a nucleus above the nucleon emission threshold energy, the system becomes unbound. This is the case for both $^{29}$Ne and $^{26}$F, studied in this thesis. For $^{13}$Be the energy threshold is below the ground state energy though, and hence it is an unbound nucleus. The unbound states of these nuclei close to the neutron dripline are very interesting for understanding the transition from bound nuclei to the continuum. They also provide clues to better understand the shell evolution in nuclei.

A closed-shell nucleus has a spherical shape. When several nucleons are removed or added, the shape of the nucleus can take an oblate or prolate shape. A measure of the deformation of a nucleus is its nonzero electric quadrupole moment. With non-spherical nuclear shapes new types of excitations are possible, namely collective rotational excitations, in addition to collective vibrations near closed shells. It is not only possible to have deformed nuclei, but the nucleons can also be separated spatially within the nucleus creating so-called halo nuclei. This phenomenon was first observed

![Figure 1.2: The ordering of the lowest-lying energy states in the nuclear shell model. The magic numbers are shown in the squares to the right where the shell gaps occur. This figure is valid for nuclei close to the valley of stability, for more exotic nuclei the ordering of the orbitals can change as well as the magic numbers.](image)
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in $^{11}\text{Li}$ [4, 5], which consists of a $^{9}\text{Li}$ core with a 2-neutron halo, where the two neutrons are at a much larger distance from the rest of the nucleons in the $^{9}\text{Li}$ core. The root-mean-square matter radius of $^{11}\text{Li}$ is comparable to $^{48}\text{Ca}$ and the radius of the halo is about the same size as a $^{208}\text{Pb}$ nucleus [6]. After the discovery of the $^{11}\text{Li}$ halo structure, several such nuclei have been found. The heaviest observed halo nuclei so far are $^{29,31}\text{Ne}$ [7, 8] and $^{37}\text{Mg}$ [9]. These are all 1-neutron halo nuclei and the $^{29}\text{Ne}$ isotope is discussed in Ch. 4.

The isotope $^{29}\text{Ne}$ is not only interesting because it is a halo nucleus, it is also situated in a very interesting region of the nuclear chart, the island of inversion. In this region, the shell closure at N=20 disappears. This has been suggested to be caused by intruder states from the $fp$-shells [10, 11] which also may lead to shape coexistence [12, 13]. The intruder states are caused by the $1d_{3/2}$ and $1f_{7/2}$ states moving closer to each other, compared to in Fig. 1.2, and as a consequence the shell gap at N=20 disappears. Why these states move closer to each other is still an open question. Hence it is important to find out more about the structure of the nuclei in this area, to understand what processes drive the states closer together in comparison with model calculations. Also the unbound $^{13}\text{Be}$ exists in a region where the shell closure disappears. In this case the N=8 shell closure has been observed to break down for $^{12}\text{Be}$ [14].

1.2 Nuclear Astrophysics

The creation of baryonic matter is one of the big questions within nuclear astrophysics. We know that during the Big Bang only hydrogen, helium and small amounts of lithium and beryllium were created [15–17]. After the Big Bang, the formation of stars and galaxies began. In the stars, stellar nucleosynthesis takes place which can create new elements up to nickel and iron [18]. To create heavier elements, other nucleosynthesis processes are needed. The creation of about half of the heavier elements can be explained, mostly, by slow neutron capture, the s-process, and photodisintegration, the p-process [19]. The remaining isotopes found in nature are created in the rapid neutron capture process, the r-process. The s-process takes place in low-mass asymptotic giant branch stars and during the He and C burning phases of massive stars [20]. During the s-process, free neutrons are captured at a low rate. Because the capture rate is low, $\beta$-unstable isotopes decay before capturing another neutron. Hence, the s-process runs close to the valley of $\beta$-stability. The p-process takes place in massive stars and supernovae [21]. The basic principle of the process is that it starts with heavy elements created by s- and r-processes. By photodisintegrations, mainly neutrons, protons and alphas are emitted from the nucleus, and new elements are created. By consecutive photodisintegration reactions and
subsequent decays, a group of stable isotopes are populated along the proton-rich side of the valley of stability.

The r-process is similar to the s-process in the sense that nuclei capture neutrons. But in contrast to the s-process, \((n,\gamma)\) reactions occur at a very high rate, which does not allow \(\beta\)-decay before a new neutron is captured. This creates very neutron-rich nuclei, but the more neutrons are added to a nucleus, the shorter the \(\beta\)-decay half-lives become. Eventually the lifetime of the nucleus is comparable to the neutron capture rate. Those nuclei are called waiting-point nuclei. As the nucleus \(\beta\)-decays it moves up the nuclear chart. If the daughter nucleus has a longer lifetime, it is likely to capture further neutrons. In this way neutron-rich nuclei are created far from the valley of stability. That the process depends on the properties of very short-lived nuclei is one of the reasons it is less understood than the s- or p-processes. Because of their short lifetimes, they are much harder to study than stable nuclei, and many of their properties uncertain. This leads to uncertainties in the reaction network models of the r-process, especially since small deviations early in the reaction chain can result in large fluctuations later. The capture rate for three C and N isotopes are measured in Paper IV and V.

In which astrophysical scenario the r-process takes place has been an open question for decades. Two of the most common suggestions have been core-collapse supernovae and neutron star mergers. Very recently, in 2017, strong evidence was found that the r-process takes place in neutron star mergers, though. This observation was a major breakthrough as the astronomical event was detected by several different measurements, both gravitational waves and electromagnetic radiation. The first observation of the merger was made by the VIRGO and LIGO detectors measuring gravitational waves. Less than two seconds after the merge a \(\gamma\)-ray burst was detected. This was followed by observations of a bright optical transient about 11 hours after the merge by several different groups. The continued observations showed a redward evolution of the optical and infrared light during 10 days. X-rays and radio emissions were not observed until 9 and 16 days after the merge, respectively. These observations led to the conclusion that a neutron star merger had been observed followed by a kilonova in which the r-process took place [22, 23].

There are still many open questions concerning both the r-process and its exact properties, such as its path. Moreover, it has been suggested that there exists an intermediate neutron capture process, i-process [24]. For this process, a higher neutron flux is needed than for the s-process but it is not as high as that for the r-process. These circumstances may be achieved in red giants undergoing helium shell flashes. However, like the r-process this model also suffers from the uncertain properties of the isotopes involved in the process [25]. To improve the models, especially the neutron capture cross sections need to be measured for the isotopes involved.
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To study unstable isotopes they have to be measured within at most a few half-lives. For very short-lived nuclei, this creates a large experimental challenge. Furthermore, it is not sufficient to just create the isotope of interest, one also wants to probe its properties. One way of doing this is to study its interaction with other nuclei. This can be achieved by using the in-flight method where a beam of heavy ions is accelerated and impinges on a light target. By fragmentation and fission reactions, short-lived isotopes are created which can be transmitted to the experimental setup.

The in-flight method is well-suited for experiments with short-lived nuclei. They are produced by accelerating stable ions, to velocities ranging from a few ten up to about 90 percents of the speed of light, and then collide them with a target. At those energies, fragmentation and fission reactions create a wide range of mostly unstable isotopes. From the produced ions the ones of interest have to be separated from the rest. This is achieved by the use of magnetic fields, slits and energy degraders. This is the method employed in the experiments presented in this thesis. In Ch. 2 a more detailed description of the two acceleration facilities and experimental setups is given.

The advantage of the in-flight method is that no post-acceleration is needed and that the ions are leaving the target due to their high kinetic energy. This makes it possible to study very short-lived nuclei which are travelling at relativistic velocities as they are directed to the experimental setup directly after creation. Experiments are limited by the time it takes to transport it to the experimental setup, usually a few hundred nanoseconds. This short transmission time may cause problems though, as isomeric states can be populated. On the other hand, this can also be exploited to study isomeric states. Another problem, mainly for heavy ions, is that they may not be fully stripped of electrons, which complicates the beam identification. Here higher beam energies increase the fraction of fully-stripped ions.

In contrast to more classical nuclear physics experiments, in-flight experiments are performed in inverse kinematics. This means that the nuclei of interest are the projectiles scattering off the typically lighter nuclei in the target. The main reason for this approach is that it is simply not possible to create a target of very unstable nuclei. Even though this is a necessity for studying the very short-lived isotopes, the method also has other advantages compared to the direct kinematics approach: For sufficiently high beam energies and small enough target thickness, the nucleus of interest leaves the target. This simplifies the identification of reaction products, which in turn makes it easier to reconstruct the reaction event-by-event.

Another advantage of this experimental method is that the reaction products are very forward focused due to the relativistic kinematics. Hence, the full solid angle in the center-of-mass frame of the reaction, can be covered
by detectors only in the forward direction in the lab. The only exception is 
the detection of $\gamma$-rays, which profits from covering also larger angles.
Chapter 2

Experiments with Relativistic Radioactive Beams

The basic concept of a radioactive beam experiment is that a stable beam is accelerated and impinges on a production target. In the resulting nuclear collisions, radioactive nuclei are produced, together with stable isotopes, and a radioactive secondary beam is extracted from the reaction products [26]. This secondary beam is then transmitted to the experimental setup, where it impinges on a second target. This allows to investigate the radioactive nuclei by measuring reaction cross sections, producing even more exotic nuclei or populating unbound states [27].

The detectors in the experimental setup typically measure quantities such as energy deposited, times and hit positions. By combining the information from the detectors, properties of the nuclei can be reconstructed, e.g. charges, masses and momenta. These quantities can the be used to reconstruct more complicated nuclear properties. In this work I will refer to the reconstructed quantities as observables. The most important observables for this work are the invariant mass, the relative energy and cross sections, which are described in more detail in the following sections.

2.1 Invariant Mass

The invariant mass is a quantity which is Lorentz-invariant, i.e. it is constant in all inertial frames. The invariant mass is defined by the square of the 4-momentum of a particle. Using natural units, with $c=1$, the equation can be written as

$$M_i^2 = P^2 = E^2 - p^2$$  \hspace{1cm} (2.1)
2. Experiments with Relativistic Radioactive Beams

where $M_i$ is the invariant mass, $P$ is the 4-momentum, $E$ is the energy and $\vec{p}$ is the 3-momentum.

### 2.2 Relative Energy

In the case of an unbound system, such as an unbound nucleus or a nucleus excited above the particle-emission threshold, the relative energy provides information about the energy of the system before particle emission. This can be used to extract excitation energies as well as information about the nature of these states. The relative energy is calculated as the difference of the invariant masses before and after the emission. In the case of a one particle emission, the invariant mass can be written as

$$M_{fn} = \sqrt{(P_f + P_n)^2} = \sqrt{(E_f + E_n)^2 - (\vec{p}_f + \vec{p}_n)^2}, \quad (2.2)$$

where $M_{fn}$ is the invariant mass of the fragment plus the emitted nucleon, $P$ is the 4-momentum, $E$ the energy and $\vec{p}$ the 3-momentum. Indices f and n denote the fragment and the nucleon, respectively. Using $E^2 - \vec{p}^2 = m_0^2$, where $p$ is the total momentum and $m_0$ the rest mass, the invariant mass can be written as

$$M_{fn} = \sqrt{M_f^2 + M_n^2 + 2E_f E_n - 2p_{fx}p_{nx} - 2p_{fy}p_{ny} - 2p_{fz}p_{nz}}, \quad (2.3)$$

with $M_f$ and $M_n$ denoting the rest masses of the fragment and the emitted nucleon, and $p_{fx}$ and $p_{nx}$ denoting the momenta in the $x$-direction of the fragment and the emitted nucleon, respectively. Since $E = m_0 \gamma$ and $p = m_0 \gamma \beta$, with $\gamma$ being the Lorentz factor and $\beta$ the velocity in units of $c$, this can be further simplified to

$$M_{fn} = \sqrt{M_f^2 + M_n^2 + 2M_f M_n \gamma_f \gamma_n (1 - \beta_f \beta_n \cos \theta_{fn})}, \quad (2.4)$$

where $\theta_{fn}$ is the angle between the momentum vectors of the fragment and the emitted nucleon. As the relative energy is given by the difference of the invariant mass before and after the reaction, the initial mass has to be subtracted and the equation for the relative energy is written as

$$E_{fn} = \sqrt{M_f^2 + M_n^2 + 2M_f M_n \gamma_f \gamma_n (1 - \beta_f \beta_n \cos \theta_{fn})} - M_0, \quad (2.5)$$

where $M_0$ is the mass of the initial system. For unbound systems, $M_0$ is the same as the sum of the rest masses of the fragment and the emitted nucleon. However, when the nucleon is emitted, the daughter nucleus may not be in its ground state, but in a bound excited state from which it decays by $\gamma$-emission, which has to be considered when calculating the total excitation energy.
2.3 Cross Sections

Cross sections, denoted $\sigma$, are a measure of how likely a nuclear reaction is to occur. It is given in units of barns (b) where $1 \ b = 10^{-24} \ \text{cm}^2$. Cross sections are calculated, for a thin target, by dividing the number of ions that reacted, $N_r$, with the total number of incoming ions, $N_i$, and the number of nuclei in the target per area, $N_{t,\text{cm}^{-2}}$,

$$\sigma = \frac{N_r}{N_i \cdot N_{t,\text{cm}^{-2}}}.$$ (2.6)

Cross sections are of importance when designing experiments, to estimate how many reactions will occur and hence how much statistics can be expected. In Paper I the proton removal cross sections are measured for different boron and carbon isotopes. Cross sections can also be used to obtain information on nuclear structure, see e.g. [28,29]. Cross sections are also important for models describing nucleosynthesis, e.g. the neutron capture cross section is very important for modelling of r-process nucleosynthesis, discussed in Papers IV and V. Historically, it was the much enhanced total interaction cross section of $^{11}\text{Li}$ that led to the discovery of halo nuclei [4].

2.4 Nuclear Reactions

The aim of an experiment is usually to study one or more specific quantum states of a nucleus. To populate a specific state of interest in our case, a nuclear reaction has to occur at the secondary target. To maximise the probability of populating the state of interest, essentially three parameters affecting the nuclear reaction can be tuned. These parameters are the beam energy and ion species as well as the target material. There is one key parameter of the reaction which cannot be affected, namely the impact parameter. This parameter measures the perpendicular distance of the projectile trajectory from a central head-on collision, and defines how much the effective areas of the projectile and target nuclei overlap. For this work, the most important reactions are projectile fragmentation and knockout reactions.

Fragmentation reactions are primarily used to create the radioactive beam which is described in Sec. 2.5.1 and 2.5.3. In a fragmentation reaction only a part of the incoming projectile is interacting with a part of the target nucleus. At impact, nucleons in the overlap zone scatter and they may in turn interact with other nucleons, mostly in that zone, creating an intra-nucleon cascade where a large part of the nucleons in both the target and projectile nuclei are knocked out of their respective nuclei. In a more simplified picture this can be seen as the part of the target nucleus overlapping with the projectile nucleus is removed [30]. This means that the impact parameter together with the relative size of the nuclei are decisive
for how much of the projectile nucleus is removed. After the fragmentation reaction, the so-called pre-fragment is typically in a highly excited state. This state decays according to the statistical model via particle evaporation and $\gamma$-emission. As already mentioned, fragmentation reactions are used for the production of radioactive beams, but can also be used for studying the created fragment via $\gamma$-ray spectroscopy.

Knockout reactions are in some sense similar to fragmentation reactions, but with the major difference that in this case only two nucleons are involved in the reaction. One nucleon in the projectile is knocked out when scattered against a nucleon in the target nucleus. The big advantage of this kind of reactions is that since the interaction only takes place between two nucleons, the rest of the nucleus is left unchanged. By studying the transversal or parallel momentum of the remaining fragment, information about the knocked out nucleon can be obtained. It can also be used to study excited states via $\gamma$-spectroscopy, or unbound states by measuring the relative energy described in Sec. 2.2. A special case of knockout reactions is quasi-free scattering.

To maximise the probability of knocking out a deeply bound nucleon, a small target nucleus, preferably protons, should be used. Also the beam energy should be set so that the nucleon-nucleon interaction cross section is as small as possible. This has two reasons, it increases the probability of the proton penetrating into the projectile nucleus, and it improves the probability of the proton and knocked out nucleon to get out of the nucleus without interacting with the other nucleons. The optimal energy depends on whether the wanted interaction is a p-p or p-n reaction. For proton knockout, the best energy is in the interval 200 – 2000 MeV/nucleon, while for neutron knockout the energy should be above 700 MeV/nucleon [31].

## 2.5 Experimental Facilities and Setups

For a long time nuclear physics was limited to experiments with beams of stable, or at least long-lived isotopes. This changed with the advent of radioactive beam facilities, opening up new possibilities to study very short-lived isotopes. There exists a few of these facilities in the world today, and among the biggest are GSI/FAIR in Germany, RIKEN in Japan and FRIB in the United States. In this thesis I present results from GSI/FAIR and RIKEN. The main difference between them is that at GSI/FAIR radioactive beam production is based on a synchrotron accelerator, while RIKEN uses cyclotrons. A cyclotron does not change its magnetic field during acceleration, instead the beam trajectory has the shape of a spiral and this can deliver a higher integrated beam intensity. When the ions are accelerated their magnetic rigidity increases and they are bent less in the magnetic field, thus moving outwards in the spiral. The limitation of the maximum energy
delivered from a cyclotron is given by its size and maximum magnetic field. To not have to build bigger and bigger cyclotrons, an alternative is a synchrotron accelerator. This type of accelerator has a fixed radius and instead the magnetic field is changed as the ions are accelerated. For both cyclotron and synchrotron facilities the initial acceleration may be done in a linear accelerator.

2.5.1 GSI/FAIR

The beams at GSI/FAIR are created using different types of ion sources including MUCIS (MUlti Cusp Ion Source), PIG (Penning ion gauge), CHORDIS (Cold or HOt Reflex Discharge Ion Source), VARIS (Vacuum ARc Ion Source) and MEVVA (MEtal Vapor Vacuum Arc Ion Source) [32]. Which source is used depends on what beam is needed. The MUCIS and CHORDIS only works with gaseous elements such as H$_2$, N$_2$, Ne or Xe, while the other sources also can use solid materials such as Mg, Ti and Au. The heaviest ions which can be accelerated at GSI are uranium ions which are extracted from VARIS. The ions extracted from the source are stable$^1$ and accelerated in the linear accelerator UNILAC. In the linear accelerator the ions are accelerated up to around 10 MeV/nucleon before they are injected into the ring accelerator SIS18, which is a synchrotron accelerator with a circumference of 216 m, able to accelerate ions up to 1–4.5 GeV/nucleon$^2$, equivalent to about 90% of the speed of light. When the beam has been accelerated to the desired energy, it is directed to the fragment separator FRS [33]. A schematic drawing of the FRS is shown in Fig. 2.1. At the beginning of FRS the beam collides with a production target, typically consisting of beryllium due to its relatively high density and heat resistance. When the ions in the beam collide with nuclei in the target, a wide range of different isotopes are created. This is due to projectile fragmentation and knockout reactions$^3$. For downstream experiments to have only the ions of interest in the beam, these need to be separated from all other ions created.

The separation is done using the B$\rho$ – $\Delta E$ – B$\rho$ method [33,34]. In the first step the beam is deflected using dipole magnets. Depending on the magnetic rigidity, B$\rho$, the ions are bent differently. The magnetic rigidity is given by the ratio of momentum $p$ and charge $q$ of the ion. Assuming that the ion is fully stripped, the charge is given by the number of protons $Z$ times the elementary charge $e$. The momentum is given by the equation $p = m\gamma\beta c$ where $m$ is the mass, $\gamma$ the Lorentz factor, and $\beta c$ the velocity.

---

$^1$U is not stable but has a very long half-life ($4.5 \cdot 10^9$ years for $^{238}$U).

$^2$The maximum energy depends on what ions are being accelerated, for U the maximum energy is 1 GeV/nucleon and for protons it is 4.5 GeV.

$^3$For heavier isotopes also in-flight fission reactions can occur.
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Figure 2.1: Schematic drawing of the FRS. The incoming stable beam impinges on the production target. With the dipole magnets and the degrader a selection of which ions should be transmitted to experiments is made, based on the charge, mass and momentum of the ions.

This gives the following equation for the magnetic rigidity

\[ B \rho = \frac{p}{q} = \frac{m \gamma \beta c}{Ze} . \]  \hspace{1cm} (2.7)

Since the ions in the beam all travel at approximately the same velocity, \( \beta \), a selection on the mass-over-charge ratio can be made. In practice this is done by slits which block ions too far from the central beam trajectory. In the next step a wedge-shaped degrader is used. When the ions pass the degrader they lose energy, which is proportional to the square of the fragment charge, hence the outgoing velocity is different for different charges. According to Eq. (2.7) also the magnetic rigidity depends on the velocity and thus a second selection on the magnetic rigidity can be done. This selection is done in the same way as in the first step using dipole magnets and slits. The beam is finally sent to the experimental setup, in the cases reported here, the R\(^3\)B/LAND-setup.

2.5.2 The R\(^3\)B/LAND-setup

The R\(^3\)B/LAND-setup, which is shown in Fig. 2.2, is used to perform kinematically complete measurements, meaning that all incoming as well as outgoing reaction fragments are identified and their 4-vectors are measured. To achieve this, many different detectors are needed. The incoming ions first impinge on a thin plastic scintillator detector (POS) used for time-of-flight (ToF) measurements. It is also able to measure the energy loss as well as the hit position using 4 photo-multiplier-tubes (PMTs). After this an active veto detector (ROLU) is used to set the beam size. This detector consists of four movable plastic scintillators with a gap in between them where the beam can pass. If an ion hits any of the scintillators the event is discarded. A position sensitive PIN-diode (PSP) detector is used for position information. Before the beam impinges on the secondary target it passes two double-sided silicon strip detectors (SSTs) used for tracking the beam.
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Figure 2.2: A schematic view of the R$_3^B$/LAND-setup. The incoming ions and outgoing fragments as well as other reaction products are identified and measured event-by-event. For details, see text.

Surrounding the target is the crystal ball [35] (XB) which detects $\gamma$-rays and protons scattered at large angles. Behind the target are two more SSTs for tracking the outgoing fragment. The fragments and protons are deflected in the large acceptance dipole magnet (ALADIN). Downstream from ALADIN the fragments are tracked using position measurements of two fiber detectors [36] (GFI) and the ToF is measured using a stop signal from the time-of-flight wall (TFW). The TFW also measures the energy loss for charge identification of the fragment. In a similar fashion, the protons are tracked in two drift chambers (PDC) and the ToF is measured using the DTF. Neutrons are not affected by the magnetic field and end up in the neutron detector (LAND) [37] which measures the ToF and the hit position.

2.5.3 RIKEN

The ions at the RIKEN Nishina Center for Accelerator-Based Science, shown in Fig. 2.3, are extracted from an electron cyclotron resonance ion source and initially accelerated with a linear accelerator. In the linear accelerator the ions are accelerated to a few MeV/nucleon. The beam is then further accelerated in four coupled cyclotrons. The first is a K$_540^4$ ring cyclotron called RRC. It is able to accelerate the ions up to 63 MeV/nucleon. After this the beam is sent to a K$_570$ ring cyclotron, the fRC. Unlike the other cyclotrons at RIKEN this is a fixed frequency machine. The third cyclotron is the 980K, IRC, which is able to accelerate the beam up to 127 MeV/nucleon. The final accelerator is the K2600 SRC. This is a superconducting cyclotron operating at 4.5 K creating a maximum magnetic field of 3.8 T. The maximum energy delivered from the SRC is 345 MeV/nucleon [38].

---

The K-value of a cyclotron defines the kinetic energy reach of protons from the bending strength in a non-relativistic approximation.
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Figure 2.3: An overview of the accelerators at RIKEN. The ions are extracted from the electron cyclotron resonators (ECRIS). The beam is then accelerated, first in the linear accelerator (RILAC), then the cyclotrons (RRC, fRC and IRC) and finally in the superconducting cyclotron (SRC), in the end reaching energies up to 345 MeV/nucleon.

The beam from the SRC is directed to the BigRIPS fragment separator [39]. The beam impinges on a production target creating a wide range of different isotopes by projectile fragmentation. The selection of the desired isotope(s) is done using the \( B\rho - \Delta E - B\rho \) method, as in the FRS. The produced radioactive beam is then sent to the experimental setup. For the measurements of unbound states in \(^{29}\)Ne, the SAMURAI setup was used.

2.5.4 The SAMURAI-setup

There are many similarities between the SAMURAI-setup [40] and the \( \text{R}^3\text{B}/\text{LAND} \)-setup. The basic principle is the same: identify and measure the 4-vectors of all incoming and outgoing reaction products. A schematic view of the SAMURAI-setup is shown in Fig. 2.4. The identification of the incoming ions is made with the SBT-detector which consists of two thin plastic scintillators. They measure the ToF from BigRIPS and the energy loss. After this two tracking detectors, BDC1 and BDC2 are mounted. These are identical multi-wire drift chamber detectors. The chambers are filled with isobutane (\( \text{C}_4\text{H}_{10} \)) kept at about 100 torr. Each drift chamber consists of 8 layers of wires with a separation of 4.8 mm and each layer has 16 wires separated by 2.5 mm. Every second wire acts as anode and the other as cathodes. By applying a voltage, an electric field is created between the anodes and cathodes. When an ion passes through the chamber it ionizes the gas atoms in the chamber. Due to the electric field the released electrons drift towards the anodes. The measurement of the drift time makes it possible to calculate how far from the wire the ion passed. When this is done for all planes in the detector, the ion can be tracked. This information is used
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Figure 2.4: A schematic view of the SAMURAI-setup. For details, see the text.

to calculate the hit position at the MINOS target. MINOS consists of liquid hydrogen contained in a cylinder with radius 19 mm and a length of 150 mm. To obtain the vertex position the target chamber is surrounded by a time projection chamber (TPC). The principle of this detector is similar to that of the drift chambers. When an ion passes through the TPC it ionizes the gas along its track. In the chamber an electric field is applied which makes the electrons drift towards the back-end of the chamber. At the end of the chamber a layer of micromegas detectors are placed. These give the x and y-position of the ion, while the measured drift time is used to calculate the z-direction of the track.

The target is surrounded by the $\gamma$ detector DALI2 [41]. It consists of 142 NaI(Tl) crystals providing both time and energy information. The crystals come in three different sizes, $45 \times 80 \times 160$ mm$^3$, $40 \times 80 \times 160$ mm$^3$ and $60 \times 60 \times 160$ mm$^3$, and all are read out with photomultiplier tubes. Behind the target is another multi-wire drift chamber (FDC1) for tracking the outgoing fragments. It is similar to BDC1 and 2 but consists of 14 layers with wires, each with 32 wires separated by 5 mm. The layers are oriented in three different ways, either vertical or rotated clockwise or anticlockwise 30 degrees around the vertical axis. This gives a good resolution in the x-direction, but still makes it possible to determine the y-position. When the fragments reach the large dipole magnet (SAMURAI), they are deflected due to the magnetic field and subsequently pass another drift chamber (FDC2). This detector is very similar to FDC1, in principle the only difference is the size. It has also 14 layers but each layer consists of 224 wires 10 mm apart. The final detector the fragments hit is the hodoscope. It consists of 24 plastic scintillator bars used to measure the ToF as well as the energy loss. The combination of the energy loss, ToF and the track makes it possible to identify and calculate the 4-vectors of the outgoing fragments.

Neutrons created in the reactions at the target are not affected by the
magnetic field in SAMURAI and thus reach the neutron detectors NeuLAND and NEBULA. They both consist of plastic scintillators, but since the neutrons are not electrically charged, they cannot be directly detected. Instead they have to interact with the nuclei in the detector creating charged particles with kinetic energy which in turn create scintillating light in the detectors.

NeuLAND consists of 8 layers of $50 \times 50 \times 2500 \text{ mm}^3$ plastic scintillator bars, each layer perpendicular to the previous. With NeuLAND, the ToF, the deposited energy and hit position of the neutrons are measured. In front of NeuLAND, a VETO-wall is mounted to ignore measurements of charged particles from scattering that hit the detector. What is called NeuLAND in this setup is actually only a demonstrator detector for the full NeuLAND detector, which is being built for the new R$^3$B setup at FAIR.

In addition to NeuLAND, also NEBULA [42] was used. It consists of two times two layers of $120 \times 120 \times 1800 \text{ mm}^3$ plastic scintillators. All bars are oriented vertically and it is divided into two separate walls with two planes in each. There are also two VETO-walls installed, one in front of each NEBULA-wall to veto charged particles. NEBULA gives similar information as NeuLAND and the data from both detectors are combined to calculate the neutron multiplicity and ToF from the target.
Chapter 3

Detector Calibrations

In the SAMURAI-setup there are many different detectors (see Sec. 2.5.4). Each detector has several channels, up to 1600 for NeuLAND. Each of these channels have to be calibrated in order to obtain the measured time in absolute units of, e.g. ns, or the energy in units of MeV instead of channel numbers as is the case for the raw-data. How this is done depends on the detector type and in the following chapter I will describe the procedures I used for the different detectors in the SAMURAI setup. A significant part of the work in this thesis consisted in the calibration of all SAMURAI detectors. The coordinate system used in the description of the calibration and analysis is as follows. The $z$-axis runs in the same direction as the beam, the $y$-axis points upward, and to obtain a right handed coordinate system, the positive $x$-axis points to the left when looking in the beam direction.

3.1 Drift Chambers

In the setup there are four different drift chambers, two for tracking of the incoming ions and two for tracking the outgoing fragments, see Sec. 2.5.4. The measured quantity in these detectors are the drift times, i.e. the time it takes the electrons knocked out by the passing ion to drift to the closest anode wire. The drift time depends on the drift velocity of the electrons and the distance from the anode wire the ion passed. Since the drift velocity in the drift chambers to first approximation is constant, the drift time is directly proportional to the distance between the ion and the wire. In Fig. 3.1 the TDC-spectrum for one of the planes in FDC1 is shown. The conversion from TDC-channel to drift length is given by the formula

$$d_i = d_{\text{max}} \frac{\sum_{j=i}^{b_{\text{max}}} n_j}{\sum_{j=b_{\text{min}}}^{b_{\text{max}}} n_j}$$

(3.1)
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Figure 3.1: The TDC-spectrum from layer 1 in FDC1.

where \(d_i\) is the drift length for bin \(i\) in the TDC-spectrum, \(d_{\text{max}}\) is the maximum drift length possible, \(b_{\text{min}}\) and \(b_{\text{max}}\) are the first and last bin with entries in the spectrum, respectively, and \(n_j\) is the number of entries in bin \(j\). By doing this for all bins in the TDC spectrum a table is made, converting TDC-channels to drift lengths. As can be seen in Fig. 3.1 the spectrum is not uniformly distributed indicating that the drift velocity varies with the distance to the anode. Especially very close to the anode the drift velocity is high, which is why there is a peak at the right end of the spectrum.

While it is possible to obtain the distance from the anode to the ion passed from the drift time, the main problem is to tell if it passed on the right or left side of the anode wire. To solve this problem, data from the individual planes have to be combined. In the BDCs there are four \(x\)-planes and four \(y\)-planes. By taking the hits for one direction it should be possible to get a good linear fit for the hit positions since the ion should follow a straight trajectory through the detector. To decide if the drift length is positive or negative in a plane, the residual for each fit has to be considered. One simply fits all possible combinations of positive and negative drift lengths and checks which combination has the least total squared residual. When the best fit has been found, the residual for each plane can be plotted versus the tracked position as in Fig. 3.2. Here layer two in FDC1 is shown, it exhibits a clear dependence between the residual and the hit position. The periodicity in the dependence is the same as twice the maximum drift length
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**Figure 3.2:** Residual plotted versus the tracked hit position in layer 2 in FDC1.

in FDC1 indicating the relation to the drift length.

To improve the drift length calibration this dependence has to be accounted for. This is done by fitting a 7th degree polynomial to each period which is then used to correct the drift length. Since this correction affects both the hit position and the fit, this has to be done several times in an iterative fashion. After four iterations the result has improved and is shown in Fig. 3.3.

For the BDCs the track is given by the $x$- and $y$-components, but for the FDCs there is no $y$-plane but instead a $u$- and a $v$-plane which are rotated 30° from the $y$-axis. To obtain the $x$- and $y$-components, these layers have to be combined also with the $x$-layers. This is done by a least square fit from the individual tracks already found in $x$-, $u$- and $v$-direction. The tracks in the $x$- and $y$-directions searched for are defined as

\[ x = a + bz_i, \]
\[ y = c + dz_i, \]

where $a$, $b$, $c$ and $d$ are the linear equation parameters and $z_i$ is the position of each plane along the beam axis. We can also write the $u$- and $v$-positions in terms of $x$ and $y$ as

\[ u, v = x \cdot \cos \theta_i + y \cdot \sin \theta_i \]
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Figure 3.3: Residual plotted versus the tracked hit position in layer 2 in FDC1 after four iterations of calibration.

where $\theta_i$ is the angle of the rotation, for $u$ and $v \pm 30^\circ$. To find the values of $a$, $b$, $c$ and $d$ sum of the squares of the residuals in each plane has to be minimised. If the residual is denoted $R$, this can be written as

$$R^2 = \sum_{i=1}^{14} (x_i - ((a + b z_i) \cos \theta_i + (c + d z_i) \sin \theta_i))^2,$$

(3.2)

where $x_i$ is the hit position in the internal coordinate system of layer $i$, i.e. it is either $x$, $u$, or $v$, and the sum goes over all 14 planes in the FDCs. To minimise this function the derivative of each parameter in this equation has to be 0. The equation achieved can then be written as a matrix:

$$
\begin{bmatrix}
\sum \cos^2(\theta_i) & \sum z_i \cos^2(\theta_i) & \sum \cos(\theta_i) \sin(\theta_i) & \sum z_i \cos(\theta_i) \sin(\theta_i) \\
\sum z_i \cos^2(\theta_i) & \sum z_i^2 \cos^2(\theta_i) & \sum z_i \cos(\theta_i) \sin(\theta_i) & \sum z_i^2 \cos(\theta_i) \sin(\theta_i) \\
\sum \sin(\theta_i) \cos(\theta_i) & \sum z_i \sin(\theta_i) \cos(\theta_i) & \sum \sin^2(\theta_i) & \sum z_i \sin^2(\theta_i) \\
\sum z_i \sin(\theta_i) \cos(\theta_i) & \sum z_i^2 \sin(\theta_i) \cos(\theta_i) & \sum z_i \sin^2(\theta_i) & \sum z_i^2 \sin^2(\theta_i)
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
c \\
d
\end{bmatrix}
= \begin{bmatrix}
\sum x_i \cos(\theta_i) \\
\sum x_i z_i \cos(\theta_i) \\
\sum x_i \sin(\theta_i) \\
\sum x_i z_i \sin(\theta_i)
\end{bmatrix}
$$

Note that the left matrix is constant for each layer and that it is only the right part which changes for each event. The solution to the equation system gives the linear components for the track in the $x$ and $y$ directions.
3.2 MINOS TPC

The target MINOS, which is described in Sec. 2.5.4, consists both of a liquid hydrogen target and a TPC. To track the protons, the drift velocity in the TPC has to be calibrated. To do this an empty-target run is used. When the target chamber is empty, reactions can occur only in the entrance and exit windows of the target chamber. This can be seen in Fig. 3.4 where the reconstructed z-position is plotted. The two peaks are caused by the entrance and exit windows. The drift velocity can be calculated by the distance between the two peaks which corresponds to the distance between the entrance and exit windows.

When the drift velocity has been calculated, the position of the TPC relative to the drift chambers has to be considered. Especially the rotation around the beam axis has to be adjusted. This is achieved by a comparison of the hit positions at the target, extrapolated from the BDC drift chambers versus the vertex position given by the TPC. This comparison is shown in Fig. 3.5. There is an offset of about 35° between the angle given by the drift chambers and the one from the TPC, which is corrected.
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3.3 DALI2

The $\gamma$-detector DALI2 has both energy and time channels, which both need to be calibrated for each of the 142 crystals. This is done with three different sources, $^{60}$Co, $^{88}$Y and $^{137}$Cs. Together, these sources give five visible $\gamma$-peaks at 661.7 keV, 898.0 keV, 1173.2 keV, 1332.5 keV and 1836.1 keV. These peaks are used to create a linear relation between QDC-channel and energy deposited. An example QDC-spectrum is shown in Fig. 3.6 where the five peaks are seen in the interval of channel 300 to 800.

3.4 Hodoscope

The hodoscope consists of 24 vertical plastic scintillator bars with one PM-tube at each end. The light produced in the scintillator when an ion passes is detected by both PM-tubes. Since the light produced needs some time to propagate from the hit position to the PM-tubes, the timing of the signals are different. The light is also attenuated in the scintillator which affects the energy readout in a similar way. Assume that the scintillator bar has the length $2L$, and is hit at position $x$ at time $T$, as in Fig. 3.7. Then the
Figure 3.6: The QDC-spectrum for crystal number 80 in DALI2 using the sources $^{60}\text{Co}$, $^{88}\text{Y}$ and $^{137}\text{Cs}$. The five peaks in the channel range 300–800 correspond to transitions in the sources.

time signals given by the two PM-tubes are

\[ t_1 = T + \frac{L + x}{v}, \]
\[ t_2 = T + \frac{L - x}{v}, \]  

(3.3)

where \( v \) is the propagation speed of the light in the scintillator. To get the actual hit time \( T \), the two equations are summed and divided by 2, giving

\[ T = \frac{t_1 + t_2}{2} - \frac{L}{v}, \]  

(3.4)

where the last term is a constant which can be included in the time offset calibration.

Taking the attenuation of the signals into account, the measured energy signals can be written as

\[ e_1 = E e^{-\frac{L+x}{\lambda}}, \]
\[ e_2 = E e^{-\frac{L-x}{\lambda}}, \]  

(3.5)

with \( E \) being the energy deposited in the scintillator and \( \lambda \) the attenuation length in the scintillator. Taking the square root of the product of \( e_1 \) and \( e_2 \) yields

\[ E = e^{-\frac{L}{\lambda}} \sqrt{e_1 e_2}. \]  

(3.6)
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![Diagram](image)

**Figure 3.7:** A scintillator bar with length $2L$ is hit at position $x$ with energy $E$ deposited at time $T$. The two PM-tubes PMT1 and PMT2 give the time and energy signals $(t_1, e_1)$ and $(t_2, e_2)$, respectively.

As was the case for the time signals, the term $e^{\frac{L}{\lambda}}$ is a constant which can be included in the calibration parameters.

Both the time and the energy signals can also be used to calculate the hit position, $x$, in the scintillator. Using Eq. (3.3) and Eq. (3.5) the position can be written as

$$x = \frac{v}{2}(t_1 - t_2),$$
$$x = \frac{\lambda}{2} \ln \frac{e_2}{e_1},$$

(3.7)

where $\frac{v}{2}$ and $\frac{\lambda}{2}$ are constant scaling factors.

To calibrate the hodoscope it has to be ensured that the two PM-tubes are synchronised, i.e. that they give the same result for a hit in the centre of the paddle ($x = 0$). Furthermore, each paddle has to be synchronised with all the other paddles in the detector so that the result does not depend on which paddle was hit. The first step of the calibration is to set the gain of the time and the offset for the energy. For this, a special so called Tcal-run is used. In this run no physics data is collected, instead start and stop signals are generated and sent to the TDCs. The time differences between the signals are a multiple of 10 ns, i.e. it can be 10, 20, 30... ns up to the range of the TDCs of about 300 ns. When looking at the time spectrum from the TDCs this generates a spectrum with sharp peaks, 10 ns apart. The gain is extracted by a linear fit of the peak positions in relation to the expected time difference. The energy offset is also taken from the Tcal-run. During this run no signals are present in the QDCs, so the measured energy should be 0. However, due to dark currents in the modules this is not the case. By plotting the energy spectrum the Gaussian peaks appear slightly above 0. The energy offset is found using Gaussian fits of these peaks.

The time offset has to be set in three steps. First the time offset between the two PM-tubes in the same bar is synchronised. This is done using a sweep-run. In this run a $^{20}$F beam was used, impinging on a thick copper target. During the run the magnetic field of SAMURAI was gradually changed such that the beam hit different parts of the hodoscope. By using FDC2, the hit position at the hodoscope can be extrapolated. The time difference between the PM-tubes as a function of the hit position in the $y$-direction are considered. For hits in the centre of each paddle, the time
difference should be 0.

When all bars are internally time calibrated the bars are synchronised with respect to each other. This is also done using the sweep run. Since the magnetic field is changing, so is the path of the ions through the magnet, and thus also the ToF is different even if the beam velocity is the same. Therefore, two bars should not measure the same ToF if the velocity is identical. However, events which have hits at the adjacent edges of two neighbour bars should give, within the resolution of the time measurements, the same ToF. The hit position at the hodoscope is extrapolated from FDC2. Starting from one side of the hodoscope the adjacent bar is synchronised so that hits within 1 cm from the edge matches the ToF within one 1 cm of the other bar. This is done step by step for all the bars and in the end the detector is internally calibrated.

What is left is to set the time offset for the entire detector relative the rest of the setup. This is probably the trickiest part of the calibration because the ToF has to be known, but it is the detector measuring the ToF which has to be calibrated. Hence, it is hard to use any data and instead simulations are used. The entire setup is simulated starting from the SBT and all detectors and magnetic fields are included up to the hodoscope. From the simulations the expected ToF is obtained which then can be used to set the time offset. The final time signals for each bar can then be written

\[ t_1 = t_{1,\text{raw}} \cdot g_1 + t_{\text{diff}} + t_{\text{det}} + t_{\text{setup}}, \]
\[ t_2 = t_{2,\text{raw}} \cdot g_2 - t_{\text{diff}} + t_{\text{det}} + t_{\text{setup}}, \]

where \( g_{1,2} \) are the gain factors, \( t_{\text{diff}} \) the time offset between the two PM-tubes, \( t_{\text{det}} \) the time offset between the different bars and \( t_{\text{setup}} \) the time offset towards the rest of the setup.

The energy calibration is also done using the data from the sweep run. Since the magnetic field in SAMURAI is changing, nuclei of the same isotope and with the same energy hit all the bars in hodoscope. The energy loss in a plastic scintillator for a given isotope and velocity can easily be calculated using the Bethe-Bloch formula or from simulations. By identifying the ions hitting the hodoscope and measuring their velocity it is possible to set a gain factor to match the expected energy loss given by simulations. One thing which has to be taken into account, though, is the position dependence as shown in Eq. (3.5). If the statistics is high, the calibration can be done using events only hitting in the centre of the detector, otherwise the measured energy in each PMT has to be corrected for the hit position.

### 3.5 NeuLAND and NEBULA

The calibration of NeuLAND and NEBULA is very similar to that of the hodoscope. The difference is that instead of using a sweep-run to calcu-
late the time offsets, cosmic muons are used. Cosmic muons are minimum ionising particles passing through the entire detectors close to the speed of light. In NeuLAND it is possible to track the trajectory of the muons using all the bars in the detector. In NEBULA all bars are mounted vertically and hence it is not possible to track the muons in the same way as in NeuLAND. Instead 16 extra horizontal bars are mounted in front of, in between and behind the NEBULA planes. If two or more of these bars are hit it is possible to reconstruct the trajectory of the muon and hence also use it for calibration. The reason it is important to track the muons is the same as for the hodoscope, the signals depend on the hit position in the bar.

While muons are used to calibrate the detector internally, calibrating the time offset to the rest of the setup requires experimental data to be used. Using the same beam and target as for the sweep run, many events have \( \gamma \)-rays created at the target. These travel at the speed of light and can be detected by the neutron detectors. Since the flight distance of the \( \gamma \)-rays can be calculated from the detector and target position, it is straightforward to also calculate the expected ToF for the \( \gamma \)'s and set the time offset accordingly. All this leads to the same equation for the times as in Eq. (3.8) for each bar in both NeuLAND and NEBULA.
Chapter 4

Unbound states in $^{29}$Ne

The structure of light neutron-rich nuclei has been studied frequently and much of the attention has been drawn to the so-called island of inversion. The reason is that in this region of the chart of the nuclides the traditional shell closures at $N=20$ and $N=28$ breaks down. This is believed to be caused by intruder states from the $fp$-shell [10,11]. This also gives rise to possible shape coexistence [12,13]. As the $1d_{3/2}$ and $1f_{7/2}$ states moves closer together the shell gap at $N=20$ breaks down [43]. It also means that contributions from $f_{7/2}$ configurations are expected at low excitation energies or even as significant part of the ground state wave function for nuclei in this region. The nucleus $^{29}$Ne lies on the border of the island of inversion and is thus expected to have low-lying $f$-wave strength. In the latest report on excited states in $^{29}$Ne by Liu et al. [44], no states were found which could be assigned to a $7/2^-$ state. As the binding energy in $^{29}$Ne is low, 0.96 MeV [45], it is possible that the $f_{7/2}$ strength is unbound.

As reported in Refs. [8,46], $^{29}$Ne may exhibit a moderate $p$-wave halo structure or at least an extended spatial distribution. Moreover, Ref. [46] concludes that $^{29}$Ne is deformed, based on 1-neutron removal reaction cross sections. The ground state of $^{29}$Ne has $J^+ = 3/2^-$ [46] with a low-lying $3/2^+$ state, while so far, no low-lying $7/2^-$ state has been found. This places $^{29}$Ne firmly into the island of inversion [44], and makes it, possibly, one of the heaviest halo nuclei found to date. Nevertheless, the missing $f$-wave strength at low excitation energies remains a puzzle that warrants further investigation.

The two previous studies of $^{29}$Ne by Belleguic et al. [47] reported an excited state at 680(60) keV and Liu et al. [44] reported three excited states at 222(4) keV, 620(4) keV and 923(10) keV. These are the only excited states in $^{29}$Ne which have been found to date. In this chapter I present the results of the first measurements of unbound states in $^{29}$Ne
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4.1 Experiment

The experiment was performed at the RIKEN Nishina Center for Accelerator-Based Science in November to December 2015 using the SAMURAI setup described in Sec. 2.5.3 and 2.5.4. The radioactive beam was created from a primary beam of $^{48}\text{Ca}$ with an energy of 345 MeV/nucleon impinging on a beryllium target. With BigRIPS a cocktail beam consisting mostly of $^{29}\text{F}$ and $^{30}\text{Ne}$ was created from the reaction fragments and transmitted to the SAMURAI setup\(^1\). When reaching the experimental setup, the energy of the beam was in the interval 255 – 270 MeV/nucleon. The target consisted of the 15 cm long liquid hydrogen target MINOS, described in Sec. 2.5.4.

The main goal of the experiment was to study the unbound and doubly magic nucleus $^{28}\text{O}$, but also the unbound nuclei $^{27}\text{O}$ and $^{28}\text{F}$, via one and two proton knock-out reactions from $^{29}\text{F}$ and $^{29}\text{Ne}$. The focus of this work, however, is on unbound states in $^{29}\text{Ne}$ studied via one neutron knock-out reactions from $^{30}\text{Ne}$. The calibration of the detectors in the setup is described in Ch. 3, hence in this chapter only the analysis and results are discussed.

4.2 Data Analysis

The incoming ions are identified via the ToF from the fragment separator to the SBT detectors, the energy loss in the SBT detectors and the $B\rho$ setting of the fragment separator. As the energy loss, according to the Bethe-Bloch formula, is proportional to $Z^2$, the charges of the ions are given by the energy loss measurement. The magnetic rigidity can be calculated event-by-event using the offset from the centerline, $x_{f5}$, at the focal plane in-between the two separator steps in BigRIPS,

$$B\rho = (1 + \frac{x_{f5}}{d})B\rho_0,$$

(4.1)

where $d$ is the momentum dispersion, which is a measured quantity of the separator, and $B\rho_0$ is the nominal magnetic rigidity set in the separator. Using this equation to calculate the magnetic rigidity in combination with Eq. (2.7), the mass-over-charge ratio can be calculated as

$$\frac{A}{Z} = \frac{e \cdot B\rho}{m_u \gamma \beta c},$$

(4.2)

where $m_u$ is the atomic mass unit.

The outgoing ions are identified in a similar way. The charge is extracted from the energy loss in the hodoscope, while the mass-over-charge ratio is given by the ToF from the vertex position to the hodoscope, in combination

\(^1\)Also another setting in BigRIPS was used to create a beam consisting mostly of $^{29}\text{Ne}$ and $^{30}\text{Na}$, which is not part of this work.
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Figure 4.1: Identification plots of the incoming (left) and outgoing (right) ions. The blue and green ellipses show the acceptance condition for the incoming $^{30}\text{Ne}$ and outgoing $^{28}\text{Ne}$ ions, respectively. The outgoing identification plot only includes events where the incoming ion was identified as $^{30}\text{Ne}$.

with the trajectory of the ion measured with the drift chambers FDC1 and FDC2. Since the ToF is measured between the SBT and the hodoscope, the ToF to the vertex position has to be subtracted from the measured value. This is done based on simulations in Geant4 [48], taking the energy losses in all detectors in-between into account. Once the identifications of the incoming and outgoing ions are done, a selection of a reaction channel can be made. In Fig. 4.1, the identification of the incoming and outgoing ions is presented together with the conditions used to select the reaction channel. To study unbound states in $^{29}\text{Ne}$ from one-neutron knock-out reactions in $^{30}\text{Ne}$, a selection of incoming $^{30}\text{Ne}$ and outgoing $^{28}\text{Ne}$ is used. In addition, two more conditions have to be fulfilled. First, one neutron has to be detected in the neutron detectors, and second, there has to be one proton track in MINOS. The first condition is necessary as the neutron is part of the unbound $^{29}\text{Ne}$ consisting of $^{28}\text{Ne} + n$. A detailed description about how the neutron multiplicity is calculated is given later. The second condition ensures that the neutron knockout reaction took place in the hydrogen target and that the vertex position can be determined.

The vertex position is calculated using a combination of the proton track given by the MINOS TPC and the incoming ion track given by the two BDC drift chambers. The vertex position is given by the intersection point of these two tracks. However, due to uncertainties in the track measurements, the tracks do not exactly coincide. Instead the vertex position is taken as the middle point on the shortest possible line connecting the two trajectories. To avoid events with a large uncertainty in the vertex position, a condition is applied where only events with a the minimum distance less than 2 mm are accepted.

The detection of neutrons in the setup is essential to perform a complete-
kinematics experiment. The problem of neutron detection is that neutrons are non-ionising, thus they cannot be seen directly in a scintillator. By nuclear reactions, however, charged particles are released, which in turn can be detected by the scintillator. But only detecting secondary particles is also problematic, mainly because the neutrons almost always deposit only a part of their kinetic energy and it is hard to track them through the detector. As a consequence, if two hits are recorded in the detector it is difficult to tell if they were caused by one neutron interacting two times in the detector or if two neutrons interacted in the detector. This, of course, becomes more and more complicated the more neutrons that hit the detector each event.

In this setup, in principle three neutron detectors have been used, NeULAND and NEBULA which is subdivided into two walls. A detailed description of these detectors is given in Sec. 2.5.4. The analysis of the data from the detectors is done in two steps. In the first step each wall is handled individually. For each wall, all hits are collected and sorted according to the time of the hit. Then the first hit is compared with all other hits in the wall. If the spatial distance between the hits is less than 20 cm and the time difference between the hits is less than 2 ns, they are considered to originate from the same neutron and are clustered together. This comparison is made between all hits until all clusters have been identified\(^2\). There is one additional condition on the clusters, namely that the total deposited energy in each cluster should be larger than 5 MeV, otherwise it is discarded [49].

The second step to calculate the neutron multiplicity is to combine the clusters in the three different walls. If a neutron interacts in the first wall, it looses kinetic energy. That means that its velocity decreases. Thus, if a neutron interacts both in the first and in the second wall, the velocity between the target and the first hit, denoted \(\beta_{01}\), has to be larger than the velocity between the first and second hit in the detectors, denoted \(\beta_{12}\). The two clusters are considered originating from the same neutron if \(\beta_{01} > \beta_{12}\). When this is the case, the cluster in the second wall is dismissed. Once the velocity comparisons have been made between all clusters, the total neutron multiplicity is the number of clusters left. This is a rather simple method of combining clusters and if there are several clusters in each wall one also has to take into account which clusters to combine as that may affect the neutron multiplicity. In this work, though, this is not important as only events with one neutron are used. Hence, if there are several hits in each wall these events are discarded, as that means that there has to be more than one neutron hitting the detectors.

\(^2\)A cluster can consist of only one hit, if no other hits fulfil the requirement of space and time proximity.
4.3 Detector Efficiency and Acceptance

The detection efficiency of the fragments is close to 100% in the drift chambers and the hodoscope. This is not the case for the uncharged $\gamma$-rays and neutrons. The detection efficiency in the neutron detectors NeuLAND and NEBULA depends on the kinetic energy of the neutrons. The mean free path of a neutron in NeuLAND is about 100 cm for 250 MeV neutrons [50], which is the energy of the neutrons detected in the experiment. This means that the probability of detecting one neutron in NeuLAND is around 33%. What further limits the neutron detection is the acceptance of the detectors. This is given by the size of the detectors and the aperture of the SAMURAI magnet. The acceptance affects the relative energy measurements as it decreases with increasing relative energy. To take this effect into account, simulations were performed using GEANT4 [48] and the wrapper program GGLAND [51], to find the total detection efficiency of neutrons as a function of the relative energy.

In the simulations, the SAMURAI magnet was placed together with the neutron detectors, NeuLAND and NEBULA according to the experimental setup. A $^{28}$Ne ion was generated with velocity $\beta = 0.6$ and an angular spread similar to the experimental data. In coincidence, a neutron was generated with a relative energy to the fragment ranging between 0 – 10 MeV. From the simulated response of the neutron detectors, the relative energy was reconstructed. Since the generated relative energy is known, the probability of reconstructing the correct value can be calculated as a function of the relative energy. The result of this calculation is shown in Fig. 4.2.

Also the $\gamma$-rays suffer from a limited detection efficiency and acceptance. To find the total detection efficiency as a function of the $\gamma$-energy, the source runs, which were used for energy calibration, are used. The sources have a known activity. From the activity it is possible to calculate the number of emitted $\gamma$-rays. By comparing this to the number of detected $\gamma$-rays, the detection efficiency for a given energy can be extracted. Tab. 4.1 summarises the different sources and expected number of $\gamma$-rays emitted and detectable.

The number of detected $\gamma$-rays are extracted from the experimental data using a Gaussian fit together with an exponential background. This is done for all the five photo-peaks in the spectra and the efficiency is plotted in

---

**Table 4.1:** The expected number of $\gamma$-rays emitted from the sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>Activity [kBq]</th>
<th>Energy [keV]</th>
<th>Branching ratio [%]</th>
<th>Measurement time [s]</th>
<th>DAQ live time [%]</th>
<th>Down-scale factor</th>
<th>Number $\gamma$s $10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{137}$Cs</td>
<td>7.22</td>
<td>662</td>
<td>94.7</td>
<td>900</td>
<td>24.6</td>
<td>1</td>
<td>1.51</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>41.6</td>
<td>1173</td>
<td>99.9</td>
<td>1200</td>
<td>50.6</td>
<td>10</td>
<td>2.53</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>41.6</td>
<td>1332</td>
<td>100</td>
<td>1200</td>
<td>50.6</td>
<td>10</td>
<td>2.53</td>
</tr>
<tr>
<td>$^{88}$Y</td>
<td>2.46</td>
<td>898</td>
<td>93.7</td>
<td>1800</td>
<td>28.6</td>
<td>1</td>
<td>1.19</td>
</tr>
<tr>
<td>$^{88}$Y</td>
<td>2.46</td>
<td>1836</td>
<td>99.2</td>
<td>1800</td>
<td>28.6</td>
<td>1</td>
<td>1.26</td>
</tr>
</tbody>
</table>
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Figure 4.2: The neutron detection efficiency and acceptance as a function of the relative energy between the neutron and fragment. The efficiency at lower energies is decided by the detection efficiency, while the decrease at higher energies is due to acceptance.

Fig. 4.3 as a function of the $\gamma$-energy. To these data points an exponential function is fitted, which models the response function of the detector.

4.4 Results and Discussion

For events fulfilling all the aforementioned conditions, the 4-momentum vectors of the outgoing $^{28}\text{Ne}$ and the neutron are calculated. These are used to extract the relative energy of the $^{28}\text{Ne} + n$ system calculated according to Eq. (2.5). The relative energy is also corrected for the efficiency and acceptance of the neutron detection in accordance with Fig. 4.2. The result is presented in Fig. 4.4 together with fits of three Breit-Wigner peaks [52] on the form

$$f_l(E; E_r, \Gamma_l) = \frac{\Gamma_l(E)}{(E - E_r)^2 + \frac{\Gamma_l(E)^2}{4}},$$

where $E_r$ is the resonance energy, $E$ the relative energy and $\Gamma_l(E)$ is the apparent width. The apparent width depends on the relative energy and the angular momentum $l$. It is calculated as

$$\Gamma_l(E) = 2\Gamma_r^2 P_l(\rho, \eta),$$

where $\Gamma_r$ is the resonance width and $P_l(\rho, \eta)$ the penetrability factor with $\eta$ being the Coulomb field parameter, which for neutrons is 0, and $\rho$ depends
on the reduced mass of the system ($\mu$), the relative energy ($E$), the channel radius ($R$) and the reduced Planck constant ($\hbar$), as

$$\rho = \frac{R\sqrt{2\mu E}}{\hbar}. \quad (4.5)$$

The value of $R$ does not have a large impact on the final resonance energies, which has also been pointed out in e.g. Ref. [53]. In the following analysis, $R = 5$ fm has been used. The penetrability factor for neutrons with $l = 0, 1, 2, 3$ are as follows

$$P_0(\rho) = \rho;$$
$$P_1(\rho) = \frac{\rho^3}{1 + \rho^2};$$
$$P_2(\rho) = \frac{\rho^5}{9 + 3\rho^2 + \rho^4};$$
$$P_3(\rho) = \frac{\rho^7}{225 + 45\rho^2 + 6\rho^4 + \rho^6}. \quad (4.6)$$

Fits were done using all possible combinations of angular momenta of the three peaks. The combination with the smallest reduced $\chi^2$ was found with $l = 0$ at 0.34 MeV (green), $l = 2$ at 0.62 MeV (blue) and $l = 2$ at 1.67 MeV (purple). The width of the peaks are 0.61, 3.09 and 1.82 MeV, respectively. For the fit in Fig. 4.4 $\chi^2 = 3.2$. It should be noted though, that several different combinations of $l$ gave similar $\chi^2$ values of 3.2–4.0. Hence, it is

---

**Figure 4.3**: The $\gamma$ detection efficiency as a function of energy. The red line is an exponential fit to the five data points. The function of the fit is used to calculate the efficiency for any given $\gamma$-energy.
Figure 4.4: The relative energy spectrum for unbound $^{29}$Ne together with a fit consisting of a linear combination of three Breit-Wigner functions. The fit result of the Breit-Wigner functions are given in green, purple and blue, while the total fit is shown in red. The peak positions of the Breit-Wigner functions are 0.34 MeV (green), 0.62 MeV (blue) and 1.67 MeV (purple).

not possible to decide whether the values assigned in the fit are the correct values of the orbital angular momentum for the resonances.

When the unbound $^{29}$Ne decays, the daughter nucleus $^{28}$Ne may end up in an excited state. This state decays via $\gamma$-decay which can be detected with the $\gamma$-detector DALI2. Since the $\gamma$-photons may Compton scatter and deposit energy in several different crystals an add-back routine is used to add the energy of neighbouring crystals. In addition, the $\gamma$-energy is corrected for the Doppler effect. In Fig. 4.5 the resulting energy spectrum in coincidence with the detection of unbound $^{29}$Ne is presented. Four $\gamma$-peaks are found, at 910, 1130, 1325 and 1585 keV. These states have all been previously observed and are reported in Refs. [46,47,54].

The excitation energy $E_{\text{exc}}$, of the unbound $^{29}$Ne is calculated from the relative energy $E_{\text{fn}}$, neutron separation energy $S_n$ and $\gamma$ excitation energy $E_{\gamma}$ as

$$E_{\text{exc}} = S_n + E_{\text{fn}} + E_{\gamma}. \quad (4.7)$$

The neutron separation energy of $^{29}$Ne is 0.96 MeV [45]. To get the excitation energy, the $\gamma$-energy spectrum has to be correlated with the relative energy. This correlation is shown in Fig. 4.6 and it can be concluded that
Figure 4.5: The Doppler-corrected $\gamma$-energy spectrum taken in coincidence with the unbound $^{28}\text{Ne}+n$ system. The data is fitted with two exponential functions for the background, and four Gaussian peaks corresponding to four different excited states in $^{28}\text{Ne}$. Two are found at 1325 keV and 1585 keV, green and purple curves, while two more peaks are located at 910 keV and 1130 keV, black and blue curve. The background is indicated with the blue dashed line, while the total fit is shown by the red curve.
Figure 4.6: The $\gamma$ energy in coincidence with the relative energy. Events with $E_\gamma = 0$ are suppressed. The two peaks in the relative energy spectrum (Fig. 4.4) are in coincidence with the two clear $\gamma$-peaks in Fig. 4.5 meaning that this excited state in $^{29}$Ne feeds two different excited states in $^{28}$Ne.

The two photopeaks in Fig. 4.5 are in coincidence with the two lower energy peaks in the relative energy spectrum. It is hard to conclude which of the two peaks are in coincidence with the $\gamma$-rays from this spectrum. To investigate this it is useful to look at the relative energy spectrum for the two different cases when $\gamma$-rays have been detected with 1325 keV or with 1585 keV, which is shown in Fig. 4.7. This could also be done for the other two peaks in the $\gamma$-spectrum, but because they have a large background contribution and are also not well separated, they have not been considered in this analysis.

The shape of the Breit-Wigner peaks depend on the angular momentum of the nucleus, which in turn depends on which neutron was knocked out in the (p,pn) reaction. As mentioned earlier, when fitting the peaks in the relative energy spectrum, several different combinations of angular momenta give similar $\chi^2$ values. To find out which combination is the most likely, it is useful to know which peak is expected to have the higher angular momentum. This can be found out by investigating the longitudinal momentum distribution of the outgoing fragment in the center-of-mass frame of the incoming ion. In Fig. 4.8, this distribution is shown for the outgoing $^{28}$Ne fragment.
4.4. Results and Discussion

**Figure 4.7:** The relative energy spectra in coincidence with 1325 keV $\gamma$-rays, left, and 1585 keV $\gamma$-rays, right. No major difference can be noticed between them, indicating that they originate from the same state in $^{29}$Ne.

**Figure 4.8:** The longitudinal momentum distribution of $^{28}$Ne fragments in the center-of-mass frame of the incoming $^{30}$Ne ions.
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If a neutron from a low $l$-orbital is knocked out, the spread in the longitudinal momentum is expected to be narrow. If a neutron from a higher $l$-orbital is knocked out, the spread in the longitudinal momentum is expected be wider. This means that it is more likely that a neutron from a high $l$-orbital was knocked out in events with a large longitudinal momentum. In Fig. 4.9 the relative energy is shown for two cases. The blue line is when $|P_{\parallel}| < 50$ MeV/c and the red line when $|P_{\parallel}| > 150$ MeV/c. It is clear that the peak around 1.3 MeV is enhanced for events with small longitudinal momentum and it can be concluded that this should correspond to a lower orbital angular momentum state.

This check can also be done the other way around by looking at the longitudinal momentum distribution for the different peaks in the relative energy spectrum. In Fig. 4.10 the longitudinal momentum distribution is shown for the lower energy peak in the relative energy spectrum in blue, the higher lying energy peak in red, and the green curve is the same histogram as the red but scaled to the same number of events as the blue histogram for easier comparison. The blue histogram is slightly wider than the green which is in agreement with the previous conclusion that the lower energy
4.4. Results and Discussion

Figure 4.10: The longitudinal momentum distribution for two different intervals in the relative energy spectrum. Blue spectrum for $E_{fn} = 0.4 \pm 0.2$ MeV and red spectrum for $E_{fn} = 1.35 \pm 0.15$ MeV. The green spectrum is the same as the red, but scaled to the same number of events as in the blue spectrum for easier comparison.

peak in the relative energy spectrum origin from the knockout of a higher $l$-orbital neutron than the higher lying peak. Why the blue spectrum is shifted towards positive momenta is not understood though.

At this stage it is not possible to disentangle the spin and parity of the unbound states in $^{29}$Ne. One major question is how many resonances are present in the relative energy spectrum. By observing the number of counts in the peak at 0.4 MeV in the relative energy spectrum and comparing this with the number of counts in the peaks in the $\gamma$-spectrum, taking the efficiency and acceptance of DALI2 into account, the conclusion is that there are at least a factor of 5 more events in the relative energy peak than in the $\gamma$-peaks. This is one argument that the lower peak actually consists of more than one resonances, which has to be investigated further before any conclusions can be made. Once all resonances have been found, a level scheme can be constructed for $^{29}$Ne. This should also tell us if the $7/2^-$ state is to be found in the unbound states observed in this work. Finally the results should also be compared with large-scale shell model calculations.
Chapter 5

Fragmentation Reaction Cross Sections of B and C Isotopes

Before performing an experiment it is important to estimate the chance of success. This is highly dependent on the number of wanted reactions which can be expected during the experiment, i.e. the statistics. To estimate this, it is crucial to know the reaction cross sections for the involved reactions. For the production of light radioactive beams it is mainly the fragmentation cross section which is important. The models used to calculate the yield of different ions is based on data from stable beams. As experiments move towards more and more exotic nuclei, fragmentation may have to be performed in two steps. The second step would then include fragmentation reactions of unstable nuclei, where the fragmentation cross sections are not as well known.

In Paper I, the one-proton $x$-neutron (1p$x$n) removal reaction cross sections are measured for several boron and carbon isotopes. Even though these ions probably are too light for beam production, it is useful to compare their cross sections with existing models to investigate how well the models work for more exotic nuclei.

5.1 Experiment

The experiment was performed at GSI/FAIR, using the $R^3B$/LAND-setup, described in Sec. 2.5.1 and 2.5.2. The experiment was a 10-day-long overview experiment, ranging from the proton to the neutron dripline for $2 < Z < 10$ nuclei. With many different nuclei created and studied during the experiment, it has resulted in several publications, including Papers I, II, III, IV and V.

The radioactive beam was created from an $^{40}$Ar beam, with a kinetic
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energy of 490 MeV/nucleon, impinging on a beryllium target. The FRS was used to select the wanted isotopes among those produced in the reactions at the production target. To cover the wide range of isotopes in the experiment, six different settings of the FRS were used. Also several different secondary targets were used, including plastic, carbon and lead. For the cross section calculations, only data with the carbon target have been used.

5.2 Data Analysis

The cross section is calculated according to Eq. (2.6). The number of nuclei in the target is calculated from the areal densities of the target, which for the two different carbon targets used are 935 mg/cm$^2$ and 558 mg/cm$^2$. From the experimental data the number of incoming and outgoing ions are needed. How the identification of the ions is done is described in Sec. 6.1. However, nuclear reactions may occur not only in the target but also in other materials in the beam line. As this also can contribute to the number of reactions, it has to be accounted for. This is done using data from so-called empty-target runs, where the target has been removed. In this way it is possible to measure how large the contribution from reactions which are happening in other materials than the target is.

The selection is done of one incoming boron or carbon isotope in the ranges $^{10-15}$B or $^{10-18}$C. The number of events in this selection is the number of incoming ions. With this selection, further conditions are set on the outgoing fragment. One proton should be removed in the reaction together with $x$ number of neutrons. The one-proton removal condition is set, using the energy loss as is shown in Fig. 5.1 (a). In (b) the different masses for the one-proton removal are shown. The number of outgoing fragments is then given by the number of events in each of the peaks in the mass spectrum. As mentioned above, this must also be compensated for the background contribution.

5.3 Results and Discussion

The determined cross sections are shown in Fig. 5.2 and 5.3 for carbon and boron isotopes, respectively. The results are compared to two different models, ABRABLA07 [30] and EPAX3 [55, 56]. The latter does not agree very well with the experimental data which is not surprising as it is limited to the mass region $A = 40 - 209$. The ABRABLA07 model is in surprisingly good agreement, though, at least after an adjustment to the model. The multiplication factor of the excitation energy per removed nucleon is decreased

1Except $^{11}$C where no data was available.
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**Figure 5.1:** The charge (a) identification of outgoing fragments with incoming $^{18}$C. The solid black ellipse indicates the unreacted beam and the dashed ellipse one-proton removal. In (b), the mass identification of the fragments fulfilling the one-proton removal condition is shown. Figure from Paper I.

to 0.6 from the default value $2^2$. This value was determined by comparison of the experimental cross sections with the values given by the model using different multiplication factors. This value is used in the figures. For a more detailed description of how the multiplication factor was deduced, see Ref. [57]. A direct experimental determination of the excitation energy induced on average per abraded nucleon would be very desirable.

---

$^2$The default value gives a pre-fragment excitation energy of 26.6 MeV per abraded nucleon.
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Figure 5.2: Measured cross sections for the one-proton $x$-neutron removal reaction from $^{10-18}$C isotopes (black squares). Two different models are used for comparison: ABRABLA07 [30] with multiplication factor 0.6 of the excitation energy per abraded nucleon (red stars) and EPAX3 [55,56] (blue diamonds). Three other measurements are included for $^{12}$C on a C target: at 600 MeV/nucleon [58] (orange squares), at 250 MeV/nucleon [59] (green circles), and at 400 MeV/nucleon [60] (purple stars). Figure from Paper I.

Figure 5.3: Measured cross sections for the one-proton $x$-neutron removal reaction from $^{10-15}$B isotopes (black squares). Two different models are used for comparison ABRABLA07 [30] with multiplication factor 0.6 of the excitation energy per abraded nucleon (red stars) and EPAX3 [55,56] (blue diamonds). Figure from Paper I.
Chapter 6

Unbound States in Be and F

In Ch. 4 the results on unbound states in the one-neutron halo nucleus \(^{29}\)Ne were presented. In this chapter further studies on unbound states are presented, focusing on the unbound nucleus \(^{13}\)Be and unbound states in \(^{25,26}\)F.

The Be isotopes have drawn attention due to the interplay between the shell model and cluster structures in the nuclei. The ground state of \(^{9}\)Be, is expected to be a three body system consisting of \(\alpha + \alpha + n\). When moving closer to the neutron drip line, the nucleus \(^{12}\)Be shows strong configuration mixing, breaking the shell closure at N=8. It has been shown that the ground state of \(^{12}\)Be consists of an admixture of closed \(p\)-shell and \(sd\)-shell configurations [14]. This also suggests that the wave function of the ground state of the unbound nucleus \(^{13}\)Be has a large \(sd\)-wave component. A theoretical study [61], suggests that in \(^{14}\)Be, the lowest \(\text{(sd)}^4\) state may be close to the lowest \(\text{(sd)}^2\) state, concluding that an admixture of an \(sd\)-component can be expected in the ground state of \(^{14}\)Be. For this question, the structure of \(^{13}\)Be can be used, as a large part of the wave function of its ground state then also would be of an \(sd\)-configuration.

There have been many experiments on \(^{13}\)Be trying to understand its nuclear structure [53,62–66]. However, the results of these experiments are not in agreement. Especially when comparing the results for low-lying excited states the results differ between the two different experimental methods used: the missing mass method and the invariant mass method. In Paper II, the differences are studied and it concludes that they are caused by the missing \(\gamma\)-ray measurements in the invariant mass approaches.

The proton-neutron interaction can be studied using nuclei with doubly closed shells plus one neutron and one proton. This is the case for the \(^{26}\)F nucleus, consisting of an \(^{24}\)O core plus a \(\pi 0d_{5/2}\) proton and a \(\nu 0d_{3/2}\) neutron, which couple to a \(J^\pi = 1^+ - 4^+\) multiplet. The proximity to the neutron dripline makes \(^{26}\)F a very good case to study the influence of the continuum on the proton-neutron interaction. So far, measurements of
the excitation energy of the bound $J^\pi = 1^+, 2^+$ and $4^+$ states have been performed [67–69]. In Paper III, the unbound $J^\pi = 3^+$ state is measured to complete the measurements on the multiplet. Both the unbound $^{13}$Be and the unbound states in $^{26}$F were measured during the same experiment as the measurements on the fragmentation cross sections, described in Ch. 5.

6.1 Data Analysis

All incoming ions are identified on an event-by-event basis, in a similar way as described in Sec. 4.2. The ToF is measured between the FRS and the POS detector, which together with the well-defined flight-path length in the fragment separator can be used to calculate the velocity of the ion. The charge is given by the energy loss in the POS detector. To minimise the number of misidentifications, also the energy loss in the SST detectors are used to calculate the charge. The SST detectors also measure the track, giving the hit position at the target.

Behind the target, another set of SST detectors identify the charge of the outgoing fragments, again based on the energy loss in the detectors. Since there is a significant amount of material in the beam-line from the target to the TFW, a second charge identification is done at the TFW to discriminate events where reactions have occurred between the target and the TFW. The principle of the mass identification is the same as for the incoming ions, with the difference that the flight-path length is not as well defined in the magnet because of its large acceptance. The ToF is measured between the POS and the TFW detectors and the SST and GFI detectors track the ions before and after ALADIN.

The length of the flight path depends on the magnetic rigidity of the outgoing fragment, as it influences the deflection in the magnet. The magnetic rigidity depends both on the mass and velocity of the fragment, according to Eq. (2.7). Since the velocity is measured using the ToF and the flight path distance also this depends on the magnetic rigidity. This results in an equation system where all parameters depend on each other, which is solved in an iterative way. Using also the tracking information of the SST and GFI detectors, it becomes an over-determined system where the squared sum of all the relative errors is minimised. Once this problem is solved, the mass-over-charge of the fragment is determined.

With the incoming and outgoing identification, the desired reaction channel can be selected. The unbound $^{13}$Be nucleus was studied in one-proton knockout reactions from $^{14}$B resulting in the unbound system $^{12}$Be+n. The unbound states in $^{26}$F were also studied in one-proton knockout reactions, from $^{27}$Ne. Hence, the reaction channels which should be studied are the incoming $^{14}$B or $^{27}$Ne together with an outgoing $^{12}$Be or $^{26}$F in coincidence with one neutron in LAND. In addition, a condition was set in the Crystal
6.2 Results and Discussion

The results for the unbound $^{13}\text{Be}$ are obtained in the same way as for $^{29}\text{Ne}$ in Sec. 4.4. The relative energy spectrum including the Doppler-corrected $\gamma$-energies is shown in Fig. 6.1. Three resonances are identified in the spectrum and are fitted with three Breit-Wigner functions (pink, red and blue curves). Because of the rather wide and overlapping functions the peak positions of peak 2 and 3 were fixed as well as the width of peaks 1, 2 and 3. The parameters for these curves were taken from the missing-mass experiments [62–64]. Comparing the data of the two different experiments, one-proton knockout at 400 MeV/nucleon (a) and one-proton knockout at 35 MeV/nucleon (b), it can be concluded that the reaction mechanism is independent of the energy and target. In Tab. 6.1 a summary of the resonance positions and widths are presented.

The resonance energy of the first peak is in agreement with the missing-mass experiments. The interpretation of these results is that the first $5/2^+$ state can decay either directly to the ground state in $^{12}\text{Be}$ or via the first excited state in $^{12}\text{Be}$ (indicated by peak 1a) followed by $\gamma$-decay to the

---

**Figure 6.1:** The relative energy spectrum of $^{12}\text{Be}+n$ obtained in proton knockout from $^{14}\text{B}$ at 400 MeV/nucleon (a), and 35 MeV/nucleon (b, from Ref. [65]). Contributions from $^{12}\text{Be}+n+\gamma$ are indicated by (▲). The pink, red and blue curves are Breit-Wigner fits to three resonances and the dashed line is their decay branches to the $\gamma$-decaying $^{12}\text{Be}(2^+)$ state. The point in parenthesis in (a) was excluded from the fit. Figure from Paper II.
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Table 6.1: Resonance energies ($E_r$), widths ($\Gamma$) and associated spins and parities ($I^\pi$) for the $^{13}$Be isotope. Fixed parameters are indicated with (*).

<table>
<thead>
<tr>
<th>Peak</th>
<th>$E_r$</th>
<th>$\Gamma$</th>
<th>$I^\pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>g.s.</td>
<td>0.86(4)</td>
<td>1.70(15)</td>
<td>$1/2^+$</td>
</tr>
<tr>
<td>1a</td>
<td>0.1</td>
<td>-</td>
<td>$5/2^+_1$</td>
</tr>
<tr>
<td>1</td>
<td>2.11(5)</td>
<td>0.4*</td>
<td>$5/2^+_1$</td>
</tr>
<tr>
<td>2</td>
<td>2.92*</td>
<td>0.4*</td>
<td>$5/2^+_2$</td>
</tr>
<tr>
<td>3</td>
<td>4.0*</td>
<td>0.4*</td>
<td>$(3/2^+)$</td>
</tr>
</tbody>
</table>

ground state. The same thing is true also for the assumed $3/2^+$ state. This feeding is probably also the reason for the disagreement between the different experiments and shows the problems of drawing conclusions from spectra of relative energy without access to $\gamma$-detection.

For the unbound states in $^{26}$F, no $\gamma$-decay was found in coincidence with the $^{25}$F+n system, indicating that all excited states in $^{26}$F decay directly to the ground state of $^{25}$F. As the neutron is expected to occupy the $\nu 0d_{3/2}$ orbital, the orbital angular momentum is $l = 2$. This affects the shape of the Breit-Wigner resonance and hence Eq. (4.3) has to be modified to

$$f(E) = \frac{\Gamma_l}{(E - \Delta_l - E_r)^2 + \Gamma_l^2 / 4},$$

with the apparent width

$$\Gamma_l = \Gamma \frac{P_l(E)}{P_l(E_r)},$$

and the energy shift

$$\Delta_l = \Gamma \frac{S_l(E_r) - S_l(E)}{2P_l(E_r)}.$$  

$P_l$ and $S_l$ are the penetrability and shift functions, respectively. With this form of the Breit-Wigner function, two peaks are fitted in Fig. 6.2. Two different fits are made, (a) with $\Delta_l$ calculated as in Eq. (6.3) and (b) with $\Delta_l = 0$. As can be seen in the figure, the difference between the two cases is small. In Tab. 6.2 a summary of the resonance energies ($E_r$), widths ($\Gamma$) and excitation energies ($E^*$) are listed, with the neutron separation energy $S_n = 1071(130)$ keV [70]. Also the calculated single-particle resonance widths for different angular momenta ($\Gamma_{sp}^{l=0,1,2}$) are listed for comparison.

The second peak is broad and also has a very large uncertainty, which makes it hard to conclude which angular momentum is the most probable. It is possible that it consists of several overlapping resonances, but this assumption is hard to confirm or reject from the present data. Comparing the measured width of the first resonance with the calculated widths, one can see that it is compatible with both $l = 1$ and $l = 2$. In a previous experiment [71], using nucleon-exchange reactions $^{26}$Ne→$^{26}$F, a resonance at
6.2. Results and Discussion

**Figure 6.2:** The relative energy spectrum of $^{26}$F with two Breit-Wigner $l = 2$ resonance fits (dashed red and green). The black line is the sum of both resonances. In (a) the energy shift $\Gamma_l$ is calculated according to Eq. (6.3), and in (b) it is 0. The values given are the resonance peak positions. Figure from Paper III.

**Table 6.2:** The resonance energies, widths and excitation energies of the two resonances found in Fig. 6.2. The calculated width of single-particle states with three different angular momenta $l = 0, 1, 2$ are given for comparison. All energies are given in keV.

<table>
<thead>
<tr>
<th>Peak</th>
<th>$E_r$</th>
<th>$\Gamma$</th>
<th>$E^*$</th>
<th>$\Gamma_{l=0}^{sp}$</th>
<th>$\Gamma_{l=1}^{sp}$</th>
<th>$\Gamma_{l=2}^{sp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>323(33)</td>
<td>570(480)</td>
<td>1394(134)</td>
<td>3080</td>
<td>1038</td>
<td>74</td>
</tr>
<tr>
<td>2</td>
<td>1790(290)</td>
<td>4200(2500)</td>
<td>2861(318)</td>
<td>7941</td>
<td>6127</td>
<td>2966</td>
</tr>
</tbody>
</table>
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Figure 6.3: The interaction energy Int(J) as a function of the total angular momentum J for \(^{26}\)F. Three different models are used for comparison, in (a) a \(\delta\) interaction both with and without J-dependent radial corrections, in (b) the IM-SRG procedure and in (c) the USDA interaction. Also the monopole values \(V_{pn}\) are given. Figure from Paper III.

271(37) keV was observed. As this reaction would convert a \(\pi 0d_{5/2}\) proton into a \(\nu 0d_{3/2}\) neutron it should produce all \(J^\pi = 1^+ - 4^+\) states. A knockout reaction of a \(\pi 0d_{5/2}\) proton from \(^{27}\)Ne would produce the same configurations. Since both experiments find the same resonance, it is reasonable to assume that it constitutes the \(J^\pi = 3^+\) state and hence that the angular momentum is \(l = 2\).

This information can be used to calculate the interaction energy, Int(J), following the same approach as in [68], as

\[
\text{Int}(J) = \text{BE}^{(26}\text{F}_{J}) - \text{BE}^{(26}\text{F}_{\text{free}}),
\]

with

\[
\text{BE}^{(26}\text{F}_{\text{free}}) = \text{BE}^{(25}\text{F}) + \text{BE}^{(25}\text{O}) - \text{BE}^{(24}\text{O}),
\]

where BE is the binding energy of the given nucleus and \(\text{BE}^{(26}\text{F}_{J})\) is the energy of a given \(J^\pi\) state. With values of Int(1,2,4) from Ref. [68] and the value of Int(3)=−0.45(19) MeV obtained in Paper III, it is plotted in Fig. 6.3. This result is compared with several different model calculations. Both the shell-model calculation using the USDA interaction and \textit{ab initio} valence-space IM-SRG calculations show an overall good agreement with the experimental data. There is however a difference in the monopole interaction between the models and the experimental data. This could be interpreted as an effect of the proximity of the continuum.
Chapter 7

Coulomb Dissociation and Neutron Capture Rates

As discussed in Sec. 1.2, the r-process is responsible for the creation of almost half of all nuclei heavier than nickel in the Universe. Despite its importance, it is still the nucleosynthesis process which we know the least about. One of the reasons is that it is a large reaction network containing isotopes which are often not well-studied or even not yet produced in the laboratory. As small deviations in the early parts of the network can cause large deviations later on, it is important to know the properties of the nuclei involved in the chain. Especially the neutron capture cross section is of importance and that is what is measured via Coulomb dissociation in Papers IV and V.

The experiment is similar to those in Papers I, II and III. The reactions studied in Paper IV are $^{20,21}$N(γ,n)$^{19,20}$N and in Paper V $^{18}$C(γ,n)$^{17}$C. In both, data for a lead target is analysed, and the time-reversed neutron-capture reaction (γ,n) is studied via Coulomb dissociation.

7.1 Data Analysis

The method of identification of the incoming and outgoing fragments is the same as described in Sec. 6.1. Coulomb dissociation reactions are identified by selecting incoming $^{18}$C ($^{21,22}$N) ions and outgoing $^{17}$C ($^{20,21}$N) in coincidence with one neutron and γ-photons. There may also be contributions to these events from nuclear reactions and reactions in other parts of the beam line. To subtract this background, the same reaction channels were studied using a carbon target and an empty target. The reaction probability in the carbon target can be scaled to account for the nuclear reaction contributions and the empty target allows to subtract the reactions occurring in other parts of the setup.

By studying the Doppler-corrected γ-energy spectrum measured in the Crystal Ball it is possible to conclude which excited states have been popu-
Table 7.1: Coulomb dissociation cross sections for three different isotopes of C and N. The uncertainties listed are only the statistical errors.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>State</th>
<th>$\sigma_{\text{CD}}$ [mb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>18C</td>
<td>g.s.</td>
<td>32 ± 13</td>
</tr>
<tr>
<td></td>
<td>1st exc.</td>
<td>40 ± 8</td>
</tr>
<tr>
<td></td>
<td>2nd exc.</td>
<td>43 ± 6</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>115 ± 8</td>
</tr>
<tr>
<td>20N</td>
<td>g.s.</td>
<td>15 ± 16</td>
</tr>
<tr>
<td></td>
<td>1st exc.</td>
<td>36 ± 6</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>90 ± 12</td>
</tr>
<tr>
<td>21N</td>
<td>g.s.</td>
<td>31 ± 16</td>
</tr>
<tr>
<td></td>
<td>1st+2nd exc.</td>
<td>47 ± 8</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>75 ± 13</td>
</tr>
</tbody>
</table>

lated in the reactions. With this identification it is possible to also investigate the reaction cross section leading to the different excitation energies in the daughter nuclei.

7.2 Results and Discussion

The measured cross sections for the Coulomb dissociation of $^{18}$C and $^{20,21}$N are presented in Tab. 7.1. The cross sections for the population of the ground state as well as the first excited states are listed together with the total cross sections. For $^{21}$Ne the two first excited states could not be resolved, hence the total cross section of the two first excited states is given in the table.

The Coulomb dissociation cross sections can then be used to calculate the neutron capture cross sections ($\sigma_{n,\gamma}$) using the principle of detailed balance and the virtual photon theory, giving

$$\sigma_{n,\gamma} = \frac{2(2I_i + 1)}{(2I_f + 1)(2I_n + 1)} \frac{k_{\gamma}^2}{k_{\text{c.m.}}^2} \frac{d\sigma_{\text{CD}}}{dE^*} \frac{1}{n_{E1}(E^*)} E^*$$  \hspace{1cm} (7.1)

where $I$ is the total angular momentum with indices $i$ for incoming ion, $f$ for outgoing fragment and $n$ for the neutron ($I_n=1/2$), $k$ is the momentum of the photon and $k_{\text{c.m.}}$ the relative motion of the fragment and emitted neutron, $\sigma_{\text{CD}}$ is the Coulomb dissociation cross section, $E^*$ is the excitation energy and $n_{E1}$ is the number of virtual E1-photons.

The reaction rate for neutron-capture can be calculated as a function of the temperature. In Fig. 7.1 this is shown for $^{19}$N (solid black line). In the same figure a theoretical curve (dashed black line) is calculated from Ref. [72]. It is clear that the model and the experimental data do not agree, hence an update of the model is needed to reflect the measured neutron
capture rate. It is also clear that neutron capture from excited states does not contribute to the total capture rate at $T < 3$ GK.

As mentioned earlier, the neutron capture rate is an important factor for models of the r-process. It turns out that when updating the neutron capture rates according to the results obtained for $^{19,20}$N and using one such model [73], that the final abundance of $^{19}$F was decreased by 10%. Higher mass nuclei were unaffected though.

Also the neutron capture rate of $^{17}$C showed a large deviation from theoretical calculations. In this case a change of the neutron capture rate did not have any affect on the final abundances using the r-process model.
Figure 7.1: The neutron capture rate of $^{19}$N, black solid line. The contribution from the ground state is indicated with the red dotted line and from the first two excited states with the blue dashed-dotted line. The shaded areas indicate the errors. The black dashed line is calculated from a theoretical model [72]. Figure from Paper IV.
Chapter 8

Summary

In Ch. 4, results on the first measurements of unbound states in $^{29}$Ne are reported. The number of states and their spin and parity assignment are still under investigation, but based on the fit of Breit-Wigner functions to the relative energy spectrum, and the number of events in the peaks in the relative energy spectrum compared to the $\gamma$-spectrum, there seem to be three different states. Two of the resonances are present in the lower-energy peak around 0.4 MeV in the relative energy spectrum, while the third resonance is found at 1.3 MeV. The detection of the lowest resonance in coincidence with $\gamma$-rays indicates that this state decays to excited states in $^{28}$Ne, while the other two resonances decay to the ground state. Assuming there are two resonances in the lower peak, at least one of these should have a larger angular momentum than the resonance at 1.3 MeV and may even be a candidate for $7/2^-\,$ state. This is based on the longitudinal momentum distributions for the different relative energy peaks, where a wider spread of the momentum is shown for events with the lower energy resonance. The $\gamma$-rays are in coincidence with the lowest of the three resonances as well as with a wider spread in the longitudinal angular momentum, indicating that at least this resonance has a larger angular momentum.

The analysis is still ongoing, and it is especially the fitting of the relative energy spectrum which needs to be improved. The main question is how many resonances are present in the peaks shown in the relative energy spectrum and what are the spin and parities of the corresponding excited states. Once concluded, the results should also be compared to large-scale shell model calculations.

In Paper I, the experimental one-proton $x$-neutron removal cross sections were measured for 6 different boron isotopes and 8 different carbon isotopes. The results were compared with two different models, ABRABLA07 and EPAX3. After decreasing the excitation energy per removed nucleon in the ABRABLA07 model, the agreement with the experimental data turns out to be surprisingly good.
8. Summary

The unbound nucleus $^{13}\text{Be}$ was studied in Paper II. Three different resonances were found in the relative energy spectrum, at 2.11, 2.92 and 4.00 MeV. Each of these resonances may decay to the ground state of $^{12}\text{Be}$, but from $\gamma$-ray coincidence measurements it was concluded that both the resonance at 2.11 and 4.00 MeV also decay via the first excited state in $^{12}\text{Be}$. These results show the importance of taking possible population of excited states in the daughter nucleus into account when evaluating relative energy spectra, as this turned out to be the cause of disagreement between results from previous measurements of $^{13}\text{Be}$.

In Paper III, unbound states in $^{26}\text{F}$ were measured. In this case no $\gamma$-rays were detected in coincidence, hence all unbound states decayed directly to the ground state in $^{25}\text{F}$. In the relative energy spectrum, two resonances were found at 0.32 MeV and at 1.79 MeV. The lower of the two resonances was assigned to the $J^\pi=3^+$ state which is part of the $J^\pi=1^+-4^+$ multiplet and was the last state in the multiplet to be observed. This was used to calculate the interaction energy for all the four states in the multiplet. The results show good agreement both with shell model calculations and ab initio valence-space IM-SRG calculations, but the lower multipole interaction in the experimental data compared to the model suggests that the proximity of the continuum may affect the effective proton-neutron interaction.

Papers IV and V reported on the Coulomb dissociation cross sections of $^{20,21}\text{Na}$ and $^{18}\text{C}$. The results were used to extract the neutron capture cross sections of $^{19,20}\text{Na}$ and $^{17}\text{C}$, using the principle of detailed balance and the virtual photon theory. The neutron capture cross sections were used in model calculations of the r-process nucleosynthesis. The measured neutron capture cross section of $^{19}\text{N}$ was up to a factor of 5 higher than the one previously used in the calculations. The increase of the cross section led to a 10 percent decrease in the final fluorine abundances.
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