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Abstract

Noble metallic nanoparticles, which support localized surface plasmon resonances (LSPR), offer a variety of potential scientific and industrial utilizations. Due to their remarkable ability to confine light at nanoscale dimensions, far below the optical diffraction limit, plasmonic nanoparticles enable intricate light manipulations, which may be performed and exploited for a wide range of future revolutionary applications.

For instance, LSPR in noble metal nanoparticles may be coupled to and coherently interact with exciton resonances in semiconducting nanocrystals and/or dye molecules. If the coupling strength is strong enough it is possible to create nanoscale systems, which support a new type of hybrid excitations. These excitations cannot be thought of as neither plasmonic nor excitonic, but rather an indistinguishable mixture of both. These type of excitations need to be considered as being half-light/half-matter entities and may be treated as quasiparticles, referred to as polaritons. Such quasiparticles have shown to possess properties, which open up completely new routes toward light manipulation at the nanoscale and have recently attracted tremendous attention and interest within the scientific nano-optics and nano-photonics communities.

The subject of this thesis is to both experimentally and theoretically demonstrate strong light-matter interactions in isolated single particle nanoscale plasmon-exciton systems, as well as discussing possible applications. The systems described and presented in this thesis are composed of single crystalline Ag nanoprisms attached to J-aggregated dye molecules, as well as Ag nanoprisms coupled to excitons in 2D material transition metal dichalcogenides (TMDC) monolayers. The experimental results presented in this thesis support promising outlooks for future plasmonic molecular manipulations as well as room temperature quantum plasmonics and quantum optics.
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Chapter 1

Introduction

The interaction between light and matter has been a source of mystery and excitement for humans throughout history. Our perception of the surrounding environment as well as numerous processes in nature depend heavily on light-matter interactions and evolution has accordingly shaped much of the world around us. One of the first recorded attempts in developing a theory to describe the underlying dynamics of light-matter interactions was made already in ancient Greece by the pre-Socratic philosopher Empedocles (490-430 BC) [1]. Even though theories have advanced and progressed during the elapse of time, some aspects regarding the fundamental nature of light, and hence light-matter interactions, is still a subject for debate within the scientific community.

Ever since the birth of quantum mechanics in the beginning of the 20th century, scientists have been able to deduce theoretical outcomes, which matches optical experimental observations in an astoundingly satisfying manner. This has resulted in many modern day essential technical inventions such as lasers, light-emitting diodes (LEDs) and photovoltaics [2-4]. Despite these immense progresses there is still a plethora of problems related to understanding the quantum reality of light and its interaction with matter. One example is the fundamental interpretation of quantum entanglement [5]. Even though there is sufficient theoretical understanding to predict outcomes on this matter, the true underlying mechanism is still a question of debate [6].

Since visible light has wavelengths in the range of 390-700 nanometers it was previously widely regarded a mere impossibility to focus light to spatial dimensions much smaller than the resolution limit, dictated by 19th century physicist Ernsts Abbe [7]. Much of this changed with the discovery and introduction of localized surface plasmon resonances (LSPR), where visible light couples strongly to collective oscillations of surface charge densities in nanoscale entities of noble metals [8]. The discovery of surface plasmons eventuated in completely new possibilities to affect and manipulate light at spatial nanoscale dimensions. In addition, the surface charge density oscillations associated with surface plasmons at the interface, between the metal and the dielectric environment, leads to strongly enhanced optical evanescent fields [9]. This makes their optical properties highly susceptible to minute alterations in the local dielectric environment, a very crucial point for light manipulation [10]. As a result,
completely new scientific research fields within optics and nanotechnology emerged. Thus, several new ideas on how to for example exploit light-matter interactions to achieve efficient energy harvesting [11], molecular sensing [12] and new and intriguing nano-optics [13], were established and reported.

Ever since the discovery of surface plasmons there has been an immense progress in nanofabrication and sample manufacturing. For instance, techniques such as electron-beam lithography [14], hole-mask colloidal lithography [15] and/or drop-casting colloidal nanoparticles suspended in solutions on to a substrate [16], give the ability to create macroscopic surfaces composed of a multitude of separated distinct high-quality nanoscale structures.

A phenomenon in nano-optics and nano-photonics, which has recently gained a lot of attention and recognition, is plasmon-exciton strong coupling. What this term refers to is the situation where a plasmonic particle (which in many aspects can be thought of as an optical resonant cavity) and quantum emitters (molecules, quantum dots etc.), under right conditions are able to exchange energies on a time scale faster than any other dissipation or decoherence processes within the system. As a result the energy will oscillate back and forth between the cavity and emitter(s) several times before it finally decays to the surrounding environment [17]. These type of oscillations are generally referred to as vacuum Rabi oscillations, and is one of the most crucial parameters to extract in order to quantify the coupling strength within such nanoscale systems. When systems possess this ability they are generally referred to as hybrid structures, since the supported excitations is now hybridized and shared between the modes of both cavity and emitter(s). This phenomenon is vastly different from the case of weak coupling, where the so-called Purcell effect governs and alters the cavity-emitter dynamics. In the case of weak coupling, a one-way energy transfer from cavity to emitter is present rather than Rabi oscillations, which leads to further modifications in the spontaneous decay rate of the emitter [18].

Recent studies have demonstrated strong coupling mainly on an ensemble level of particles and molecules, or in various nanoparticle arrays or assemblies coupled to a large number of excitons [19, 20]. Even though there have been a few demonstrations of strong light-matter interactions at the single-particle level [21-23], there still remain ambiguities in the interpretation of plasmon-exciton interactions present within these studies. From a quantum optical perspective this indicates an uncertainty in the number of excitons involved in the interactions, as well as a question if plasmonic structures are capable of realizing strong light-
matter interactions at its fundamental limit. Since questions of this kind are essential to
address for future quantum optics applications, it is of great importance that these aspects are
investigated further [24, 25].

Utilizing plasmonic nanoparticles as resonant optical cavities opens up promising
expectations for quantum optical systems, operating at room temperatures [26, 27]. In
addition, strongly coupled nanoscale systems might be possible candidates in future quantum
information processing networks [28-30], quantum cryptography [31] and ultrafast single-
photon switches [32] to name a few. This indicates that nanoscale hybrid systems will perhaps
play a key role to push the society into a whole new scientific/technical/sustainable era.

In this thesis theoretical derivations as well as experimental observations of strong light-
matter interactions in single isolated plasmonic nanoscale structures are presented and
discussed.

To begin with, in Chapter 2 the most fundamental aspects of coherence, which is an essential
ingredient in light-matter interactions, are presented and discussed.

Thereafter, Chapter 3 deals with basic phenomena such as plasmonic resonances in metal
nanoparticles as well as molecular resonances and excitonic resonances in semiconducting
nanocrystals (quantum dots), as well as in molecular aggregates. Several core concepts in the
field of nano-photonics and plasmonics are derived, presented and discussed to give the
reader a fundamental introduction to this research field.

In Chapter 4, which is one of the main chapters of this thesis, the concepts and underlying
dynamics of strong plasmon-exciton coupling mechanisms are addressed. This will be the
most extensive chapter within this thesis, presenting various theoretical frameworks on how to
perceive the phenomenon of strong coupling from various viewpoints, all from a purely
classical to purely quantum mechanical approaches.

Since the studies, on which the content of this thesis are based on, are experimental different
methods on how to fabricate suitable nanostructures as well as quantifying their optical
properties, together with imaging nanostructures in a scanning electron microscopy (SEM),
are thoroughly described and presented within Chapter 5.

Finally in Chapter 6, sections including a summary of the thesis content as well as some
future outlooks for this research field will be presented and discussed.
An appendix with the specific scientific publications, on which the content of this thesis is based, can be found at the end. The reader can turn to this section for more detailed information regarding the topic of interest.
Chapter 2

Coherent Interactions between Dipole Emitters

The term coherence stems from the Latin word *cohaerens*, which approximately means, “to unite” [33]. In the case of electromagnetism it refers to correlations of certain properties between two different electromagnetic fields, and is mathematically quantified by the so-called *cross-correlation function* [34]. More generally optimal coherence implies constant intrinsic and spatial phase difference, as well as the requirement that waves emitted from different sources acquire the same frequency. The notion of coherence can be generalized further to encapsulate a wide range of concepts such as microscopic quantum states within the framework of quantum mechanics.

2.1 Radiated intensity from numerous coherently emitting dipoles

The total radiation pattern from numerous emitting oscillating dipoles can be derived by imposing the so-called *superposition principle* [7]. Within this framework, the total radiated intensity from $N$ coherently emitting oscillating dipoles may be expressed according to the relation

$$I_{\text{tot}} \sim \left| \sum_{i=1}^{N} p_i \right|^2 = \sum_{i=1}^{N} |p_i|^2 + \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} 2 |p_i| |p_j| \cos(k \cdot R_{ij} + \Delta \varphi_{ij})$$

(2.1)

Here $p_{i,j}$ refers to the complex dipole moment vector of sources located at points in space with indices $i$ and $j$, $|k| = \frac{2\pi}{\lambda}$ and $R_{ij} = R_i - R_j$ is a vector, which magnitude and direction corresponds to the distance and direction between these dipole sources. The corresponding intrinsic phase difference between dipoles $p_i$ and $p_j$ can be written as

$$\Delta \varphi_{ij} = \arctan \left( \frac{\text{Re}\{p_i\} \text{Im}\{p_j\} - \text{Re}\{p_j\} \text{Im}\{p_i\}}{\text{Re}\{p_i\} \text{Re}\{p_j\} + \text{Im}\{p_i\} \text{Im}\{p_j\}} \right)$$

(2.2)

The first term in (2.1) describes light emitted by individual dipoles whereas the second term depicts interference between radiated fields originating from separate distinct dipoles. If instead these sources were radiating in an incoherent manner the net intensity would exclusively be accounted for by the first term in (2.1). In that case the intrinsic phase
difference between the sources would be completely random and all intrinsic phase differences would be averaged out so that no interference effects would occur. Since the interplay and efficient coupling between different microscopic states often requires coherent interactions, this concept is vital to understand in order to get a deeper picture of the intrinsic dynamics within nanoscale systems.

From expression (2.2) it is moreover obvious that two identical dipoles \((Re\{p_i\} = Re\{p_j\}\) and \(Im\{p_i\} = Im\{p_j\}\)) reveal no intrinsic phase difference, which means that the net phase difference is fully dictated by the spatial phase term \(k \cdot R_{ij}\). Therefore it is possible to tune the interference conditions between identical dipole emitters just by wisely choosing the correct intermediate distance between them.

A graphic illustration of fields from dipolar emitters, as well as a graph showing the total intensities for N emitters for both random and coherent phases, may be seen in Figure 2.1. Notice how the total intensity is either enhanced \((\phi = 2\pi)\) or extinct \((\phi = \pi)\) in the cases when the dipoles are emitting coherently, whereas the random-phase situation is not tunable in the same way. This is a clear sign to prove the point that coherence is required in order for modes to significantly interact and influence each other.
Figure 2.1. (a) Illustration of many dipolar emitters located on a two dimensional surface. The radiation pattern from each individual dipole is projected on to the plane, which collectively forms a total radiation pattern dependent on intrinsic phase difference and intermediate spacing. (b) The total intensity from \( N \) emitters with random phase (blue), and with a coherent phase difference of either \( \phi = \pi \) (red) or \( \phi = 2\pi \) (yellow), according to expression (2.1).
2.2 A quantum mechanical notion of coherence

The notion of coherence may be expanded to incorporate a wide range of physical microscopic objects besides describing properties of waves.

In the framework of quantum mechanics dynamics and properties of all microscopic particles (electrons, atoms etc.), as well as many excitations, are governed by a so-called wave function [35]. A wave function is a complex-valued mathematical function, which reflects the probabilistic nature of properties (such as position, linear momentum etc.) for microscopic objects in certain quantum states.

The notion of quantum coherence is exploited to signify the strength and correlation of quantum properties. So, as long as there exists a definite phase relation between different quantum states, one may define that system as possessing quantum coherence. Due to the fact that realistic quantum systems are never fully isolated, but rather interacting with their surrounding environments, the quantum coherence will eventually be lost. One may view this process as loss of “quantum information” to the environment. The process of losing quantum coherence is generally referred to as decoherence and relates to the collapse of the quantum mechanical wave function [36]. When components of the quantum mechanical wave function couples to the external environment it will lose its coherence by acquiring phases from the neighboring surroundings. Phenomena such as stimulated emission in lasers, Cooper-pairs in superconducting circuits and superfluid He are all examples where quantum coherence yields macroscopic effects [37].

To sum up, coherence play an important role in describing properties at the most fundamental level of nature, and in many ways guides and dictates the way reality works. In the upcoming sections, a detailed description of how coherence is vital for strong light-matter interactions will be addressed.
Chapter 3

Optical Resonances in Metal Nanoparticles, Molecules and Quantum Dots

In this chapter, the fundamental concepts of plasmon resonances in metallic nanoparticles, optical matter excitations in molecules and semiconducting nanocrystals (quantum dots), as well as in molecular aggregates are presented and described.

3.1 Optical properties of metallic nanoparticles

In nanoscale metallic entities the surface electrons are confined to spatial regions much smaller than the wavelength of electromagnetic fields with frequencies in the THz regime, i.e. including visible light.

In the presence of an oscillating incident electromagnetic field, an overall displacement of the surface electrons will transpire. This will in turn give rise to a restoring force caused by charge separation between the displaced electron cloud and positively charged lattice. These forces will result in coherent periodic oscillations of surface charge densities, which are greatly enhanced at specific frequencies. It will be shown that those specific frequencies will depend on factors such as particle geometry, as well as the surrounding dielectric environment. The phenomenon where such oscillations in surface charge densities occur, are generally referred to as localized surface plasmon resonances (LSPR) [8], a concept already briefly introduced in Chapter 1. What follows in this section are thorough theoretical derivations on this matter in order to understand why such phenomena takes place in metallic nanoparticles.

To begin with, the electric displacement field in a linear isotropic homogenous medium with dielectric function \( \varepsilon(k, \omega) \) can be written according to

\[
D(k, \omega) = \varepsilon_0 E(k, \omega) + P(k, \omega) = \varepsilon_0 \varepsilon(k, \omega) E(k, \omega)
\]  

(3.1)

The parameters \( \varepsilon_0, E(k, \omega) \) and \( P(k, \omega) \) are vacuum permittivity, electric field vector and polarizability vector respectively [9].

The equation of motion for a single conduction electron within the metal may further be denoted, according to Drude-Sommerfeld theory [38], in the time domain as
\[ m \frac{\partial^2 r(t)}{\partial t^2} + m \gamma \frac{\partial r(t)}{\partial t} = -eE(t) \]  

(3.2)

Here \( m, \gamma, e \) and \( r(t) \) are electron mass, damping parameter, elementary charge and spatial displacement coordinate respectively. By then applying a Fourier transform to differential equation (3.2), the resulting expression for the frequency dependent displacement coordinate becomes

\[ r(\omega) = \frac{e/m}{\omega^2 + i\gamma\omega} E(\omega) \]  

(3.3)

In this expression \( i \) denotes the imaginary unit. Next we express the macroscopic polarizability vector, which may furthermore be interpreted as the number of dipole moments per unit volume. It is therefore suitable to write such a quantity according to the expression \( P(\omega) = -n_e e r(\omega) \) where \( n_e \) represent the electron density in the metal. By now combining equation (3.1) and (3.3) together with the polarizability vector, the resulting form for the dielectric function of the metal may be written as

\[ \varepsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + i\gamma\omega} \]  

(3.4)

\[ \omega_p = \frac{n_e e}{\sqrt{\varepsilon_0 m}} \]  

(3.5)

Here \( \omega_p \) describes the plasma frequency of the metal. The derivation is preceded by applying the so-called quasi-static (Rayleigh) approximation, which is suitable when electrons are confined to a spatial region much shorter than the wavelength of the incident field [9].

Finally, it is possible to obtain a net polarizability function valid for spheroidal shaped metallic nanoparticles according to

\[ \alpha_{x,y,z}(\omega) = V \frac{\varepsilon(\omega) - \varepsilon_d}{\varepsilon_d + L_{x,y,z}[\varepsilon(\omega) - \varepsilon_d]} \]  

(3.6)

where \( \varepsilon(\omega) \) is the function described in (3.4). The parameters \( V, L_{x,y,z} \), and \( \varepsilon_d \) in expression (3.6) are the geometrical volume, geometrical form factor in the \( x, y \) or \( z \) direction which
depends exclusively on the geometrical aspect ratio, and dielectric constant of the surrounding medium respectively [9].

The expression in (3.6) does not account for factors such as radiation damping and dynamic depolarization, which are real effects to take into account in the case of optical plasmonic resonances in metal nanoparticles [39]. In order to get more accurate theoretical estimations of the resonance position and overall spectral features, when studying light scattered from metallic nanoparticles, these factors must be paid attention to.

In order to account for these phenomena a suited tactic is to go beyond the quasi-static Rayleigh approach and instead utilize the modified long-wavelength approximation (MLWA) [40]. The polarizability function in (3.6) is then altered according to the expression

\[
\alpha_{MLWA}(\omega) = \frac{\alpha_{x,y,z}(\omega)}{4\pi - \frac{k^2}{r_n}\alpha_{x,y,z}(\omega) - i \frac{2}{3} k^3 \alpha_{x,y,z}(\omega)} \quad (3.7)
\]

The parameters \( r_n \in \{r_x, r_y, r_z\} \) are lengths of each corresponding axis of the spheroid. The second term in the denominator of expression (3.7) accounts for the appearance of an enhancement maximum for particles with small finite volumes. The third term reflects radiation damping which give rise to dissipation and hence both broadens and decreases the magnitude of the spectral resonance peak for larger nanoparticle volumes.

Finally, scattering- and extinction cross-sections can be deduced and expressed from (3.7) in pursuance with the expressions

\[
\sigma_{sca}(\omega) = \frac{\omega^4 n^4}{6\pi c^4} |\alpha_{MLWA}(\omega)|^2 \quad (3.8)
\]

\[
\sigma_{ext}(\omega) = \frac{\omega n}{c} Im\{\alpha_{MLWA}(\omega)\} \quad (3.9)
\]

Parameters \( n \) and \( c \) denotes the refractive index of the surrounding medium and the vacuum speed of light respectively. The absorption cross section is consequently calculated as the result \( \sigma_{abs}(\omega) = \sigma_{ext}(\omega) - \sigma_{sca}(\omega) \). These cross-sections are maximized at specific localized surface plasmon resonance (LSPR) frequencies

\[
\omega_{LSPR} = \frac{\omega_p}{\sqrt{1 + \left(\frac{1}{L_{x,y,z}} - 1\right)n^2}} \quad (3.10)
\]
At this frequency the interaction with electromagnetic fields reaches a maximum, and energy from the electromagnetic field modes may efficiently be coupled to the surface charge density oscillatory motions in the metallic nanoparticles.

Scattering- and extinction cross-sections for spheroidal nanoparticles, with 3 different aspect ratios, based on expressions (3.8) and (3.9) are plotted in Figure 3.1. Notice that the y-axis of both plots have same scale, which makes it rather straight forward to estimate how much of the extinction that can be attributed to scattering and absorption respectively.

At the LSPR frequencies, very high local field intensities are produced. If the geometry of a nanoparticle is of such a kind that it contains sharp edges, the field enhancement becomes extremely large at close vicinities to these apexes. These regions with extreme field enhancements are generally referred to as hot spots [41].

An illustration of the charge density distributions and hot spot regions, for several different nanoscale geometries, may be seen in Figure 3.2. Note that the polarizations of the incident field, as well as the field lines due to LSPR, are also indicated in each depicted structure.

**Figure 3.1.** Simulated scattering (a) and extinction (b) cross-sections based on MLWA theory, based on 3 different values of aspect ratios in spheroidal shaped nanoparticles. The units for both cross sections are given in nm$^2$. 
The fact that metallic nanoparticles interacts with light predominantly at specific resonance frequencies have been utilized by humans for centuries. Unaware of the underlying fundamental mechanisms of LSPR, this phenomenon was exploited already by ancient romans where tiny particles of gold and silver where embedded in glass and admired for its remarkable light performances [42].

In Figure 3.3 (b), the famous 4th century roman Lycurgus cup is displayed, together with a graphic illustration of the displacement of the surface electron cloud associated with LSPR (Figure 3.3 (a)). Pay attention to that the Lycurgus cup is shown without/with (left/right part of Figure 3.3 (b)) a light source placed at its inner section. Note the staggering difference in colors between these two cases, which is a direct consequence of LSPR in noble metal nanoparticles. The reason for this phenomenon is that the light seen in the case displayed on the left part of Figure 3.3 (b) is reflected, whereas the light seen in the case displayed on the right part of the same figure is transmitted. The LSPR will reflect certain wavelengths and transmit other wavelengths and this is the underlying mechanism behind this distinct difference.

**Figure 3.2.** Geometrical shapes often used as plasmonic nanoparticles. On each shape the induced charge distribution, “hot spots” and electric field lines are added for the corresponding incident polarization of an external field (indicated on the left side of the figure).
Figure 3.3. (a) Illustration of the LSPR phenomenon. The whole electron cloud is displaced with respect to the positively charged lattice, and will oscillate back and forth until it finally reaches its equilibrium. (b) The 4th century roman Lycurgus cup. Picture taken from [42].
3.2 Delocalized electrons and optical resonances in molecules

Polyatomic molecules consist of microscopic structures where electrons in many cases are not spatially localized at a single atomic nucleus, but rather having the ability to move between several adjacent atomic sites. In other words, the quantum mechanical wave function describing the electron dynamics spatially extends over several adjacent atomic sites. Molecular electrons with such properties are generally referred to as being delocalized.

In quantum mechanics, the most frequent mathematical method to describe dynamics and additional properties of molecular electrons is to apply the concept of molecular orbitals [43]. In this model, the probabilistic nature of electrons is utilized and further described by a wave function, composed as a superposition of individual electron wave functions. A general expression for such a wave function can be written in the following form

$$\psi_n(r, \theta, \phi) = \sum_{l,m} R_{nl}(r) Y_{lm}(\theta, \phi)$$

(3.11)

Here the index n relates to the so-called orbital number. $R_{nl}(r)$ and $Y_{lm}(\theta, \phi)$ are radial hydrogen-like functions and spherical harmonics respectively. In order to further relate these orbitals to probabilistic outcomes, it is crucial that each orbital should be normalized according to

$$P_{tot} = \int_{r=0}^{\infty} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi} |\psi_n(r, \theta, \phi)|^2 r^2 \sin \theta \, dr \, d\theta \, d\phi = 1$$

(3.12)

The knowledge of such a wave function makes it possible to extract the probability for a molecular electron to occupy a certain quantum state, with a certain energy value. A graphic sketch to illustrate the formation of molecular orbitals from atomic orbitals is shown in Figure 3.4. Note that this figure depicts both bonding and anti-bonding orbitals.

An important notification to point out here is the concept of hybridization in formation of molecular orbitals. Polariton quasiparticles, which will be emphasized strongly within this thesis, can in many aspects be thought of as hybrids between cavity and an emitter states. Hence the interaction mechanisms between the cavity and emitter in polaritons resembles in many ways chemical bonds in molecular orbitals.
The energy relaxation between an excited quantum state to a lower lying state is often possible through a release in energy via an emitted photon. The angular frequency of a photon emitted from a system with atomic energy levels $E_1$ and $E_2$ corresponds to \( \omega_{12} = \frac{|E_2 - E_1|}{\hbar} \), see Figure 3.5.

**Figure 3.4.** Sketch on how molecular orbitals are formed from atomic orbitals. Note the two different cases of bonding and anti-bonding orbitals.

**Figure 3.5.** Schematic drawing of the light-matter interaction process in molecules. The molecular electrons absorb a photon and the system enters an excited quantum state for a time period \( \tau \), before it relaxes to its energetic ground state through the emission of a photon. This photon energy corresponds to the energy difference between the excited and ground quantum states.
This result is obtained rather easily by solving the time-dependent Schrödinger equation, which relies on unitary operations and doesn’t take any energy dissipation or interactions with the surrounding environment into account. In reality atomic energy levels experiences a finite lifetime $\tau$ due to factors such as perturbation from the surrounding environment. Hence, each state-relaxation is assigned to a spectral distribution with a linewidth symmetrically distributed around the resonance frequency [43].

The intensity distribution of an excited molecular quantum state will hence be proportional to a Lorentzian function of the form

$$I(\omega) \sim |f(\omega)|^2 \sim \frac{\gamma^2/4}{(\omega - \omega_0)^2 + \gamma^2/4}$$

(3.13)

Here, the dissipation parameter $\gamma = \gamma_{\text{rad}} + \gamma_{\text{nr}}$ depends on both radiative and non-radiative processes which accounts for energy dissipation in the system. From (3.13) it is self-evident that a maximum occur at the spectral position $\omega_0$ which is the optical resonance frequency.

Moreover, at frequencies $\omega = \omega_0 \pm \frac{\gamma}{2}$ the spectral function reaches its half-maximum value, which indicates that the width of the spectral line, dictated by (3.13), has a value of $\gamma$ and can be defined as a full-width half maximum (FWHM).

The expression for the population probability of the excited state in the time-domain may then be written according to

$$P(t) \sim |f(t)|^2 \sim \left| e^{-\frac{\gamma t}{2}} e^{i\omega_0 t} \right|^2 = e^{-\gamma t}$$

(3.14)

The lifetime of the excited quantum state is hence related to the damping parameter according to $\tau = \gamma^{-1}$ since the population probability $P(t)$, described by (3.14), becomes negligible for times $t > \tau$.

The probability for an excited quantum state as a function of both frequency and time, with different damping parameters, are displayed in Figure 3.6.
Figure 3.6. (a) Lorentzian function in frequency space with three different damping parameters. (b) Probability as a function of time for the same damping parameters as in figure (a). All parameters may be considered to possess arbitrary units.
3.3 Quantum confinement and excitons in semiconducting nanocrystals

In this section the notion of quasiparticles, as well as the concept of both neutral and charged excitons, will be presented and discussed in order to give the reader some basic understanding on how to view excitations within solid-state systems. Moreover, a section devoted to illustrate the notion of delocalized excitations in molecular aggregates will be presented.

3.3.1 Treating excitations in solid-state physics as quasiparticles

Consider a microscopic system containing plenty of particles, which interact with each other in a complex and intricate manner. In order to simplify this many-body problem one may take advantage of the fact that particles within these systems behave as if they were weakly interacting particles in free space [38].

For instance, when studying the dynamics of an electron within a semiconducting crystal, its complicated interaction with other electrons and the lattice potential can approximately be described as a free electron with a different mass, a so-called effective mass [44]. This “new” electron may then be considered as a quasiparticle. The same approach can be applied for various systems, to create quasi-particles such as phonons (quantization of collective lattice oscillations), as well as surface plasmons (quantization of surface charge density oscillations in noble metal nanoparticles). Plasmon-exciton hybrid excitations, also known as polaritons, also fit well to the notion of quasiparticles [45].

3.3.2 The concept of excitons

As previously described, it is suitable to treat an electronic excitation in a semiconducting crystal as a quasiparticle. An unavoidable consequence of exciting an electron from the valence band to the conduction band in a semiconductor system is the creation of a hole in the valence band [46]. The resulting two-body system is generally referred to as an exciton. In other words, an exciton is comprised of an electron-hole pair, bound together via attractive Coulomb interaction [8]. Hence, an exciton has to be regarded as a neutrally charged quasiparticle. The total Hamiltonian for the exciton may thus be written as

\[
\hat{H}_{\text{exciton}} = \frac{-\hbar^2}{2m_h} \nabla_h^2 - \frac{-\hbar^2}{2m_e} \nabla_e^2 - 4\pi\varepsilon_0\varepsilon_s |R_h - R_e| + \frac{e^2}{4\pi\varepsilon_0\varepsilon_s} \tag{3.15}
\]

\(h\) hole kinetic energy
\(\nabla_h\) hole kinetic energy
\(\nabla_e\) electron kinetic energy
\(e^2\) electron–hole Coulomb interaction

\(R_h, R_e\) are the coordinates of the electron and hole, respectively.
Here $m_h$ and $m_e$ describes the effective band masses of the hole and electron within the exciton, and $\varepsilon_s$ the dielectric constant of the semiconductor material respectively. A graphic sketch illustrating the bound electron-hole pair in an exciton can be seen in Figure 3.7.

The term representing the electron-hole Coulomb interaction in (3.15) doesn’t need to be taken into account when studying small semiconducting quantum dots, since the exciton is spatially confined to a very restricted region. Hence, both hole and electron may be treated theoretically as a particle-in-a-box scenario [8]. By solving the time-independent Schrödinger equation, the energy values for the system appears as discretized levels according to the expression

$$E_{e,h} = \frac{\hbar^2 \pi^2}{2m_{e,h}} \left[ \left( \frac{n_x L_x}{L} \right)^2 + \left( \frac{n_y L_y}{L} \right)^2 + \left( \frac{n_z L_z}{L} \right)^2 \right]$$  

(3.16)

The box volume is described by $V = L_x L_y L_z$ and the different energy levels, described by (3.16), are determined by the parameters \( \{n_x, n_y, n_z\} \in \mathbb{N} \). Hence, smaller side lengths of the box result in higher the energies [35]. This phenomenon is a consequence of Heisenberg’s uncertainty principle, which states that the uncertainty in linear momentum of a quantum object increases (hence also uncertainty in kinetic energy) when restricted to a more well defined spatial region [8].

![Diagram showing electron-hole pair formation in an exciton](image)

**Figure 3.7.** Graphic sketch of electron-hole pair formation, held together via Coulomb interaction, in an exciton.
By exploiting the effective mass approximation model [44], one may furthermore derive the shift of band-gap energy $\Delta E_{bg}$ due to exciton confinement according to the expression

$$\Delta E_{bg} = \frac{\hbar^2 \pi^2}{2 \mu R^2} - \frac{1.8e^2}{\epsilon R} \tag{3.17}$$

where $\mu$ is the reduced mass of the electron-hole pair and $R$ the radius of the spherical quantum dot. An additional factor to mention is that the non-radiative decay increases with size of the quantum dot [47]. Due to this fact, small quantum dots have rather high quantum efficiencies for radiative decay and are hence considered to be very suitable for optoelectronic applications at the nanoscale [8].

The interior building blocks of a typical CdSe/ZnS quantum dot, together with liquid solutions containing such quantum dots of various sizes, may be seen in Figure 3.8. The bottles containing the solutions are arranged from left to right in an ascending average size of spherical quantum dots. Notice further how the emission energies, in accordance with (3.16) and (3.17), decrease (violet to red) when the average geometrical size (particle-in-a-box volume) of the quantum dots increases.

### 3.3.3 Frenkel and Wannier-Mott excitons

The exciton is, as previously described in this section, a neutral charged bound electron-hole pair with the ability to transport energy without transporting a net charge [46]. The notion of an exciton is often further categorized into different types depending on certain inherent properties, dictated by conditions within the semiconducting material.

If a material possesses a high or low value on the dielectric constant, the Coulomb interaction between the electron and hole varies significantly, see (3.15). For instance, a high Coulomb interaction leads to a more confined and smaller exciton. Such excitons are often found in organic molecular crystals composed of aromatic molecules and are generally referred to as Frenkel excitons [38]. Frenkel excitons are localized at single molecular sites. These excitons are moreover often stable in room temperature environments.

However, in semiconducting crystals (such as GaAs) the dielectric constant is usually a large quantity, which according to (3.15) generates small Coulomb interactions. The corresponding exciton radii in these cases exceed the lattice spacing parameter. Quasiparticles of this type are referred to as propagating Wannier-Mott excitons, and are often found within semiconducting crystals with small energy gaps [38]. These types of excitons, in contrast to
Frenkel excitons, are often unstable at room temperature environments due to their relatively low binding energies, and thus require cryogenic conditions.

### 3.3.4 Trion excitations and possible exploitations

Similar to the previously described exciton, there are other forms of localized matter excitations in solid-state semiconductor systems. A specific type of quasiparticle (commonly appearing in quantum dots, 2D materials etc.) is the *trion*.

A trion is a three-particle system, which consists of either two electrons and one hole (negative), or 1 electron plus 2 holes (positive) [48]. Thus, the trion may be regarded as a charged exciton. Hence, in contrast to an exciton the trion is a charged quasiparticle, which might be exploited for intricate charged polariton manipulations when a trion is strongly coupled to a plasmonic nano-cavity (see Paper V). This would imply a future possibility to manipulate light with electricity and vice versa.

In many 2D materials the trion quasiparticle is rather unstable at room temperatures due to low binding energies. This implies that a decrease in temperature to cryogenic environments is often required for the trion to emerge. This furthermore entails that plasmon-trion polaritons are tunable with respect to temperature, which is yet another profitable property to exploit and widens the versatility aspect of such nanoscale systems.

Some further characteristics of plasmon-exciton-trion polariton branches, when a resonant cavity couples to both excitons and trions, will be theoretically derived and discussed in section 4.3.8.
3.3.5 Temperature effects on excitons

Since excitons exist in semiconductor materials they will interact with the surrounding local environment. This indicates that exciton dynamics will be affected by the conditions of the neighboring surroundings [51]. For instance, the total dissipation of excitons depend on the temperature of the local environment in a manner described by the following expression

\[ \gamma(T) = \gamma(0) + \alpha T + \beta N(T) \]  

(3.18)

The first term, which indicates the dissipation at \( T = 0 \) has still a non-zero value due to scattering from imperfections and further impurities within the semiconductor material. The second term in expression (3.18) refers to the linear temperature dependence, which arises as a result of that the exciton interacts with acoustic phonons. The parameter \( \alpha \) quantifies the strength of this interaction. The third term describes interactions between the exciton and longitudinal optical phonons where \( \beta \) regulates the strength of the interaction and \( N(T) \) is the average occupation number, given by Bose-Einstein statistics according to the expression.

\[ N(T) = \frac{1}{e^{\frac{\hbar \omega}{k_B T}} - 1} \]


Figure 3.8. (a) A graphic sketch of different segments in the interior of a CdSe/ZnS quantum dot. Picture taken from [49]. (b) Liquid solutions containing CdSe/ZnS quantum dots of various sizes. In the image the average size of quantum dots in the solutions are increasing from left to right. Picture taken from [50].
Here, $\hbar \omega_{ph}$ and $k_bT$ describes the phonon- and thermal energies of the surrounding environment respectively.

It turns out that the temperature dependence of exciton dissipation might be utilized to play an important role in affecting the photo-response in plasmon-exciton hybrid systems, see Paper II, Paper III and Paper V.

### 3.3.6 Delocalized excitations in molecular J-aggregates

Besides the previously mentioned optical resonances in molecules and semiconducting nanocrystals, there is yet another type of optical excitation that might occur in systems when certain molecular structures aggregate to form ordered clusters [52].

When molecules assemble themselves in aggregated structures their optical properties changes dramatically [53]. For example TDBC dye monomers, which molecular structure can be seen in Figure 3.9 (a), experience a substantial spectral shift upon interaction with adjacent molecules. It may arrange itself in a head-to-head or a head-to-tail configuration, which leads to different energy states (see Figure 3.9 (b)). In the head-to-tail configuration the optical resonances of the adjacent monomers are in-phase which results in electrostatic attraction [54]. As a result the energy level of such a configuration is hence lowered, which implies a spectral red shift. With the same reasoning, the head-to-head configuration causes a blue shift due to electrostatic repulsion from out-of-phase optical resonances in contiguous monomers.

In addition to the spectral red shift in the head-to-tail configuration, the spectral peak furthermore experience narrowing upon aggregation. The reason for this is that the optical excitations (excitons) in coupled head-to-tail TDBC monomers are delocalized over as many as 15 adjacent monomers at room temperature [53], rather than being localized on a single molecule as in the case with isolated monomers. Besides spectral narrowing, this also results in larger transition dipole moments. In fact, the narrowing of linewidths in J-aggregates with respect to monomers can be related as

$$\gamma_j \propto \frac{\gamma_m}{\sqrt{N}}$$  \hspace{1cm} (3.20)
where $N$ denotes the number of molecules over which the molecular exciton is delocalized. The delocalization number in J-aggregates does increase further upon cooling to cryogenic temperatures.

The extinction spectrum of both TDBC monomers and J-aggregated dissolved in an aqueous solution can be seen in Figure 3.9 (c). Notice the difference in both spectral position and morphology between extinction in monomers and J-aggregates.
Figure 3.9. (a) Molecular structure of the TDBC monomer. (b) Energy structure of both monomers and J-aggregates in a head-to-tail and head-to-head configuration. (c) Optical extinction spectrum of TDBC monomers and J-aggregates in a solution.
Chapter 4

Interactions between a Resonant Optical Cavity and Emitters

A model widely utilized to simulate light-matter interactions is a two-level system positioned inside a resonant optical cavity [55]. This scheme predicts several experimental outcomes in modern quantum optics and nano-photonics and is accordingly widely regarded as a cornerstone for understanding strong light-matter interactions. Hence, it is one of the most reliable theoretical tools to forecast intriguing photo-dynamics and reveal intricate dynamics within nanoscale hybrid systems.

In this chapter a set of different theoretical frameworks on this matter will be presented. Initially, concepts such as weak- and strong cavity-emitter interactions are defined and presented. Thereafter, several different theoretical frameworks, which are based both on classical and quantum dynamics are displayed and discussed to give the reader a wide overview of how to treat and model photo-dynamics within hybrid systems. Finally, a separate theoretical framework on how to describe and apprehend inelastic energy relaxations within hybrid systems will be presented.

4.1 Weak cavity-emitter interactions

When the interaction between an optical cavity mode and an emitter excitation is weak the resulting dynamics may adequately be described utilizing Fermi’s golden rule [56]. With this in hand an expression for the transition rate of the excited emitter, weakly coupled to a cavity mode, can be derived according to

\[
\Gamma = \frac{2\pi}{\hbar} |\mu_{12} E|^2 D_{cav}(\omega)
\]  

(4.1)

Here, \(\mu_{12}\) and \(E\) are the transition dipole moment of the emitter and electric field related to the cavity mode respectively. The function \(D_{cav}(\omega)\) describes the density of states of the cavity and may explicitly be written as

\[
D_{cav}(\omega) = \frac{1}{\pi V} \frac{(g/2)}{(\omega - \omega_{cav})^2 + (g/2)^2}
\]

(4.2)
The parameters $\gamma$, $\omega_{cav}$ and $V$ are cavity dissipation rate, resonance frequency and mode volume respectively.

To simplify further, consider a situation with a perfect matching of orientations between the cavity field and the emitter dipole as well as their frequencies being on exact resonance. Then the transition rate of an emitter coupled to a cavity mode, with respect to free space, may be written as

$$\Gamma_{cav} = F_p \Gamma_{free} \quad (4.3)$$

The relating parameter $F_p$ in (4.3) is known as the **Purcell factor**, and can explicitly be expressed as

$$F_p = \frac{3}{4\pi^2} \left( \frac{\lambda_{cav}}{n} \right)^3 \frac{Q}{V} \quad (4.4)$$

Here $Q$, $\lambda_{cav}$ and $n$ are cavity quality factor, cavity field wavelength and refractive index respectively [57].

From expressions (4.3) and (4.4) it is evident that the presence of the optical cavity results in an enhancement of spontaneous emission of the emitter (as long as $F_p > 1$). The lifetime of an emitter excitation may consequently be modified considerably upon interaction with the cavity modes, since it scales inversely proportional to the transition rate.

### 4.2 Strong cavity-emitter interactions

In contrast to the weak-coupling regime, a situation may appear where the energy transfer rate between the cavity and emitter is more rapid than any other dissipation or decoherence processes. These interactions cannot be treated as simple perturbations, described by Fermi’s golden rule as in section 4.1.

In this regime the energy will be oscillating back and forth between the cavity and emitter modes several times before it finally decays to the surrounding environment [24]. This phenomenon is called Rabi oscillations and will be covered more in detail within the upcoming sections. It is only when a system resides in this so-called **strong coupling regime** that several new intricate properties arise, and polariton physics comes in to play. In this regime plenty of previous material properties will behave in completely different ways.
In the following subsections, different theoretical frameworks on how to describe and model cavity-emitter interactions will be derived and presented.

4.3 Theoretical frameworks for describing cavity-emitter interaction dynamics

In order to describe photo-dynamics of a system composed of a plasmon coupled to an exciton, several different theoretical models may be used. Certain dynamics can be accounted for by applying purely classical physics, whereas other phenomena require quantum mechanical theoretical frameworks [55]. In this section, several different theoretical models are presented and elaborated on to give the reader a wider view on how to perceive and apprehend strong coupling dynamics.

4.3.1 The classical coupled oscillator model

In order to simulate a resonant cavity coupled to an arbitrary number of \( N \) independent emitters we utilize a classical coupled-oscillator model [26]. In this model the equilibrium-displacements coordinates are denoted \( x_c \) and \( x_k \) for the cavity and the \( k \):th emitter \((1 \leq k \leq N)\) respectively. Moreover we may assume that the absorption from the incident field on each emitter is negligible, compared with the near field of the cavity. The force denoted with \( F_c \) in Figure 4.1 drives the cavity-oscillator (blue rod), but do not directly displace the emitter-oscillators (golden spheres).

The dynamics of a resonant oscillator coupled to \( N \) independent oscillators (see Figure 4.1), all exclusively driven by the cavity oscillator, may be described by the following set of differential equations

\[
\begin{align*}
\frac{\partial^2 x_c}{\partial t^2} + \gamma_c \frac{\partial x_c}{\partial t} + \omega_c^2 x_c + \sum_{k=1}^{N} g_{0k} \frac{\partial x_k}{\partial t} &= F_c \\
\frac{\partial^2 x_1}{\partial t^2} + \gamma_{01} \frac{\partial x_1}{\partial t} + \omega_{01} x_1 - g_{01} \frac{\partial x_c}{\partial t} &= 0 \\
&\vdots \\
\frac{\partial^2 x_N}{\partial t^2} + \gamma_{0N} \frac{\partial x_N}{\partial t} + \omega_{0N} x_N - g_{0N} \frac{\partial x_c}{\partial t} &= 0
\end{align*}
\]

(4.5)
Here $\gamma_c$, $\gamma_{0k}$, $\omega_c$, $\omega_{0k}$ are dissipation rates/resonance frequencies for the cavity and the k:th emitter respectively. The parameters $g_{0k}$ describes the coupling parameter between the cavity and the k:th emitter. The solutions for the equilibrium-deviation coordinates $x_c$ and $x_k$ in (4.5), may then be described in frequency space by the expressions

$$x_c \sim \frac{\prod_{j=1}^{N}(\omega^2 - \omega_{0j}^2 + i\gamma_{0j}\omega)}{(\omega^2 - \omega_c^2 + i\gamma_c\omega) \prod_{j=1}^{N}(\omega^2 - \omega_{0j}^2 + i\gamma_{0j}\omega)} - \omega^2 \sum_{j=1}^{N} g_{0j}^2 \prod_{k=1}^{N}(\omega^2 - \omega_{0k}^2 + i\gamma_{0k}\omega)^{(1-\delta_{jk})}$$

$$x_k \sim \frac{i\omega g_{0k}}{(\omega^2 - \omega_{0k}^2 + i\gamma_{0k}\omega)} x_c$$

$$\delta_{jk} = \begin{cases} 1, & j = k \\ 0, & j \neq k \end{cases}$$

(4.6)

The scattering cross section for the system may then be related, via equation (3.8), to the coupled classical cavity equilibrium-displacement coordinate in (4.6) as
\[ \sigma_{\text{sca}}(\omega) \sim \omega^4 |x_c|^2 \]  

(4.7)

The scattering cross section in (4.7), together with absolute value of equilibrium-displacement coordinate for a random coupled emitter, are plotted in Figure 4.2 (a) as well as absolute values (Figure 4.2 b) and phases (Figure 4.2 c) of equilibrium-deviation coordinates for all coupled emitters. This simulation is done according to expressions (4.6) and (4.7) where \( N = 100 \) oscillators, with a coupling strength dictated by \( g_{0i} = g_0 \cos \theta_i \). The parameter \( \theta_i \) is a uniformly distributed random number in the range \([0, \frac{\pi}{2}]\). The reason for this is to mimic the fact that alignment of the optical cavity field vector, with respect to molecular transition dipole moments of emitters, generally varies randomly within plasmon-exciton systems.

It is clear that the phases of each emitter in Figure 4.2 (c) coincide rather well around the resonance wavelength, which by the criteria described in Chapter 2, does imply coherence. This is a result of the fact that the cavity-oscillator, rather than the external field, drives all emitters and thus all emitters are governed by the phase of the cavity-oscillator.

Another important observation to make is that even if the coupling strength between the cavity-oscillator and a single emitter is rather small, the absolute value for the equilibrium-deviation coordinate for each emitter changes dramatically upon coupling to the cavity oscillator. Rather than displaying narrow resonances at values close to 588 nm, all spectra from emitters in Figure 4.2 (b) exhibit signs of hybridization. The reason for this is that the coherent motion of all emitters result in a collective coupling strength according to \( g_{\text{TOT}} = g_0 \sqrt{\sum_{i=1}^{N} \cos^2 \theta_i} \), which can be thought of as the net coupling strength that all emitters finally experiences. Note further that the vacuum Rabi splitting parameter, which is used to determine the strength of light-matter interactions from experimental data, would then be expressed as \( \Omega = 2g_{\text{TOT}} \).

How dynamics of strongly and weakly coupled systems differs in the time domain is furthermore displayed in Figure 4.3. The figure plots the cavity equilibrium-displacement coordinate over time in the cases where the cavity oscillator is coupled to either \( N = 2 \) (Figure 4.3 a) or \( N = 80 \) (Figure 4.3 b) emitters. Note how the energy oscillates back and forth several times in the case when \( N = 80 \), whereas this behavior is absent in the weakly coupled case (\( N = 2 \)). Since the coupling strength of each individual oscillator is kept constant at a value of \( g_0 = 80 \text{ meV} \), this is a result of an increase in the collective coupling rate when the amount of emitters are changed from \( N = 2 \) to \( N = 80 \).
Figure 4.2 Simulated values from the classical coupled oscillator model. (a) Scattering values from both cavity and a random emitter. (b) Absolute value of equilibrium-displacement coordinates spectra of each emitter coupled to the cavity. (c) Phases at different wavelengths for each emitter coupled to the cavity.
Figure 4.3 Simulated values from the classical coupled oscillator model as a function of time. The graphs display the oscillation of the cavity oscillator equilibrium-deviation coordinate for cases where the cavity is coupled to either N=2 (a) or N=80 (b) emitter oscillators, with $g_{0k} = 80 \text{ meV}$. 
4.3.2 Coherent and incoherent polariton states

In contrast to the previously described purely classical coupled oscillator model, we may now study a system composed of a resonant cavity coupled to $N$ distinct non-interacting emitters, all with quantized energies. Such a system may be theoretically modeled in the following way:

Initially we omit any dissipation within the system and consider only a single cavity excitation coupled to $N$ independent emitters. By denoting resonance frequencies of the cavity and the $i^{th}$ emitter ($1 \leq i \leq N$) as $\omega_p$ and $\omega_{0i}$ respectively, together with cavity-emitter coupling terms as $g_i$, the explicit form of the system Hamiltonian [58] may be expressed according to

$$
\hat{H} = \hbar \omega_p |p\rangle\langle p| + \hbar \sum_{i=1}^{N} \omega_{0i} |e_i\rangle\langle e_i| + \hbar \sum_{i=1}^{N} (g_i |e_i\rangle\langle p| + g_i^* |p\rangle\langle e_i|)
$$

(4.8)

$$
|p\rangle = |1,0,...,0\rangle
$$

$$
|e_i\rangle = |0,...,1_{\text{ith}},...\rangle
$$

Note that 1 and 0 inside the ket-notations in (4.8) indicates that a specific subsystem (with index between 1 and N) is either excited or in its ground state.

By applying the time-independent Schrödinger equation, with the Hamiltonian described in (4.8), the frequency eigenvalues of the system may be found as solutions to the following equation

$$
(\omega_p - \omega)\prod_{i=1}^{N}(\omega_{0i} - \omega) - \sum_{i=1}^{N}|g_i|^2 \prod_{j=1}^{N}(\omega_{0j} - \omega)^{(1-\delta_{ij})} = 0
$$

(4.9)

Here the parameter $\delta_{ij}$ denotes the Kronecker-delta

$$
\delta_{ij} = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases}
$$

(4.10)

By further assuming that all $N$ emitter resonance frequencies are approximately the same ($\omega_{0k} \approx \omega_0$, $\forall k, 1 \leq k \leq N$), the eigenvalues of the system can be expressed as

$$
[\omega_{D1}, \omega_{D2}, \omega_{D3}, \ldots, \omega_{D(N-1)}] = \omega_0
$$

(4.11)

and

34
\[
\omega_{B1} = \frac{(\omega_p + \omega_o)}{2} + \sqrt{\sum_{i=1}^{N} |g_i|^2 + \frac{\delta^2}{4}}
\]
\[
\omega_{B2} = \frac{(\omega_p + \omega_o)}{2} - \sqrt{\sum_{i=1}^{N} |g_i|^2 + \frac{\delta^2}{4}}
\]

Here the parameter \(\delta = \omega_p - \omega_o\) describes the detuning between the cavity and emitter resonances. From the expressions in (4.11) one may conclude that a hybrid system comprised by a cavity coupled to \(N\) distinct non-interacting emitters will result in a total of \(N+1\) states.

Out of the total \(N+1\) states, 2 resonate at frequencies \(\omega_{B1}\) and \(\omega_{B2}\) (bright polariton states) and \(N-1\) resonating at \(\omega_0\). The latter are labeled as dark states since the photonic component in each of these states is very small compared to the bright states. The notion of dark states didn’t appear when simulating the system with purely classical oscillators in section 4.3.1, which displays that various theoretical approaches are needed in order to reveal certain aspects of hybrid systems.

To account for losses and dissipation mechanisms, quantified by rate parameters \(\gamma_p\) and \(\gamma_{ok}\), it is possible to extend the frequencies to be complex valued according to

\[
\omega_p \rightarrow \omega_p - i \frac{\gamma_p}{2}
\]

\[
\omega_{ok} \rightarrow \omega_{ok} - i \frac{\gamma_{ok}}{2}
\]

By solving the Schrödinger equation for each individual state with the complex valued frequencies, presented in (4.12), each corresponding time-dependent population probability will have a decay term according to

\[
P_p(t) = |c_p(t)|^2 = |c_p(0)|^2 e^{-\gamma_p t}
\]

\[
P_{ok}(t) = |c_{ok}(t)|^2 = |c_{ok}(0)|^2 e^{-\gamma_{ok} t}
\]

Note that it is troublesome to introduce dissipation when treating quantum mechanical systems since there is a requirement that real-valued observables can only originate from hermitian operators \((\hat{H}^\dagger = \hat{H})\) [35]. Still the trick in (4.12), resulting in (4.13), works sufficiently well to describe important observations such as excitation weight distribution and coherence between the constituent parts in each collective state [59]. A more thorough
description on how to accurately account for dissipation in quantum systems is described in Section 4.3.6 where the so-called *Lindblad Master-equation* is presented.

By using complex valued energies presented in (4.12), each polariton energy eigenvalue will be represented by a complex number. Thus, the real part describes the energy of the state, whereas the imaginary part reflects the dissipation of the same state. It is furthermore convenient to assign an amplitude $R$ and a phase $\varphi$ to each $N + 1$ constituent parts within an arbitrary polariton state $J$ ($1 \leq J \leq N + 1$) according to

$$\Psi_J = [R_p e^{i\varphi_p}, R_{01} e^{i\varphi_{01}}, \ldots, R_{0N} e^{i\varphi_{0N}}]_J$$  \hspace{1cm} (4.14)

The indices $p$ and $\{01, \ldots, 0N\}$ in (4.13) denote the cavity and emitter states respectively.

Spectra together with excitation weights and phases ($|R_k|^2$ and $\varphi_k$) for each constituent part, for the two bright polariton states and a random dark polariton state, may be seen in Figure 4.4. Note that the figure displays two different situations. First, a single cavity mode is coupled to 25 emitters (Figure 4.4 a) and secondly to 100 emitters (Figure 4.4 b).

First and foremost, by comparing spectra of bright states when $N = 25$ and $N = 100$, it is obvious that a more distinct hybrid mode formation occurs when $N = 100$. This phenomenon is attributed to the fact that the collective coupling strength, embedded in parameters $\omega_{B1}$ and $\omega_{B2}$ in expression (4.11), results in a higher number when the amount of emitters increases. In fact, the mode splitting increases according to $\Omega = \omega_{B1} - \omega_{B2} = 2\sqrt{\sum_{i=1}^{N} |g_i|^2}$ (when $\delta = 0$), as a result of larger amount of emitters. Note that this result coincides rather well with what was described with the classical coupled oscillator model in Section 4.3.1.

By likewise observing the phases and excitation weights of the bright states (upper- and lower polaritons) for both cases, we may further conclude that these states force all emitters to share the same phase (coherence) and a large majority of the excitation weight resides within the cavity mode (high photonic component).

Let us now turn the attention to the dark states displayed in Figure 4.4. First it is reasonable to conclude, from noticing the absence of collective phase behavior, that dark states are highly incoherent. The excitation weights indicate that the photonic component (cavity component) is very weak. The weights are moreover mainly distributed within a few of the emitter states, which can clearly be seen in the figure.
The presence of both coherent and incoherent polaritonic states will turn out to be one of the key aspects in describing inelastic relaxation within hybrid systems. This will be discussed more thoroughly in Section 4.4.
Figure 4.4 Simulations of spectra, phases and excitation weights for both bright polariton states and a random dark polariton state. Note that the figure displays data where (a) $N = 25$ emitters are coupled to a single cavity, whereas (b) contains data where $N = 100$ emitters are coupled to a single cavity.
4.3.3 Time domain dynamics within hybrid systems

In order to further understand the dynamics of a hybrid system some insights can be made by studying how each constituent part of the total system behaves in the time domain.

First we restrict ourselves to study a Hamiltonian of a cavity coupled to a single emitter on exact resonance. Note that this system is similar to what was presented in section 4.3.2, with the distinction that a single cavity mode is now coupled to a single emitter rather than $N$ independent emitters.

The matrix representation of a Hamiltonian of a cavity-emitter system with resonance energy $\hbar \omega_R$ and coupling $\hbar g$, is described by

$$H = \hbar \begin{bmatrix} \omega_R & g \\ g & \omega_R \end{bmatrix} = \hbar \omega_R \mathbb{I} + \hbar g \sigma_x$$  \hspace{1cm} (4.15)

Here $\mathbb{I}$ and $\sigma_x$ denote identity- and a Pauli x-matrix respectively. To construct a unitary time propagator $\mathcal{T}(t)$ we simply utilize exponentiation of the hermitian Hamiltonian matrix in (4.15). The fact that the matrices of the uncoupled resonances and coupling terms does commute ($[\hbar \omega_R \mathbb{I}, \hbar g \sigma_x] = 0$), allow us to further exploit the Zassenhaus formula [35]. Together with Taylor-expansion, as well as the observation that $\sigma_x^{2n} = \mathbb{I}$ and $\sigma_x^{2n+1} = \sigma_x$ ($n \in \mathbb{N}$), the time propagator can now be expressed according to

$$\mathcal{T}(t) = \exp \left( -i \frac{H}{\hbar} t \right) = \begin{bmatrix} e^{-i\omega_R t} & 0 \\ 0 & e^{i\omega_R t} \end{bmatrix} \begin{bmatrix} \cos(gt) & -i \sin(gt) \\ i \sin(gt) & \cos(gt) \end{bmatrix}$$  \hspace{1cm} (4.16)

Note that in the case of non-zero detuning ($\delta = |\omega_{pt} - \omega_0| > 0$) the matrices for the uncoupled and coupled terms does not commute but rather result in a term according to

$$[\mathcal{H}_{uncoupled}, \mathcal{H}_{coupled}] = \hbar^2 g \begin{bmatrix} 0 & \delta \\ -\delta & 0 \end{bmatrix}$$  \hspace{1cm} (4.17)

The exponentiation of the Hamiltonian in a case with non-zero detuning will consequently result in a more complex expression than in the case when cavity and emitter resonance energies coincide.

For the on-resonance case, a general expression for the wave function of the system is written according to
\[
|\psi(t)\rangle = c_1(t)|1\rangle \otimes |g\rangle + c_2(t)|0\rangle \otimes |e\rangle
\]  

(4.18)

Here \( c_1(t) \) and \( c_2(t) \) are probability amplitudes for the excitation to be in the cavity or the emitter respectively. The ket-notations in (4.18) represent states with one cavity excitation with the emitter in the ground state \(|1\rangle \otimes |g\rangle\), and no cavity excitation with the emitter in the excited state \(|0\rangle \otimes |e\rangle\).

We now make the assumption that the excitation initially solely populates the cavity mode. This implies that the initial conditions of coefficients in (4.18) are \( |c_1(0)|^2 = 1 \) and \( |c_2(0)|^2 = 0 \). The time-dependent wave function may then be expressed, utilizing the time-propagator [35] described in (4.16), according to

\[
|\psi(t)\rangle = T(t)|\psi(0)\rangle = e^{-i\omega_0 t} \cos(\omega t) |1\rangle \otimes |g\rangle - ie^{-i\omega_0 t} \sin(\omega t) |0\rangle \otimes |e\rangle
\]  

(4.19)

From (4.19) we may further deduce the time-dependent population probabilities of both cavity and emitter according to

\[
P_{\text{cav}}(t) = |c_1(t)|^2 = \cos^2(\omega t)
\]  

(4.20)

\[
P_{\text{em}}(t) = |c_2(t)|^2 = \sin^2(\omega t)
\]

The time evolution of both cavity and emitter excitations population probabilities in a hybrid system, for different coupling-to-damping ratios based on (4.20), can be seen in Figure 4.5. Note that the damping terms in Figure 4.5 were introduced by applying the technique expressed in (4.13). Notice further how the Rabi oscillations within these figures resemble the time-dependent oscillations of the equilibrium-displacement coordinate for the cavity-oscillator in Figure 4.3 (b).
The time evolution described in (4.19) and (4.20) was derived using ordinary Cartesian coordinates. It would be as valid to describe the time evolution of the system in the eigenbasis of the Hamiltonian in (4.15). From the time-dependent Schrödinger equation the time evolution of a quantum state is determined by

\[
\mathcal{H} = \hbar \frac{\partial}{\partial t} \psi = \mathcal{H}_p \psi
\]

(4.21)

It is thus straightforward to write the Hamiltonian as \( \mathcal{H} = D^{-1} \mathcal{H}_p D \), where \( D \) and \( \mathcal{H}_p \) are a matrix with eigenvectors and a diagonal matrix with eigenvalues respectively. Hence, it is suitable to rewrite (4.21) according to

\[
\mathcal{H}_p = \hbar \begin{bmatrix} \omega_+ & 0 \\ 0 & \omega_0 \end{bmatrix}
\]

(4.22)

\[
|\psi\rangle_p = D |\psi\rangle
\]
In this new hybrid-basis $|\psi\rangle_p$, the collective excitations are treated as new quantum objects (or quasiparticles), with their own wave functions containing information about their intrinsic properties. In accordance with the procedure in (4.19), a time-propagator approach for the expression of the wave function describing the polariton quasiparticles may be utilized. Such a wave function may then be expressed as

$$|\psi(t)\rangle_p = e^{-i\hat{\Pi}_P t}|\psi(0)\rangle_p = e^{-i\omega_+ t}|\psi(0)\rangle_{p+} + e^{-i\omega_- t}|\psi(0)\rangle_{p-}$$  (4.23)

Notice that all dissipation terms have been omitted here within all calculations. The reason for this is as explained earlier simply to maintain hermicity of the exploited operators, which by the law of quantum mechanics is required in order to get real valued energies [35]. As can be seen from (4.23), the notion of Rabi oscillation is only valid in the initial basis but not in the new basis. In this basis there are no longer any cavity or emitter modes but rather an inseparable mixture of both, which behave as new quasiparticles referred to as cavity-emitter polaritons.

To explore different types of quantum effects and nonlinearities in hybrid systems, we need to push our derivations further and apply operator-based algebra. Then both cavity and emitter excitations may be described by creation- and annihilation operators. In upcoming Sections 4.3.4 – 4.3.7 more solid quantum mechanical approaches will be taken, with respect to Sections 4.3.1 – 4.3.3. The reason for this is to reveal effects such as nonlinear dynamics within hybrid systems.

4.3.4 Quantized cavity-field interactions with a quantum emitter

The interaction between a quantum emitter (atom, molecule, quantum dot etc.) and a spatially confined cavity field can initially be understood by studying an atomic electron in the presence of a quantized non-relativistic external electromagnetic field [55]. The resulting Hamiltonian for such a system may be written according to

$$H = \frac{\hat{p}^2 + e\tilde{A}(r,t)}{2m} - e\phi(r,t) + V(r)$$  (4.24)

where $\hat{p} = -i\hbar \nabla$, $\tilde{A}(r,t)$, $\phi(r,t)$ and $V(r)$ are linear momentum operator, field vector potential, field scalar potential and the atomic nucleus energy potential. By applying gauge invariance and selecting the Coulomb gauge ($\nabla \cdot \tilde{A}(r,t) = 0$) together with exploiting the
dipole-approximation \( \tilde{A}(r, t) \approx \tilde{A}(t) \), the Hamiltonian in (4.24) may be rewritten according to

\[
\hat{H} = \frac{\hat{p} \cdot \hat{p}}{2m} + V(r) - \hat{\mu} \cdot \hat{E} \tag{4.25}
\]

Here the parameter \( \hat{\mu} = e \hat{r} \) describes the transition dipole moment operator for the quantum emitter. The last term in expression (4.25) describes interaction between the electron and the external electric field.

Finally, we may utilize a general expression for a quantized electric field inside a cavity, together with the rotating wave approximation (RWA) \[55\], and write the resulting Hamiltonian as

\[
\hat{H} = \hat{H}_0 + \hbar g (\hat{c} \hat{\sigma}_+ + \hat{c}^\dagger \hat{\sigma}_-) \tag{4.26}
\]

This is generally referred to as the Jaynes-Cummings Hamiltonian \[60\]. The first term in (4.26) relates to the intrinsic energy of both electron and cavity-field, and the second term corresponds to the interaction energy. The different interaction parameters are further explicitly expressed as

\[
g = \frac{\mu \sqrt{\frac{\hbar \omega}{2 \varepsilon_0 \varepsilon V_m}}}{|E_{vac}|}, \quad \hat{c} = \frac{\omega \hat{q} + i \hat{p}}{\sqrt{2 \hbar \omega}}, \hat{c}^\dagger = \frac{\omega \hat{q} - i \hat{p}}{\sqrt{2 \hbar \omega}}
\tag{4.27}
\]

\( g = \text{coupling strength between cavity and emitter} \)

\( \mu = \text{transition dipole moment between ground and excited state of emitter} \)

\( V_m = \text{cavity field mode volume} \)

\( E_{vac} = \text{cavity vacuum field} \)

\( \hat{c} = \text{cavity field quantum annihilation operator} \)

\( \hat{c}^\dagger = \text{cavity field quantum creation operator} \)

\( \hat{p} = \text{cavity field linear momentum operator} \)

\( \hat{q} = \text{cavity field position operator} \)

\( \hat{\sigma}_+ = \text{emitter \rightarrow cavity energy transfer operator} \)

\( \hat{\sigma}_- = \text{cavity \rightarrow emitter energy transfer operator} \)
The cavity field mode volume (or effective volume) is a parameter, which quantifies the degree of spatial confinement of the cavity field [61]. The mode volume parameter may further be expressed as

$$V_m = \int \frac{E(r) \cdot D(r)}{\max(E(r) \cdot D(r))} d^3r = \int \frac{\varepsilon(r)|E(r)|^2}{\max(\varepsilon(r)|E(r)|^2)} d^3r$$  \hspace{1cm} (4.28)

Parameters $\varepsilon(r)$, $D(r)$ and $E(r)$ in (4.28) are dielectric function, cavity displacement field and electric field vectors respectively.

Note that in the case of plasmonic metallic nanoparticles, the dielectric function is altered according to $\varepsilon(r) \rightarrow \text{Re}\{\varepsilon\} + \frac{2\omega Im\{\varepsilon\}}{\gamma}$, where the parameter $\gamma$ corresponds to the Drude damping parameter (see Supporting Information Paper I).

### 4.3.5 Several cavity quantum excitations coupled to a single quantum emitter

In situations where several cavity excitations are allowed, classical and semi-classical models often mediates inadequate outcomes in describing the resulting dynamics. Under these circumstances a non-classical theoretical approach is needed since the cavity field will be quantized [55].

In the case of near-field mediated coupling (which is the case in plasmon-exciton systems) it is suitable to choose a model, which describes how virtual particles tunnel back and forth between a resonant cavity and a two-level quantum emitter system. The Hamiltonian for such a system, with $N_c \geq 1$ cavity excitations and a single quantum emitter, can be described according to

$$\hat{H} = \hbar \omega_c \hat{\epsilon}^\dagger \hat{\epsilon} - \frac{1}{2} \hbar \omega_0 \hat{\sigma}_z + \hbar g \langle \hat{\epsilon} | g \rangle \langle g | \hat{\epsilon} \rangle + \text{h.c.}$$  \hspace{1cm} (4.29)

Here, the operator $\hat{\sigma}_z$ is the Pauli z-matrix. The mode frequencies $\omega_\pm$ are found by solving the time-independent Schrödinger equation with the Hamiltonian in (4.29), which results in eigenvalues of the form

$$\omega_\pm = \omega_c \left( N_c + \frac{1}{2} \right) \pm \sqrt{g^2(N_c + 1) + \frac{\delta^2}{4}}$$  \hspace{1cm} (4.30)
As before, $\delta = \omega_c - \omega_0$ is the frequency detuning between cavity and emitter. To simplify this expression further we may limit ourselves to study the case where cavity and emitter resonance frequencies overlaps, i.e. $\delta = 0$ ($\omega_c = \omega_0 \equiv \omega_R$), which gives

$$\omega_{\pm} = \omega_R \left( N_c + \frac{1}{2} \right) \pm g\sqrt{N_c + 1} \quad (4.31)$$

Note that the splitting between the hybrid modes $\Omega = \omega_+ - \omega_- = 2g\sqrt{N_c + 1}$, is still rather similar to the same corresponding parameter produced from derivations in Sections 4.3.1 and 4.3.2, where either purely classical or semi-classical theoretical approaches were performed. Notice though that the number of cavity excitations influences the magnitude of splitting between the hybridized states. The applied models in previous sections did not reveal this information. Even though a quantum mechanical approach is required to reveal certain aspects of hybrid systems, it is important to point out how much of the basic dynamics that may be described by the classical and/or semi-classical models.

The corresponding eigenfunctions to the eigenvalues in equations (4.30) and (4.31) are wave functions of so-called dressed- or hybrid states

$$|\psi_+\rangle = \cos \theta |N_c, e\rangle + \sin \theta |N_c + 1, 0\rangle$$

$$|\psi_-\rangle = \cos \theta |N_c + 1, 0\rangle - \sin \theta |N_c, e\rangle \quad (4.32)$$

The parameter $\theta$ is further defined as

$$\theta = \frac{1}{2} \arctan \left( \frac{2g\sqrt{N_c + 1}}{\delta} \right) \quad (4.33)$$

Hence, it is straightforward to deduce the probabilities for cavity and emitter excitation weights, in situations when the emitter is being initially excited/de-excited. The expressions for these probabilities yields

$$P_{+e} = \cos^2 \theta, \quad P_{-e} = \sin^2 \theta$$

$$P_{+0} = \sin^2 \theta, \quad P_{-0} = \cos^2 \theta \quad (4.34)$$

There is yet another interesting phenomenon to pay attention to, in the case where the cavity and emitter resonances completely coincides ($\omega_c \rightarrow \omega_0 \Rightarrow \delta \rightarrow 0$). From expression (4.33) it is evident that the resulting value of the parameter $\theta$ becomes $\frac{\pi}{4}$. By the relations in (4.34),
this indicates that the excitation is delocalized evenly over both cavity and emitter in the case of zero detuning.

Note that this condition is fulfilled for any value of $g > 0$, but it is only when the overlap between the two hybridized modes is negligible ($g > [\gamma_C, \gamma_0]$) that the system is considered to be in a strong coupling regime [23]. In such a coupling regime, the rate at which energy is transferred between the cavity and emitter overcomes any of the dissipation rates or decoherence processes within the system. As a result the probability for the excitation to be transferred back to the cavity, after it has been absorbed by the quantum emitter, is sufficiently large. Hence, the energy in the system has the ability to oscillate back and forth between the cavity and emitter several times (Rabi oscillations) before it finally decay and escapes to the surrounding medium.

A graphic illustration of a 2-level system inside an optical resonant cavity, together with energy levels for different amount of photon numbers within the cavity according to the Jaynes-Cummings model, can be seen in Figure 4.6. Note the strong nonlinear behavior of the system with regards to the number of cavity photons.

![Figure 4.6](image)

**Figure 4.6.** (a) Drawing of a quantum emitter (two-level system) placed inside a resonant optical cavity. (b) The resulting energy ladder of both cavity and emitter as well as energies of resulting hybrid states (blue lines).

### 4.3.6 Quantum cavity-emitter coupling with dissipation

The models derived so far in this thesis does not, in a quantum mechanical sense, accurately account for any dissipation process. In order to possess real energy eigenvalues a quantum mechanical Hamiltonian needs to fulfill the requirement of a hermitian operator. Thus, this is
crucial when applying a strict quantum mechanical approach to reveal dynamics within certain hybrid systems.

In order to account for both cavity and emitter energy dissipation ($\gamma_c$ and $\gamma_0$) within quantum hybrid systems in a more accurate manner, it is possible to apply the so-called Lindblad master equation [62]. By letting cavity and emission creation/annihilation operators be denoted as in (4.27), this differential equation may generally be written on the form

$$\frac{\partial \hat{\rho}}{\partial t} = -\frac{i}{\hbar} [\hat{\rho}, \hat{H}] + \mathcal{L}_{\text{cavity}} + \mathcal{L}_{\text{emitter}}$$

$$\mathcal{L}_{\text{cavity}} = -\frac{\gamma_c}{2} (\hat{c}^+ \hat{c} \hat{\rho} + \hat{\rho} \hat{c}^+ \hat{c} - 2 \hat{c}^\dagger \hat{c} \hat{\rho})$$

$$\mathcal{L}_{\text{emitter}} = -\frac{\gamma_0}{2} (\hat{\sigma}_+ \hat{\sigma}_- \hat{\rho} + \hat{\rho} \hat{\sigma}_+ \hat{\sigma}_- - 2 \hat{\sigma}_- \hat{\sigma}_+ \hat{\rho}) \quad (4.35)$$

with

$$\hat{\rho} = \sum_{i=1}^{N} p_i \psi_i \langle \psi_i \rangle$$

Here $\hat{\rho}$ is the reduced density matrix of the system comprised by $N$ different states. The probability for each state is denoted as $p_i$. A typical spectral evolvement, and formation of hybrid states as a consequence of increased cavity-emitter coupling when dissipation is taken into account, is shown in Figure 4.7. The different cavity-emitter coupling values are indicated in the figure legend. The resonance energies as well as dissipation values of both cavity and emitter may be seen in the title of the figure.
4.3.7 The Dicke-model: The notion of a quantum coherent hybrid state

The previously described models, which mainly accounts for coupling between a resonating cavity and a 2-level system, does not account for the collective polaritonic excitation from a strict quantum mechanical point of view. For plasmon-exciton systems a massive amount of quantum emitters often occupies the cavity mode volume, and interact with a single cavity mode in a collective manner [63].

In this case it is suitable to construct collective quantum mechanical operators, so-called Dicke-operators, to describe the excitations within the system. When the number of quantum emitters $N_0$ is sufficiently large, these operators can be thought of as acting on a giant quantum oscillator system. The collective Dicke-operators may be expressed as

$$
\mathcal{D}_+ = \hat{b}^\dagger (N_0 - \hat{b}^\dagger \hat{b})^{1/2}
$$

$$
\mathcal{D}_- = (N_0 - \hat{b}^\dagger \hat{b})^{1/2} \hat{b}
$$

(4.36)

and

Figure 4.7. Simulated spectra displaying how the features change from one Lorentzian shape to two distinct new hybrid modes when the coupling strength overcomes the dissipation rates of both cavity and emitter.
\[ \mathcal{H}_z = \hat{b}^\dagger \hat{b} - \frac{N_0}{2} \]

Operators \( \hat{b}^\dagger \) and \( \hat{b} \) are responsible for the creation and annihilation of the collective emitter quantum.

This theoretical approach is not used in any of the studies on which this thesis is based upon, but is still a rather important concept to be familiar with in order to broaden the knowledge of how hybrid systems are modeled with stricter quantum mechanical approaches. For more detailed information, see reference [63].

### 4.3.8 Anti-crossing characteristics

One of the most characteristic signatures for strongly interacting cavity-emitter systems is anti-crossing [64]. This entails that the spectral resonance positions of the two hybrid states never coincide, no matter what detuning the cavity-emitter system experiences.

The vacuum Rabi splitting in a hybrid system where dissipation terms are included is, according to (4.11) and (4.12), equal to the expression \( \Omega = 2 \sqrt{g^2 - \frac{(\gamma_c - \gamma_0)^2}{16}} \) at zero detuning.

Parameters \( g, \gamma_c \) and \( \gamma_0 \) describe coupling strength and dissipation rates within the cavity and emitter respectively [59].

In experimental studies, anti-crossing is often based scattering data. It is important though to point out that one has to be a little bit careful when relying on anti-crossing from scattering data. It turns out that the information of anti-crossing in scattering is insufficient in order to conclude whether a system is in a strong coupling regime or not. There are several possible phenomena that give rise to anti-crossing features in scattering, such as surface enhanced absorption and electromagnetically induced transparency (EIT) [64]. In order to fully conclude what regime the system is operating in, one crucial property to investigate is if there are any simultaneous signs of anti-crossing in both scattering and absorption spectra.

In order to give a broad overview to different types of anti-crossing plots presented in the studies reported in Paper I – Paper V, situations where an optical cavity is coupled to both an exciton and a trion, are considered. A \( 3 \times 3 \) Hamiltonian of the following form may then be utilized to simulate such systems according to
\[
H = \hbar \begin{bmatrix}
\omega_c & 0 & 0 \\
0 & \omega_{01} & 0 \\
0 & 0 & \omega_{02}
\end{bmatrix} - i \hbar \begin{bmatrix}
\gamma_c & 0 & 0 \\
0 & \gamma_{01} & 0 \\
0 & 0 & \gamma_{02}
\end{bmatrix} + \hbar \begin{bmatrix}
0 & g_0 & g_2 \\
g_0 & 0 & 0 \\
g_2 & 0 & 0
\end{bmatrix}
\]

(4.37)

The parameters in this matrix are cavity resonance frequency \((\omega_c)\) and dissipation rate \((\gamma_c)\), together with exciton resonance frequency \((\omega_{01})\), dissipation rate \((\gamma_{01})\) and cavity-exciton coupling parameter \((g_0)\). Parameters \(\omega_{02}, \gamma_{02}, g_2\) are trion resonance frequency, dissipation and cavity-trion coupling respectively. Note that any exciton-trion interaction is omitted in (4.37).

Simulated anti-crossing behavior for both cavity-exciton and cavity-exciton-trion systems (with various coupling strengths) can be seen in Figures 4.8 and 4.9. Note how the bending of the polariton branches \(\omega_-, \omega_m\) and \(\omega_+\) strongly depends on the strength of interaction parameters \(g_0\) and \(g_2\).
Figure 4.8. Simulated plasmon-exciton polariton values, which indicates antici-
crossing. The lines corresponds to upper/lower hybrid mode resonances ($\omega_+, \omega_-$) and
plasmon/exciton resonances ($\omega_{pl}, \omega_0$) and the detuning is defined as $\delta = \omega_{pl} - \omega_0$. 
Figure 4.9. Cavity-exciton-trion polaritons simulations with varying coupling strengths.
4.4 Photoluminescence from strongly coupled hybrid systems
The excitations of bright polaritonic modes in strongly coupled plasmon-exciton hybrid systems have a lifetime in the range of femtoseconds (10^{-15} s) (\(\tau_\pm = 1/\gamma_\pm \approx (\gamma_0 + \gamma_{pi})/2\)). Molecular photoluminescence, which is an inelastic process, requires a timespan on the order of picoseconds (10^{-12} s) to occur [65]. However, experimental results indicates that photoluminescence is still observed in strongly coupled systems (see Paper II and III) and [66-68]. This suggests that the underlying inelastic relaxations paths in plasmon-exciton hybrid systems must be much richer than what can be described by the theoretical frameworks presented earlier in this section. In upcoming subsections 4.4.1 – 4.4.2, a plausible theoretical approach on how to describe inelastic energy relaxations within hybrid systems is presented.

4.4.1 Transitions between polariton states in hybrid structures
A suitable theoretical model to describe inelastic processes within a hybrid system is presented by Litinskaya et al. and Agranovich et al. [69-71].

According to these models we may initiate the derivation by introducing operators which accounts for creation and annihilation of intra-molecular phonons, located on the n:th molecule. Such an operator can be expressed according to

\[
\hat{H}_{\text{phon}} = E_{\text{vib}} \sum_n \hat{b}_n^\dagger \hat{b}_n
\]

Here the parameter \(E_{\text{vib}}\) describes the energy of a phonon quanta, and \(\hat{b}_n^\dagger / \hat{b}_n\) are creation/annihilation operators for phonons located at the n:th molecule.

Furthermore, the interaction between phonons and molecular excitations may be described by using the Displaced Oscillator Model [72], according to the following Hamiltonian

\[
\hat{H}_{\text{ex-phon}} = \chi E_{\text{vib}} \sum_n \bar{N}_n (\hat{b}_n^\dagger + \hat{b}_n)
\]

In this expression, the parameter \(\chi\) denotes the interaction strength between phonons and molecular excitations, and \(\bar{N}_n = \hat{B}_n^\dagger \hat{B}_n\) describes the number of incoherent molecular excitations at the n:th molecule.

In this basis, the ground state is simply described as tensor-products of exciton, photon and
phonon vacuum states by the ket-notation \( |0\rangle \equiv |0, ..., 0\rangle_{\text{ex}} \otimes |0\rangle_{\text{phot}} \otimes |0, ..., 0\rangle_{\text{phon}} \). The operators described in (4.38) and (4.39) will become useful tools when aiming to develop a solid framework for transitions between coherent and incoherent polariton states, described in the upcoming sections.

### 4.4.2 Upper polariton decay to incoherent states

In the previously described basis it is straightforward to deduce the wave functions for both upper polariton \( |\psi_{\text{UP}}\rangle \) and incoherent molecular excitation states \( |\psi_n^i\rangle \) according to

\[
|\psi_{\text{UP}}\rangle = \alpha_{\text{UP}} \hat{a}^\dagger |0\rangle + \sum_n \beta_{n}^{\text{UP}} \hat{b}_n^\dagger |0\rangle
\]

\[
|\psi_n^i\rangle = \hat{b}_n^\dagger \hat{b}_n |0\rangle
\]  

(4.40)

The first term in the upper polariton wave function in (4.40) describes the photonic components via a weight parameter \( \alpha_{\text{UP}} \) and a photonic creation operator \( \hat{a}^\dagger \). The coefficients \( \beta_{n}^{\text{UP}} \) describes the excitation weight amplitudes of the \( n \):th molecular excitation, within the upper polariton state [71].

One may further assume that the energy distribution of the molecular excitons, which has a width \( \gamma_0 \) that mainly arise as a result of structural disorder, can be described by a Gaussian function according to

\[
\rho(E) = \frac{1}{\sqrt{\pi \hbar \gamma_0}} \exp \left[ -\frac{(E - E_0)^2}{\hbar^2 \gamma_0^2} \right]
\]  

(4.41)

The parameter \( E_0 \) in (4.41) is the exciton resonance energy and the pre-factor is adjusted so that it results in unity when the function is integrated over all possible energy values.

The matrix element, describing how the exciton-phonon interaction term accounts for the transition between the upper polariton and the incoherent molecular states, may then be written by exploiting the expressions in (4.39) and (4.40) as

\[
\langle \psi_n^i | \hat{H}_{\text{ex-phon}} | \psi_{\text{UP}} \rangle = \chi E_{\text{vib}} \beta_{n}^{\text{UP}}
\]  

(4.42)

By furthermore exploiting Fermi’s golden rule, together with (4.41) and (4.42), the transition rate between the upper polariton and the incoherent states can be expressed as
\[ W_{(UP \rightarrow inc)} = \frac{2\pi}{\hbar} |\langle \psi_{n}^{inc} | \sigma_{ex-phon} | \psi_{u} \rangle |^{2} \rho (E_{UP} - E_{vib}) \] 

\[ = \frac{2\pi x^{2} E_{vib}^{2}}{\hbar^{2} \gamma_{0}} |\beta_{UP}|^{2} \exp \left[ - \frac{[E_{UP} - (E_{0} + E_{vib})]^{2}}{\hbar^{2} \gamma_{0}^{2}} \right] \]  

\[ |\beta_{UP}|^{2} = \sum_{n=1}^{N} |\beta_{UP}^{n}|^{2} = \frac{g^{2}}{(E_{UP} - E_{0})^{2} + g^{2}} \]  

Note that at in the case of zero detuning between the emitter and cavity resonances the term \((E_{UP} - E_{0})\) in (4.44) equals \(g\), which implies that the parameter \(|\beta_{UP}|^{2} = 1/2\) for every value of \(E_{UP}\). This entails that the excitation is distributed evenly over both cavity and emitters at zero detuning. A result in agreement to the theoretical models previously described within this section. Note further that in the case of zero detuning, the transition rate in (4.43) is maximized when \(E_{vib} = g\). This indicates that a phonon with vibrational energy equal to \(g\) will result in the highest possible transition rate for this particular process. To read more about these results causes implications on certain chemical properties within hybrid systems etc., see Paper IV.

**4.4.3 Incoherent molecular excitation decay to lower polariton states**

In order to describe the transition rate from an incoherent excited molecular state to the lower polariton state, a similar approach as in subsection 4.4.2 is utilized.

In this case the initial state is described by an incoherent excitation situated at a molecule denoted with number \(p\). If we recollect the description where the excitation was transferred from the upper polariton to the incoherent molecular excitation together with a vibrational quantum, we are now in a situation where the phonon of the vibrational molecular excitation already has been emitted to the surrounding environment [70]. From this initial state the system may relax its energy either by radiative decay from the incoherent molecular states to the ground state, or transfer the energy to the lower polariton state [69]. In this section we focus on the latter process.

The final state in this process is a vibrational excited lower polariton state, with a phonon located at the \(s:\)th molecule. The initial and final wave functions in this process may be expressed according to
\[ |\psi_p\rangle = \hat{B}_p^\dagger |0\rangle \]
\[ |\psi_s\rangle = \xi^\dagger \hat{B}_s^\dagger |0\rangle \] (4.45)

As previously described, the operators $\hat{B}_p^\dagger$, $\hat{B}_s^\dagger$ and $\xi^\dagger$ are incoherent excitation creation operator at molecule $p$, phonon creation operator at molecule $s$, and lower polariton creation operator respectively.

In order to simplify things further, we assume that the broadening of the exciton resonances in (4.41) is so small that it may be regarded as negligible. Then all incoherent molecular states will have approximately the same energies ($E_p \approx E_0$) and we may write the transition rate, from an incoherent molecular excitation to a vibrational excited lower polariton state, as a mean value of the transition rate between all $N$ molecular states and the lower polariton state according to

\[ W(E_0) \approx \frac{1}{N} \sum_{p=1}^{N} W(E_p) = \frac{2\pi \chi^2 E_{\text{vib}}^2}{N \hbar} \frac{A}{(2\pi)^2} \frac{g^2}{g^2 + (E_{LP} - E_0)^2} \delta[E_{LP} - (E_0 - E_{\text{vib}})]dE_{LP} \] (4.46)

Here, the parameter $A$ denotes the area of the cavity and $q_{\text{min}}$/$q_{\text{max}}$ is the minimum/maximum momentum for the lower polariton state.

By calculating the integral in (4.46) we arrive in a final expression for the transition rate, between the incoherent molecular excitations and the vibrational excited lower polariton state, as

\[ W_{\text{(inc\rightarrow LP)}}(E_{\text{vib}}) = \frac{\chi^2 A E_{\text{vib}}^2}{2\pi \hbar} \frac{g^2}{g^2 + E_{\text{vib}}^2} \] (4.47)

Note that in the case of zero detuning, both transition rates $W_{(UP\rightarrow \text{inc})}$ and $W_{(\text{inc}\rightarrow LP)}$ in expressions (4.43) and (4.47) are proportional to the term $\chi^2 E_{\text{vib}}^2$, which indicates that both transition rates increases for high frequency phonons, if the vibronic coupling is not negligible.

A graphic sketch of the different relaxation routes, dictated by the previously described theoretical models, may be seen in Figure 4.10. Note that this figure displays the situation where the absorbed photon energies from the incident field are in resonance with upper polariton vibrational ground state. In reality, there is a set of phonon-bands that are available for each state rather than just a single active phonon [73], as well as broadening of energy.
states rather than infinitely thin energy lines.

In the picture, illustrated in Figure 4.10, the upper polariton 0:th order vibrational state $|UP\rangle_{v=0}$ is initially populated due to absorbing a resonant photon. Due to the large number of incoherent states ($N - 1$), the energy may transfer rapidly (tens of femtoseconds) [70] to one of the first order vibrational incoherent molecular states $|D\rangle_{v=1,k}$, where $1 \leq k \leq (N - 1)$.

Applying Fermi’s golden rule with a time-independent Hamiltonian requires a transition which preserves energy [35], so the energy of the 0:th order vibrational upper polariton state need to coincide with the energy of the first order vibrational incoherent molecular state. The system then relaxes down to the 0:th order vibrational incoherent state via emission of a phonon. Since the energy content now resides in a single molecular incoherent state, the system now has two main possibilities. Either it may undergo a radiative relaxation to its ground state by emitting a photon, or the energy may be transferred to the first order vibrational lower polariton state $|LP\rangle_{v=1}$. Note that this energy transfer is much slower (tens of picoseconds) [70] than the previously described one ($|UP\rangle_{v=0} \rightarrow |D\rangle_{v=1}$) since there is only one lower polariton state, compared with $N - 1$ incoherent molecular states. Once the energy is transferred to the vibrational excited lower polariton state it will quickly (tens of femtoseconds) relax to the vibrational excited ground state $|GS\rangle_{v=1}$ via emission by a photon. The final relaxation to the 0:th order vibrational ground state $|GS\rangle_{v=0}$ will be via emission of a phonon.

Even though this picture is simplified it still gives a lot of insights on how inelastic relaxation processes may occur within strongly coupled plasmon-exciton hybrid systems.

Besides this model, there are various other theoretical frameworks that can account for inelastic relaxations within hybrid states.

An alternative model to describe some of the similar dynamics in hybrid systems is presented by F. Herrera & F. Spano, where the concept of so-called dark vibronic polaritons is introduced and explained [74].
Figure 4.10. A graphic sketch showing inelastic energy relaxation pathways in a hybrid system, together with both emitted phonons and photons for certain transitions. The different displayed states are: ground state $GS$, lower polariton $LP$, upper polariton $UP$ and incoherent molecular states $D$. Each state has a noted vibrational quantum number attached which is either $\nu=0$ or $\nu=1$. 
4.5 Alterations in material-related properties due to strong coupling

Due to the fact that the coupling strength overcomes any dissipation and decoherence processes in a microscopic plasmon-exciton hybrid system, the coupling mechanism governs the new inherent properties of the system, and new paths for energy relaxation emerges. In the following section some alterations in material-related properties, due to strong light-matter interactions, are presented and described. The main considerations will entail experimental work done by B. Munkhbat et al. (see Paper IV) on suppression of photo-oxidation in organic chromophores, as well as work done by J. Cuadra et al. (see Paper V) on charged exciton polaritons in 2D monolayers of WS$_2$.

4.5.1 Suppression of photo-oxidation in organic chromophores

When molecular excitons are strongly coupled to an optical mode of a resonant plasmonic cavity, the possible routes for energy relaxation of that exciton differs substantially from the case with an isolated molecule. The implications of strong coupling on properties such as chemical reactivity, photochemical reactions and charge transport have recently proven to be immense [75, 76] and may be exploited for further use.

As seen in Figure 4.10, formation of polariton states includes both coherent (upper- and lower polaritons) and incoherent states (indicated with $|D\rangle$ in the diagram). Moreover, it turns out that yet another state appears which is lower in energy than the lower polariton (see Paper IV). This state makes the molecular part of the hybrid system highly sensitive to oxidation, and is categorized as a triplet state, which will be further elaborated on in Section 5.1.3. The study reported in Paper IV describes how the competition between transition rates, of the lower polariton and the photo-reactive triplet state, may regulate the photo-degradation mechanisms of the molecules. In the case of an isolated molecule, there are no alternative relaxation routes than those dictated by the intrinsic properties of the molecules energy band structure.

As a result, suppression of photo-oxidation in organic chromophores occurs upon strong plasmon-exciton coupling, which improves the photo-stability of the molecules to as much as 100 times at certain conditions (see Paper IV). This is due to the fact that the depopulation of state $|D\rangle_{\nu=0}$ becomes more efficient via the lower polariton than via the highly photo-reactive triplet state.

It turns out that the photo-oxidation suppression depends on various properties such as coupling strength between the plasmonic cavity and the emitters, but also on detuning
between the cavity and molecular exciton resonances. These findings may be of importance for the performance and improved stability of optical devices, which incorporate organic dye molecules.

4.5.2 Tuned charged plasmon-exciton polaritons in semiconducting 2D materials

As mentioned in Section 3.3.4, the trion quasiparticle, which is a supported excitation at cryogenic temperatures in many 2D materials (especially in transitional metal dichalcogenides), enables net non-zero charge transportation. Since this type of quasiparticles may be strongly coupled to a plasmonic cavity, its properties may be manipulated and controlled via an external light source (see Paper V). Active control of electrical properties has so far been demonstrated in several studies [77, 78], as well as cooling and lasing of plasmon-exciton polaritons [79, 80].

The properties described above show great promise for construction of macroscopic coherent polariton states that will be composed of a coherent mixture of plasmons, excitons and trions. This might in turn be useful in charge transport and optoelectronic devices by boosting the carrier mobility.

The new degree of freedom of charged polaritons may furthermore be useful for light-harvesting and light-emitting devices, as well as for strong photon-photon interactions (see Paper V). Even though the experimental results, presented by J. Cuadra et al (see Paper V), requires cryogenic temperature environments and does not provide direct practical utilization at room temperature, it gives a thorough insight into the dynamics and possible usage of electrically charged polaritons at the single nanoparticle level.
Chapter 5

Experimental Methodology
In this section various experimental techniques and methods, used during my doctoral studies, are presented and explained. This section is divided into parts concerning a diverse set of optical and SEM categorization techniques, as well as fabrication of the nanoscale hybrid systems.

5.1 Optical and spectroscopic measurements
Depending on what type of information you are interested to reveal about a nanoscale system, different optical methods will be applicable. If the sought for properties are elastic photo-response, the concept of dark-field scattering microscopy is most suitable. If the goal on the other hand is to reveal inelastic photo-responses, fluorescent microscopy is to prefer.

In this subsection various optical methods and concepts, exploited to categorize properties within nanoscale hybrid systems at various environmental conditions, are presented and described.

5.1.1 Dark-field scattering microscopy
When studying the optical properties of single nanoparticles it is very crucial to make sure that the registered signal originates from the actual nanostructure rather than from unwanted scattering sources in the nearby surroundings. Due to the remarkable ability of noble metallic nanostructures to strongly interact with certain frequencies of visible light (via LSPR resonances, see Section 3.1), the photons scattered by such nanostructures often considerably outnumbers those of its surrounding regions.

In order to register photons that have been scattered by nanoparticles, rather than photons that have been transmitted through and/or reflected from the substrate etc., one may exploit the following procedure:

By ensuring that the incident photons hits the substrate with and angle greater than that of the corresponding numerical aperture of the collection objective, all purely transmitted photons that didn’t interact with the sample will not be collected. Since the path of photons, which wasn’t scattered by the sample, will be unperturbed they will proceed with the same angle after hitting the sample as before.
However, photons that did interact with nanoparticles will be scattered in a wide range of angles and a great portion will be collected by the objective. The concept of dark-field scattering is illustrated in Figure 5.1. The illustrated optical path from source to detector in this figure can be described in the following way:

Parts of the light generated by the lamp source are blocked so that the only light that reaches the condenser lens will do so far away from its optical axis. Hence, the light transmitted through the condenser lens will be highly refracted and hits the substrate with nanoparticles at high incident angles. After this point we may divide the light as being either scattered or non-interacting with the plasmonic nanoparticles. As previously described, the non-interacting light will continue its path at same high angles as it previously hit the sample with, whereas the scattered light will consist of photons propagating in a wide range of angles.

As indicated in Figure 5.1, it is only a part of the scattered light that will be collected by the objective. Thereafter the collected light is directed to microscope oculars and/or detectors. A liquid crystal filter together with a CCD (charge-coupled device) camera is moreover depicted, which is the basis for the so-called hyper spectral imaging technique. A concept described more thoroughly in sections 5.2 and 5.2.1.
Figure 5.1. Schematic illustration of the dark-field scattering principle. The incident light hits the substrate at high enough angles so that the collective objective is unable to capture any non-diffracted light.
5.1.2 Dark-field scattering at cryogenic temperatures

In order to perform dark-field scattering measurements from single nanoscale hybrid structures at cryogenic temperatures, a cryostat chamber is needed (see Figure 5.2 a).

For these types of measurements an opaque silicon substrate with a 55 nm thick layer of SiO$_2$ on top were used to enable sufficient heat conduction between the cryostat cold-finger and the substrate. To additionally improve the conduction between the substrate and the cryostat cold-finger, a thin layer of cryogenic high vacuum grease was applied. Plasmon-exciton hybrid structures were thereafter applied to the substrate from an aqueous solution by drop casting according to a well-established recipe, which results in well separated isolated single hybrid systems. Afterwards an external light source was introduced from the side at high incident angles. This was done so that the purely reflected light wouldn’t be detected by the objective (see Figure 5.2 b). In order to have a high enough signal-to-noise ratio, an intense laser driven white-light source (Energetiq LDLS$^\text{TM}$) was loosely focused towards the substrate to a region where hybrid nano-structures were dispersed. Then, scattered light was detected by the microscope objective.

To sustain a high vacuum environment, which is needed to avoid temperature leakage and hence also to establish stable cryogenic temperatures, a thick (1.6 mm) glass window is required to separate the inside and outside of the cryostat chamber. The introduction of a thick glass window gives rise to several disadvantages when it comes to optical measurements. First and foremost, the distance between the collection objective and the sample need to be increased since the substrate is located inside the cryostat chamber. Most high magnification dark-field objectives have a rather short working distance, which thus implies that plenty of ordinary microscope dark-field objectives cannot be utilized. Moreover, the glass window acts as a disturbance to the focusing of the incident light, and hence a microscope objective with a correction ring (Nikon S Plan Fluor ELWD 20x/0.45) is needed in order to overcome any unwanted optical aberrations. All these requirements need to be fulfilled in order to get a clean detectable optical signal, which makes the amount of possible microscope objectives rather limited.

In our case, the previously mentioned 20× magnification resulted in substantial signal-to-noise to resolve the crucial spectral morphology from light scattered by individual hybrid nanoscale systems. Moreover, this setup enabled thorough studies on alterations in dark-field scattering from nanoscale hybrid systems with respect to changes in temperature, ranging from 4 to 300 K. Most often, dark-field scattering spectra were also compared with inelastic
photoluminescence spectra to get a broader picture of the different relaxation paths within the system.

A more detailed description of how to exploit photoluminescence for microscopic and spectroscopic purposes may be found in the upcoming section.

Figure 5.2. (a) Schematic drawing of a substrate positioned within the cryostat chamber beneath the glass window in the center of the image. The sketch moreover displays how cold liquid N\textsubscript{2}/He vapor is inserted to cool the system to cryogenic temperatures. (b) Schematic side view of how dark-field scattering can be achieved by using an external light source at rather high incidence angles.
5.1.3 Fluorescence microscopy and spectroscopy

To get a deeper picture about intrinsic dynamics within microscopic entities, such as molecules and quantum dots, it is important to understand what different possibilities such systems have to relax when it transfer from a higher excited to a lower excited energy quantum state.

The energy levels of such systems are determined by both electronic and vibrational excited states. Each electronic state (ground state as well as excited states) has a multitude of additional vibrational excited states [43]. This entails that a molecular electron may absorb a certain amount of energy that forces it to occupy both a higher electronic and a non-zero vibrational energy level. The energy relaxation from the excited to a lower vibrational level, within the same electronic level, is accompanied with releases of vibrational quanta (phonon). These types of mechanisms are referred to as being *non-radiative* relaxations since no photon is emitted during the process.

Different molecules/quantum dots etc. have different abilities to emit fluorescent light due to differences in properties such as molecular band structure [81]. In order to quantify this ability one often uses the notion of *quantum yield* [82]. This term can basically be thought of as the ratio between the amount of emitted photons and amount of absorbed photons.

In order to visualize the different inelastic processes in which excited electrons in a molecule/quantum dot etc. can relax, the so-called *Jablonski diagram* [83] is suitable to use. Such a diagram is displayed in Figure 5.3 (a). The diagram shows absorption (blue arrows), fluorescence (green arrows) and phosphorescence (purple arrows). The latter is the slowest process, which in some cases takes a long time to fully occur [84]. Moreover the diagram illustrates electronic states which all have additional vibrational states. Different possible transitions (internal conversion, intersystem crossing and relaxation of vibrational phonon quanta) within the system are also indicated with arrows. Internal conversion entails the process when a system makes a transition from a higher electronic state to a lower electronic state in a non-radiative manner [85]. Intersystem crossing refers to the process where a system makes a transition from a singlet-state to a triplet state or vice versa [86]. As seen in this figure there are two main divisions within the diagram, that is *singlet-*(\(S_0, S_1, S_2\)) and *triplet*(\(T_1\)) excited states. What is indicated by these terms is related to the quantum mechanical spin momentum of that particular state. A singlet state simply indicates that all spin-momenta within that state add up to zero [35].

Figure 5.3 (b) illustrates the concept of the experimental setup (exploited in Paper I-V) in
which fluorescent signals were measured and studied. The optical path illustrated in Figure 5.3 (b) may be explained as follows:

Collimated white light (or direct monochromatic light from a laser source) is sent through an excitation filter in order to make sure that monochromatic light excites the nanoscale systems. Depending on which energy state within the system you want to excite, different laser excitation energies may be exploited to resonantly pump a certain transition.

After the excitation filter has extracted monochromatic components from the white light, the beam hits a dichroic mirror, which will reflect photons towards the sample. Next the collimated light beam is focused by the microscope objective on to the substrate where the nanoscale systems reside. After the hybrid systems have been excited with monochromatic light they will both scatter elastically and undergo inelastic relaxation processes. Both processes will produce light radiated in several possible directions, but it is only the part of this light that is captured by the microscope objective that will be detected. The beam collected by the microscopes collecting lens will yet again be collimated and will once again pass through the dichroic mirror. Note that at this stage the light beam is comprised by both elastically scattered light as well as light emitted via inelastic processes.

Finally the light beam will pass through an emission filter that is tuned to only transmit light, which originates from an inelastic energy relaxation. In other words, it differs in wavelengths from the elastically scattered light. In this manner all elastically scattered light will be filtered out and the signal projected on to the detector will consist solely of inelastic components. As mentioned, since plenty of processes will be elastic this technique provides a rather high signal-to-noise value, which is beneficial especially when studying emitted light from isolated single particle nanoscale hybrid systems.

In Figure 5.3 (b) a typical fluorescence spectrum from a strongly coupled plasmon-exciton hybrid is displayed.
Figure 5.3. (a) Schematic Jablonski diagram drawing of different inelastic relaxation routes in a microscopic system. (b) Setup principle for measuring photoluminescence from single hybrid systems.
5.1.4 Fluorescence lifetime measurements

The fluorescence lifetime (abbreviated FLT) is an intrinsic property independent on factors such as concentration of fluorophores, excitation laser intensity and absorption cross-sections. This property rather depends on external environmental factors [87, 88]. Such factors are temperature and presence of resonant cavities or other types of fluorescence quenchers [88]. There are some different methods in determining the FLT of a certain fluorophore. This property is possible to measure both in time- and frequency domain. In the time domain the FLT is defined as the timespan it takes for a population to decrease to an exponential fraction \( \frac{1}{e} \approx 36.6\% \) of its initial value. This decay process occurs via losses of energy through fluorescence and other non-radiative relaxations. The decay time-span for dye molecules may vary significantly but usually happens in picoseconds \( (~ 10^{-12} \text{ s}) \) to hundreds of nanoseconds \( (~ 10^{-7} \text{ s}) \). A typical spectral feature of a lifetime curve can be seen in Figure 3.6, which was previously presented within section 3.2 when molecular dynamics were presented and discussed.

The study, reported in Paper III, utilized FLT measurements in order to reveal how relaxation processes change when a dye molecule is strongly coupled to a resonant plasmonic cavity, in contrast to an isolated system. This information might reveal further details on the intrinsic dynamics within nanoscale hybrid systems and is crucial in order to get a deeper picture about strong coupling dynamics in plasmon-exciton systems.

5.1.5 Specifications on optical measurements from single hybrid systems

Dark-field scattering and fluorescence from single particle-dye systems at room temperature were, in studies presented in Paper I and IV, measured in an inverted microscope (Nikon TE-2000E) equipped with variable numerical aperture oil immersion objective (100x, NA = 0.5-1.3, Nikon). A tunable liquid crystal filter (VariSpec, 400-720 nm) that is transparent for light only at certain wavelengths and linear polarization was used together with an iXon EM-CCD detector (Andor) to perform hyper spectral imaging (see further details in subsection 5.2.1). Nearly isotropic in-plane polarization response of the nanoprisms justifies usage of the tunable filter in a single polarization channel. The transmission window of the exploited liquid crystal filter was 10 nm. The liquid crystal filter was set to perform wavelength steps of 1 nm between successive images and synchronized with the CCD-chip. Hyper spectral images (described in detail in section 5.2.1) were recorded in sequences with different wavelength intervals for both dark-field and fluorescence measurements. Only single nanoparticle data was analyzed in all conducted studies (Paper I-V).
For dark-field scattering measurements at room temperature, a tungsten halogen lamp was used as a light source to illuminate the sample. Even when driven at maximum power, the light intensity from the lamp was still low enough to ensure no significant photo-degradation of the dye molecules. For fluorescence measurements all samples were illuminated with either solely 532 nm, or with 532/568/640 nm laser wavelength excitations.

In the case of cryogenic measurements (Paper II, Paper III and Paper V), all dark-field scattering measurements were conducted and recorded according to the procedure described in section 5.1.2. In the case of recording photoluminescence from a sample located within the cryostat chamber depicted in Figure 5.2 (b), a laser beam was sent through the back port of the microscope and the fluorescent signal was thereafter filtered out utilizing the principle displayed in Figure 5.3 (b).

5.1.6 Correlation of dark-field and scanning electron microscopy images

High-vacuum scanning electron microscopy (SEM) with 2-5 kV acceleration voltages were used for imaging single nanoscale hybrid systems. Within the study described in Paper I, the particles were applied on top of a copper-grid substrate containing several distinct hollow quadrants. Each quadrant was supported with a very thin membrane on which the particles, dispersed in a solution, finally landed when a droplet was applied to the substrate. Furthermore, in the center of the copper-grid an asymmetric alignment mark was present which enabled to map out the quadrant of interest where a certain particle was located. Based on SEM imaging, each particle inside a given quadrant was correlated with a corresponding dark-field scattering optical image.

For measurements conducted inside the cryostat chamber (see Papers II, III and V), the nanoscale hybrid systems were instead applied on to a silicon substrate with a ~50 nm SiO₂. As described in section 5.1.2, such substrates were chosen in order to improve the heat conductivity between the cold-finger of the cryostat and the substrate. In a similar manner as with the copper-grid structures, different marked quadrants were marked on to the substrate via electron beam lithography. This is in order to relocate a specific nanoparticle and compare its dark-field scattering optical image with SEM imaging, in a similar manner as with the copper-grids.

A correlation between a dark-field scattering optical image and the corresponding SEM image can be seen in Figure 5.4. This specific example is done when hybrid systems are dispersed on to a Si/SiO₂ substrate. The difference in color between different particles in dark-field scattering is attributed to difference in aspect ratio of different nanoprisms, as dictated by
equation (3.10).

Figure 5.4. Correlation between (a) dark-field scattering and (b) SEM images. This particular example shows five well isolated single nanoscale plasmon-exciton hybrids of varying sizes, located on top of a silicon substrate with 50 nm of SiO$_2$ evaporated as a top layer.
5.2 Liquid crystal tunable filter

In optics and spectroscopy it is of great importance to study the intensity of different frequencies in a signal. Ordinary spectrometers do this by utilizing gratings to filter out different frequency components within an optical signal [89]. There is however alternative ways to extract spectral information about light scattered from single nanoscale objects. The measurements conducted throughout my research have often been focusing on studying how spectral information changes for a single nanoscale hybrid system, when factors like temperature are altered. A wise and beneficial technique is then to use what is called Hyper-spectral imaging technique, which is described more thoroughly in section 5.2.1.

This technique is based on extracting spectral information from snapshots of images, taken with different transmission filters placed in front of the detector. Rather than having static filters that need to be exchanged between every recorded image, it is highly preferable to use liquid crystal tunable filters (LCTFs). Such a device is an electronically tunable transmission filter where it is possible to select monochromatic transmission through the filter via an external input [90-92]. Liquid crystal filters are often based on a so-called Lyot filter, see Figure 5.5. As seen in the figure the Lyot filter consists of a liquid crystal cell, a fixed retarder and two linear polarizers. Note that this figure only shows the basic stage of the Lyot cell and do not describe the liquid crystal device in its entirety. For instance, in a liquid crystal the fixed retarder is replaced with a variable retarder in order to get selective spectral tunability. This tunability aspect is one of the most crucial components of hyper spectral imaging, which will be addressed later on in section 5.2.1 within this thesis.

The net transmission through the filters within the Lyot-cell in Figure 5.5 can be expressed utilizing the following expression

\[ T(\lambda) \sim \prod_{n=1}^{N} \cos(nk_s\lambda) \quad (5.1) \]

Here, \( k_s = \frac{2\pi}{\lambda_s} \) and \( N \) is the target k-vector and number of filters used to create the net transmission profile respectively. The transmission profile for three different values of \( \lambda_s \) with \( N = 10 \), dictated by expression (5.1), can be seen in Figure 5.6.
The linewidths of these transmission peaks are dependent on $N$ in a manner that the more filters you chose, the more distinct and narrower the transmission line will be. However, in reality the transmission through each individual filter is not lossless, which indicates that in order to get a sufficient signal the amount of filters cannot be infinite, but rather needs to be restricted.

**Figure 5.5.** The inner structure of a Lyot filter, used as the principal for the liquid-crystal filter device. The input light consists of white light and the output resembles monochromatic light.
5.2.1 Utilization of tunable liquid crystal filters for hyper spectral imaging

All experiments presented within this thesis were conducted by using a hyper spectral imaging technique, utilizing a tunable liquid crystal filter. The concept of “spectroscopy by imaging” is illustrated in Figure 5.7.

Rayleigh scattering images in a dark-field configuration were recorded at a number of spectrally narrow intervals controlled by a tunable liquid crystal filter. The scattering spectra were then reconstructed by monitoring the intensity of a given particle as a function of wavelength. This procedure allows for parallel sampling of many isolated particles over the entire visible range and tremendously increases the throughput of single nanoparticle spectroscopy measurements (see Supporting Information, Paper I). Dark-field scattering images of nanoscale hybrid systems were recorded in this way and are shown in the top row of Figure 5.7 (for five different wavelengths 500, 560, 580, 600, and 620 nm). The displayed images are approximately 35 x 35 µm. Two representative single hybrid spectra, together with their SEM images, are furthermore shown in the figure. The first particle (on the left) exhibits a suppressed scattering at around the J-aggregate resonance wavelength; however, the mode
splitting (167 meV) does not overcome the plasmon resonance width. The second particle (on the right), on the other hand, shows much wider splitting which clearly overcomes both plasmon and molecular dissipation rates and therefore can be considered to reside in the strong coupling regime. Vacuum Rabi splitting in this case reaches about 300 meV, well above the plasmon resonance width, as shown in Figure 5.7. These two particles, and the brief analysis of their spectral differences, aim at illustrating the power of hyper spectral imaging for single particle spectroscopy.

**Figure 5.7.** A schematic image explaining how dark-field scattering spectra from single hybrid systems are extracted from a two-dimensional map utilizing the hyper spectral imaging concept. SEM images of the corresponding Ag nanoprisms are furthermore also displayed. Image taken from Paper I Supporting Information.
5.3 Synthesis and sample preparations
In this section, synthesis and fabrication methodology of plasmon-exciton nanoscale hybrid systems are explicitly presented. Every step from dye-molecule J-aggregates preparation, fabrication of high crystalline silver nanoprisms and finally plasmon-exciton hybrid systems are presented and explained.

5.3.1 J-aggregates of TDBC dye-molecules
The TDBC dye molecule is comprised by a rather complicated atomic structure (5,6-Dichloro-2-[[5,6-dichloro-1-ethyl-3-(4-sulfobutyl)-benzimidazol-2-ylidene]-propenyl]-1-ethyl-3-(4-sulfobutyl) benzimidazolium hydroxide, inner salt, sodium salt). The formation of J-aggregate structures from monomers occurs in solution and depends on a number of factors including dye concentration, ionic environment and pH (see Supporting Information, Paper I).

In order to optimize the conditions for stable J-aggregate formation from TDBC monomers, a concentration of 10 µM was prepared in an aqueous solution containing 5 mM of NaOH. A dry powder of TDBC monomers were simply added to the solution in a small container and stirred rigorously for a couple of seconds to ensure proper mixing. Thereafter, the solution was kept in the dark to avoid any light-induced photo-oxidation from the surrounding environment.

As described in section 3.3.6, a lowering of resonance energy is obtained when the molecules arrange themselves in a head-to-tail configuration, which gives rise to a distinct narrow spectral resonance peak located at 588 nm [93].

The measured extinction cross-section for the prepared J-aggregated TDBC dye molecules is shown in Figure 5.8.
5.3.2 Synthesis of high quality single crystalline Ag nanoprisms

Silver nanoprisms were synthesized according to a well-known method described in previous literature [94-96]. Here, a 3-5 nm silver seed nanoparticles solution was prepared by adding 1 mL of 30 mM trisodium citrate and 0.5 mL of 20 mM silver nitrate (AgNO$_3$) solutions to 95 mL of ice-cold ultra-pure distilled water (MilliQ). The solution was kept bubbling with N$_2$ under continuous stirring in the dark in contact with an ice-bath for an additional 60 min. Then, 1 mL of ice-cold 50 mM NaBH$_4$ was added into the growth solution, at which point the color of the solution turns pale-yellow. Later on, 100 µL of 50 mM NaBH$_4$ was added to the solution. This procedure was repeated 3 more times with 2 minutes break in between.

The ice-cold and freshly prepared mixture of 1 mL of 5 mM BSPP (C$_{12}$H$_{34}$O$_2$) and 1 mL of 50 mM NaBH$_4$ was added in a drop wise manner into the growth solution for seed nanoparticles. The solution was kept for 5 hours in an ice bath under gentle stirring and completed with aging overnight in an ice bath in the dark. For the photo-induced growth of silver nanoparticles, 10 mL of the aged seed solution with pH of 9.5 was irradiated with a 532 nm continuous-wave (CW) laser. The reaction was allowed to proceed for 24 hours, at
which point the silver nanoparticles were washed two times by centrifugation at 3000 rcf for
5 min, removing the supernatant solution, and re-dispersed in aqueous solution containing
0.3 mM of trisodium citrate.

Tunneling electron microscopy (TEM) images of single crystalline Ag nanoprisms, produced
in the previously described synthesis, can be seen in Figure 5.9. Figure 5.9 (a) shows
homogenous atomic structures, which clearly indicate that the prisms are in fact single
crystalline. Figure 5.9 (b) shows stacks of prisms displaying the height distribution, which
seem to be rather uniform around a value of ~ 10 nm.

**Figure 5.9.** SEM images of single crystalline Ag nanoprisms produced in the
irradiation ripening synthesis. (a) Atomic crystal structure is visible
indicating single crystallinity. (b) Image displaying the rather high
homogeneity in height distribution between different prisms.

### 5.3.3 Particle-dye hybrid sample preparation

In order to optimize the parameters for J-aggregate formation, the aqueous solution of TDBC
dye was prepared at concentration of ~ 10 µM in 5 mM sodiumhydroxide (NaOH), see
section 5.3.1. Furthermore, 50 µl of Ag solution was mixed with 50 µl of J-aggregate solution.
The mixture was let for incubation overnight in order to get an increased probability of
attachment between particle and dye-aggregates. In order to remove any free TDBC monomer
or free J-aggregates, the solution was centrifuged at 5000 rcf for 5 minutes and the
supernatant was replaced with purified water (MilliQ). The J-aggregate/Ag nanoparticles
mixture was then applied to either TEM grids or silicon substrates with 50 nm of SiO₂ pre-
coated with polyllysine (C₆H₁₂N₂O₉)n to further improve adhesion between the particle-dye
systems and the substrate. The resulting hybrid system is graphically depicted in Figure 5.10
(a) with a single-crystalline Ag nanoprisn resting on top of a sheet of J-aggregated TDBC molecules. An SEM image of the actual Ag nanoprisn on top of a J-aggregate sheet is shown in Figure 5.10 (b). Note that the coloring of the J-aggregate sheet is not produced by the SEM, but rather adjusted in a post-processing manner.

In the case of hybrid systems, studied and presented in Paper V, single crystalline Ag nanoprisms in a solution were drop casted on to a Si/SiO$_2$ substrate, where a monolayer flake of WS$_2$ had already been exfoliated. As in the case with Ag/J-aggregate hybrids, the substrate together with the monolayer flake was pre-coated with polylysine in order to increase adhesion between particle and monolayer. For more detailed information regarding this procedure, see Paper V.

Figure 5.10. (a) Graphical image of a hybrid structure. A single-crystalline Ag nanoprisn in close contact with a sheet of J-aggregated TDBC molecules. (b) SEM image of synthesized hybrid structure on top of a continuous gold film (grainy background).
Chapter 6

Summary and Future Outlook
In this section follows a brief summary of the content presented so far within this thesis, as well as some examples on additional systems and concepts worth investigating for future studies.

Chapter 1 gave an overall introduction to the research field of plasmonics and especially strong plasmon-exciton coupling.

Thereafter, in Chapter 2 the most basic concepts of coherence was defined and described. It was pointed out that coherence is a crucial concept not only for waves, but also for quantum states.

Later on in Chapter 3, optical resonances in both metallic nanoparticles (localized surface plasmon resonances) as well as resonances in semiconducting nanocrystals and molecules (excitons) were theoretically derived, presented and motivated. The notion and concept of treating certain excitations as quasiparticles was also presented.

In Chapter 4, interaction mechanisms between optical cavities and emitters, with notions of both weak- and strong coupling regimes, were presented and various approaches on how to view the resulting dynamics were discussed. It was furthermore shown that the implications of such interactions creates new types of excitations that cannot be treated neither as solely plasmonic nor solely excitonic entities, but rather as an inseparable mixture of both. Several different theoretical frameworks on how to describe and predict dynamics, within strongly coupled systems, were also presented and discussed. The theoretical methods presented in this thesis have been of both purely classical (coupled oscillator model), semi-classically (diagonalization of a Hamiltonian matrix with discrete energies and coupling parameters) as well as purely quantum mechanical nature (Jaynes-Cummings, Linblad Master Equation and Dicke model). Several different aspects regarding these models have been thoroughly discussed and elaborated on. Both similarities and differences of which predictable outcomes that could be drawn and derived from the different theoretical models were emphasized within this chapter.

In addition, within Chapter 4 it was demonstrated how inelastic relaxation within hybrid systems may occur due to interplay between coherent and incoherent polariton states. This
more complicated framework is crucial in order to understand deeper intrinsic dynamics within strongly coupled plasmon-exciton systems, such as how photoluminescence occurs as a result of phonon assisted energy relaxations. As previously pointed out, this chapter is the most extensive within this thesis. The reason for this is simply to give the reader as broad as possible overview on how to quantify, treat and model dynamics within nanoscale hybrid systems.

Since the vast majority of my doctoral studies have been focusing on experimental measurements, Chapter 5 was devoted to describe different experimental methodologies including optical measurement techniques, data processing, cryostat cooling, SEM imaging and fabrication of nanoscale hybrid plasmon-exciton systems.

Even though plenty of new knowledge has recently appeared within the research field of strong plasmon-exciton coupling, there is still several of work to be done on this matter. For instance, the experimental studies on which this thesis is based on have investigated nanoscale systems comprised of plasmonic cavities coupled to tens or hundreds of excitons (Paper I – Paper V). In order to reveal properties such as certain quantum effects the numbers of excitons involved in the polaritonic states must be rather restricted [24]. In addition, to reveal single photon nonlinear behaviors the system needs to be pumped with intensities drastically larger than in any of the studies we have so far conducted. Secondly, all works presented in this thesis (Paper I – Paper V) exploits coupling to excitons in molecular dyes, which are unable to sustain such high photo-radiation without being photo-inactive [97-99].

There are however alternatives routes in trying to overcome these limitations, which will be presented within the first subsection of this chapter. Moreover, further ideas on how to utilize nanoscale hybrids for temperature related controls are also presented.

6.1 Nonlinear dynamics in an optical cavity coupled to a single quantum emitter

In order to observe nonlinearities, in line with what is illustrated in Figure 4.6, systems comprised by a resonant optical cavity coupled to a single or a few quantum emitters need to be investigated [24, 25, 100]. There is still a rather big challenge to obtain single emitter hybrid systems with high enough coupling strength to overcome the dissipation rates and decoherence processes within the system. However, according to equation 4.27, with high enough transition dipole moment of the quantum emitter and sufficiently low mode volume of the plasmonic cavity one may reach a coupling strength that is adequate to enter a strong coupling regime. Similar situations have already been demonstrated experimentally [101-
In such a case the energy ladder of the system would be highly dependent on the number of cavity excitations and result in nonlinear dynamics, depicted in Figure 6.1 (d).

When exploiting plasmonic cavities the excitations have a lifetime in the femtosecond range. This implies that one needs to externally excite the system with a high enough intensity source, which will result in an irradiance corresponding to more than one photon per plasmon lifetime. This will require emitters that are not sensitive to photo bleaching, for example CdSe/ZnS quantum dots (see Figure 6.1 b). By placing such emitters in a plasmonic cavity with extremely confined mode volume, one could possibly push the system to exhibit strong coupling properties. A potential system for this purpose is presented in Figure 6.1 (a). An SEM image of an initial prototype of such kind can furthermore be viewed in Figure 6.1 (c). A suitable experimental approach to reveal nonlinear dynamics within such systems would be to compare the dark-field scattering spectra obtained by the linear tungsten lamp and for instance a high-intensity white-light driven laser source. In the presence of nonlinear dynamics, as a result of strong cavity-emitter interactions, the outcome of these measurements would reveal distinct differences.
Figure 6.1. (a) Graphic sketch of a plasmonic Au bowtie structure with a CdSe/ZnS quantum dot positioned in the hot spot region. (b) Graphic sketch of the internal structure of the quantum dot. Picture taken from [49] (c) SEM image of an actual Au bowtie structure with a CdSe/ZnS quantum dot placed in the gap. The whole structure is located on top of a Si/SiO₂ substrate. (d) Energy ladder as a result of solving eigenvalues for Jaynes-Cummings Hamiltonian in (4.27).
6.2 Temperature controlled scattering suppression in nanoscale systems

The spectral linewidth of emission lines narrows for certain quantum emitters when the surrounding temperature is decreased [103-105]. Especially when reaching cryogenic temperatures such as liquid helium (4 K). Spectral linewidths, originating from plasmonic cavities, on the other hand aren’t very much affected by alterations in temperature [106]. The plasmon-exciton coupling strength is moreover rather independent on temperature.

With all this in mind, the plasmon-exciton coupling dynamics from a semi-classical coupled-harmonic oscillator approach [23], results in a spectral dip in the scattering spectrum. This scattering suppression occurs at the spectral position of the quantum emitter emission line and may be quantified as

\[ s = \frac{g}{\sqrt{\gamma_0 \gamma_c}} \]  

(6.1)

By keeping the parameters \( g \) and \( \gamma_c \) constant while decreasing \( \gamma_0 \) sufficiently, the spectral dip parameter described in (6.1), will increase and the suppression of scattering will be very much affected. Note that the coupling parameter \( g \) can be rather weak as long as the decrease in emitter dissipation \( \gamma_0 \) is substantial.

Thus, it would be interesting to investigate the possibility to construct a nanoscale hybrid system, which supports temperature controlled scattering suppression in this manner. Initial studies have already been performed on a system comprised by an Au nanocube resting on top of an atomically flat continuous Au surface, with quantum dots positioned inside the gap region. Due to the presence of the Au film the out-of-plane LSPR mode will interact strongly with its mirror image, inducing a strong field-enhancement inside the gap region [107-109], and thus hopefully couple strongly to the quantum dots.

The scattering suppression effect, when lowering the emitter dissipation via for example cooling, while keeping the coupling strength and cavity dissipation constant can be seen in Figure 6.2. Observe that suppression in scattering at a certain frequency \( (\omega_0 \approx 2.11 \text{ eV}, \lambda_0 \approx 588 \text{ nm}) \) will occur when the emitter dissipation rate reaches a low enough value. A realization of such a system would lead to a highly tunable hybrid system with respect to temperature, which would be interesting to investigate further.
Figure 6.2. Induced scattering transparency by altering the dissipation linewidth of the emitter. The dissipation parameter value for each curve can be seen in the legend window. The other parameters were kept constant at values of $\omega_c = \omega_0 = 2.11$ eV, $\gamma_c = 200$ meV and $g = 10$ meV.
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