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Abstract
The manufacturing industry is undergoing a digital revolution, often referred to
as Industry 4.0. The aim of this revolution is to transform the factories into, so
called, smart factories. These smart factories will be modular, decentralized, and
interconnected, to achieve higher level automation and flexibility. Additionally,
a smart factory will have a digital twin, a virtual replica that allows testing, mon-
itoring, and visualization of the factory behavior. As these factories are aimed to
be completely automated, ensuring correctness and safety of the control logic in
each sub-system of the factory is of utmost importance.

The need for having digitalized tools that support operators and engineers
was identified in a survey that was conducted to understand the problems faced
during maintenance of manufacturing systems. To this end, this thesis provides
an architecture that can be applied on old legacy systems as well as new state-
of-the-art systems to collect data from the factory floor. The data obtained can
be visualized in the form of Gantt charts to help operators keep track of the
execution of the station. Furthermore, a model that captures the behavior of the
system can be created by applying Process Mining algorithms to the collected
data.

Model-based techniques have shown to be beneficial in developing control
logic for highly automated and flexible manufacturing systems, as these tech-
niques offer tools to test and formally verify the control logic to guarantee its
correctness. These formal tools operate on such a model of the behavior of the
system. However, manually constructing a model on which these tools can be
applied is a tedious and error prone task, seldom deemed to be worth the effort.
Thus, supporting engineers to build models will improve the adoption of formal
tools within the manufacturing industry.

In order to obtain a formal model during the early development phase of the
manufacturing system, this thesis studies the possibility to automatically infer a
model of a system by interacting with its digital twin. The suggested L+ algo-
rithm, an extension of the well-known L∗ algorithm, shows that it is possible to
automatically build formal models in this way. Additionally, certain shortcom-
ings are identified and need to be addressed before being able to these methods
in a practical setting.

Keywords: Formal Methods, Industrial Automation, Automata Learning, Visu-
alization, Operations
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Chapter 1

Introduction

The complexity of the manufacturing industry constantly increases to keep up
with advancements in technology, market trends, legislative requirements, and
most of all high quality products. Industry 4.0 [1], also called the fourth indus-
trial revolution, can be seen as a collection of various technologies – Internet of
Everything (IoE), Cyber-physical Systems (CPS), and smart factories – to create
the next generation of industrial systems [2]. From the design principles of In-
dustry 4.0 provided by Hermann et al. [2], distributed modular systems are key
to build these next generation factories. The different distributed modules in an
Industry 4.0 setting are normally provided by different manufacturers and have
different properties, but when put together need to work seamlessly. In general,
the systems developed consist of several industrial robots supported by convey-
ors and fixtures, and are designed to be completely automated with minimal
manual handling. The system design must not only take into account flexibility,
efficiency, and development time, but also account for fault tolerant behavior.

Development of these complex automated manufacturing systems is a de-
manding task. In the automotive industry, the development process typically
begins with the company describing the product and design requirements. Based
on these requirements, suitable components are chosen and an overall layout is
decided on, followed by physically building the system. In parallel, the control
system is developed that is to control the physical system so as to manufacture
the desired product. Physically building the manufacturing station is commonly
known as physical commissioning. This includes installation of the physical sys-
tem consisting of robots, conveyors, fixtures, sensors etc., and the control sys-
tem that is responsible for control, supervision and coordination throughout the
production. The requirements specified are not always accurate and often am-
biguous. Hence, the resulting station undergoes several iterations before it can
be used in production. These iterations can significantly delay the time to market
and increase costs, thus they are undesirable.

In order to reduce time to market and save on costs in the long run, the use
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CHAPTER 1. INTRODUCTION

of Virtual Commissioning (VC) [3] is rapidly increasing today. With VC, a sim-
ulation model of the station is first created using some simulation software, such
as Process Simulate from Siemens [4] or Experior from Xcelgo [5]. Then, the
different manufacturing scenarios are simulated to check if all requirements are
fulfilled. Furthermore, the control system can also be connected to the simula-
tion model and its logic can be tested. This is done to find and fix faults and bugs
in the control logic. Additionally, by visually simulating the manufacturing sys-
tem, errors due to collisions can be detected early on. Physical commissioning
is then done only after the VC model with the control function is acceptable. By
correcting most of the faults during the VC phase, unnecessary time need not be
spent testing the physical system. Thereby, production can start earlier.

However, both physical and virtual commissioning require the control logic,
which is there to ensure that the station works as intended and is safe to operate.
Thus, its correctness is of utmost importance. Since the requirements typically
keep changing during the development process, the control logic needs to be con-
tinuously updated and debugged, which makes its manual development a tedious
and error prone task.

One approach to manage this type of development process, with ever chang-
ing requirements, is to rely on mathematically well-defined formal methods [6].
By applying formal methods, it is possible to analyze and understand the system
in part and as a whole. Formal methods make use of computerized calculations
to analyze the system using a formal model, usually in the form of a discrete
event system (DES) [6], that models the system to be analyzed. Hence, engi-
neers can focus on defining their system and then use computerized algorithms
to analyze, verify, and validate the models.

While the use of formal methods eases the engineering task of building the
control logic, the burden instead gets placed on building the models. As a model
grows in size with incorporating more resources and their operation, the mod-
eling burden grows exponentially. To alleviate this, the models can be built
modularly, where the engineers build models of the respective resources and
their operations, and compose them in a mathematically well defined way into a
model of the overall system. In addition, modeling the requirements as DES, the
control logic can even be automatically generated by synthesis [6], so as to be
correct-by-construction, which further alleviates the risk of introducing errors.

The discussion provided above focuses on building models for the control
logic of new manufacturing stations. Building new systems are not done very
often, though, while changes to existing legacy systems are done daily in order
to improve their behavior, such as cycle time adjustment, bug fixing, etc., or on
a bigger scale to introduce new products or machinery. To be able to do this
in a secure way avoiding disruptions of existing behavior and the production on
the whole, manufacturers are interested in applying formal analysis and to test

2



1.1. RESEARCH QUESTIONS

changes before commissioning them to the physical system. However, a problem
here is that, more often than not, virtually commissioned or formal models do not
exist for legacy systems.

Manually creating the required models is hard and time consuming, requiring
a high degree of knowledge in formal methods and automation system design.
Incorrect or incomplete models are misleading and the use of formal methods
may serve no purpose. To benefit from the use of formal methods, in terms of
verification and synthesis of control logic, the task of building models needs to
be done correctly. In order to do so, this thesis proposes a way to automatically
create a model of the system using computerized tools.

1.1 Research Questions

This thesis aims to explore the following questions.

RQ1 How does the manufacturing industry generally handle errors and perform
maintenance? And what are the challenges faced?

Error recovery techniques have been studied in academia [7, 8, 9, 10, 11],
but these techniques have not really found their way into industrial prac-
tices. Identification of reasons for this disconnect might help bridging the
gap between academia and industry.

RQ2 How can operators be supported with tools and processes that will make
it possible to make more data driven decisions?

Maintenance of manufacturing systems is not an easy task. Decisions need
to be made, tracked, and evaluated. Manually doing so is burdensome and
often ineffective. Having digital tools to support operators can improve the
quality of maintenance [12].

RQ3 Is it feasible to automatically learn formal models of manufacturing sys-
tems? If so, what would be required to make it a reality?

Model-based techniques have shown to be useful for a variety of reasons.
The lack of usable models and the difficulty to create them manually is
a deterrent to using model-based techniques to build and maintain man-
ufacturing systems. Automatic creation of formal models has been stud-
ied [13, 14], but these algorithms are computationally heavy and have typi-
cally been designed for smaller applications. Recent advances in computer
technology have led to computationally powerful computers, and avail-
ability of advanced simulation tools, which might hold the key to making
it possible to learn a formal model of large manufacturing systems.

3



CHAPTER 1. INTRODUCTION

1.2 Objective and Contribution
The objective of this thesis is twofold. First, to highlight the problems faced
by the automotive industry related to maintenance and error handling. Then, to
propose methods, techniques, and tools to help during the commissioning and
production phase so as to increase quality and efficiency. This is achieved by the
following contributions:

• A survey to identify the problems faced by the industry and how these
problems are currently solved.

• A survey of ongoing state-of-the-art projects that provide a glimpse into
future manufacturing technologies.

• An approach to collect and transform data from the factory floor.

• Analysis and visualization of ongoing manufacturing processes in real-
time using Gantt charts, and creation of a behavioral model using Process
Mining.

• A study into methods that enable automatic generation of formal models
from a simulation model of the system using the L+ algorithm. The in-
sights gained from this study will help identify avenues that will allow
automatic creation of models for practical manufacturing systems.

The papers presented in this thesis build upon the ideas presented in this in-
troduction. Paper 1 highlights the common problems faced by the automotive
manufacturing industry with regard to error handling and presents work needed
to address these problems. An outcome of this study was the need to have access
to data from the factory floor to get a better understanding of the systems. Paper 2
presents a flexible and scalable architecture to collect and transform data from
the factory floor. This architecture can be applied to existing and new manufac-
turing stations. The resulting data is then transformed into a more understandable
abstraction in the form of operation descriptions. This data is then used to build
models of existing manufacturing stations using process mining techniques to
help improve and maintain the stations.

Paper 3 presents the possibility to build a formal model of a system from its
simulation model. The functions of the simulation model are modeled as inde-
pendent operations which can be executed from an external interface. The L+

algorithm, an extension of the L∗ algorithm [13], is interfaced to the simula-
tion software, where it can observe the state of the simulation. Then, by posing
queries the algorithm constructs a formal model capturing the behavior of the
system.

4



1.3. METHOD

1.3 Method
The outcome of this thesis is a set of activities and tools that can help build
more reliable and efficient manufacturing systems. Most of the work involved
implementing and testing the algorithms to demonstrate the applicability of the
proposed methods. From a more theoretical perspective, the main research ac-
tivity was to identify gaps in the field of automated modeling that will improve
the practical applicability of these methods.

In general, the method followed was to first, by interacting with industry rep-
resentatives find pressing problems that are faced by the industries; problems
related to error handling and, more specifically, modeling of automated man-
ufacturing systems, were considered. Then, solutions to these problems were
proposed by suggesting a method – as a set of activities – to follow, along with
accompanying algorithms. These algorithms were then implemented to demon-
strate and evaluate the possibility of applying them to real-world scenarios. The
evaluations showed that it is indeed possible to apply in practice the presented
approach. However, there are also some parts missing and parts that need to be
improved. These are summarized in Chapter 5.

1.4 Outline
This thesis is divided into two parts. This first part contains introductory chapters
that aim to help the reader to better understand the ideas and concepts discussed
in the included papers, and also to provide a direction of the research work. The
second part contains the included papers.

This introduction presents a high-level process of building a manufacturing
station and highlights the problems normally faced by engineers involved with
building and maintaining these stations. Chapter 2 puts the thesis into perspec-
tive by positioning this work in the broader picture. To this end, existing industry
practices and challenges are presented, followed by a new updated work-flow
that aims to support engineers and operators during the development of a man-
ufacturing system. Chapter 3 introduces the reader to the field of automatically
inferring formal models. Chapter 4 provides a summary of the included papers.
Finally, some concluding remarks in Chapter 5 sum up the work and provide a
glimpse of future work.
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Chapter 2

The Broader Picture

The aim of this chapter is to provide a context and help position the contribution
of this thesis within the broader picture. In doing so, this chapter will give a gen-
eral overview of existing methodologies followed during the development of a
manufacturing system, and some of their challenges. Additionally, this chapter,
will outline the new methodology that is proposed to help mitigate the chal-
lenges. The tools required to achieve the suggested methodologies in reality are
also briefly introduced.

The traditional procedure followed during the development of a manufac-
turing system starts with a pre-study on the product that will be manufactured.
The pre-study results in a set of requirements that need to be fulfilled by the
manufacturing system; a bill of materials that contains the components, such as,
robots, conveyors, fixtures, etc, that need to be procured; and the system layout
representing the physical placements of those components. The bill of materials
is procured and the physical building of the system is started, in smaller func-
tional parts or as a whole. Based on the requirements, different tasks and actions
needed to manufacture the product are planned. This is known as process plan-
ning [15, 16]. The end result of the process planning stage is the generation of
the control logic. This control logic is responsible for controlling the resources
in the manufacturing system so as to fulfill the objective of the manufacturing
system in an efficient and safe manner. The control logic then needs to be tested
on the physical system, which is usually done in two phases. In the first stage,
components are tested individually or in groups. The second stage is performed
after the system is physically commissioned. Here, testing is done until all re-
quirements are satisfied, and the system behaves satisfactorily.

The consideration of control logic later in the development phase has sev-
eral negative consequences resulting in high financial costs and loss of time. As
seen in Paper 1, fixing software bugs might, as a side effect, introduce more
bugs. Additionally, performing the tests on the physical system increases the
risk of collisions and component failures. During the survey conducted in Pa-
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CHAPTER 2. THE BROADER PICTURE

per 1 it was also found that the initial testing done at the line manufacturers
site was functional testing. Later, only when the complete system is physically
commissioned, complete end-to-end testing is performed. Directly testing on the
physical system might result in breakage and may require a fresh order of com-
ponents. All these factors add to the unnecessary effort, cost, and time expended
during the physical commissioning phase.

Development of manufacturing systems is just the first phase of its life-cycle.
Building these stations is expensive, and the manufacturing company expects
them to last for several years to even out the cost. Hence, these systems need to
be well maintained to ensure good productivity during their life-cycle. Paper 1
presents the current industrial state of maintenance procedures. The concluding
points in Paper 1 are to have a work-flow that incorporates ways to fix bugs in the
software safely, and a possibility to digitalize the system to be able to use digital
tools to monitor, visualize, and reason about it. Hence, the tools and processes
created in the new work-flow need to not only account for a better manufacturing
process but also need to cater to maintenance requirements.

2.1 The New Workflow
The Division of Systems and Control, at the Department of Electrical Engineer-
ing at Chalmers University of Technology, has been active in developing a work-
flow and tools to support the development of manufacturing systems. A high
level work-flow that is pursued at the department is presented in Figure 2.1. This
new work-flow starts similar to the old work-flow by identifying the bill of ma-
terials. But the process planning starts already at the initial phase along with the
bill of materials to identify the process, tasks and actions needed, resulting in
the bill of processes. Based on the bill of processes, the components identified
are digitally created in a 3D simulation environment. These digital replicas are
placed according to the required system layout. At this point, potential collisions
can be identified, and the layout can be updated to ensure safe operation. The en-
gineers then take the bill of processes and convert this to actions to be performed
in the simulation software. These simulated actions need to be transformed into
control logic that can be run on a Programmable Logic Controller (PLC). The
system is virtually commissioned by connecting the PLC to the simulation tool
to verify functionality and test for errors. At this point, the bill of materials
is finalized, and the components are procured. Following which the system is
physically commissioned.

During the development phase, requirements are constantly changing due to
new insights. Hence, the control logic needs to be constantly updated and tested
to ensure that the requirements are met. One approach is to use mathematically
well-defined formal methods to verify the behavior of the system and to generate

8



2.1. THE NEW WORKFLOW

BOM/mBOM

Bill of Processes

Tooling

Simulation

PLC code 

generation

Virtual 

Commissioning

Physical

Commissioning

Figure 2.1: The new workflow

the control logic. With the use of formal methods, the focus is shifted from
manually developing and testing the control logic, to developing a model that
describes the behavior of the system.

To build a formal model the engineer needs to consider the level of abstrac-
tion needed to be described by the model. By modeling at a very low level the
engineer risks making the model unmanageably large. On the other hand, by
modeling at a high level, a number of details could be missed, and the model
might not be usable. Hence, finding a level of abstraction that suits the system
is key to developing a model. Once a suitable level of abstraction is decided,
the engineer has to ensure that the model correctly captures the behavior. This is
where this thesis contributes towards the development of manufacturing systems.
It looks at possibilities to automatically infer a behavioral model of the system.

A by-product of the defined work-flow is the availability of a digital twin –
a digital replica of the physical system. This digital twin behaves in the same
way as its physical counterpart and can be used for monitoring, testing, and
modifications. To enable the effective use of a digital twin, additional tools need
to be created that can synchronize between the physical system and its digital
twin. These tools need to capture and store operating data from the physical
system for further processing.

The remainder of this chapter will introduce the different components needed
to follow this thesis, specifically, virtual commissioning and formalisms for for-
mal methods.

9



CHAPTER 2. THE BROADER PICTURE

2.2 Virtual Commissioning

Simulation technology has come to a point where it is now possible to simulate
systems at the sensor level. Software programs such as Process Simulate [4],
Xcelgo Experior [5], and ABB Robot studio [17] are capable of simulating con-
veyors, fixtures, robots, and even humans, to a relatively high level of accuracy.

These simulation tools can also be controlled externally, for example, by us-
ing a PLC. Such a setup would constitute virtual commissioning, where a digital
replica of the system is controlled by the PLC code that will eventually run on
the shop floor controlling the physical system.

In order to be able to infer a model of the system, which is the aim here,
the learning algorithm – the learner, introduced later in this thesis – requires
an interface to the virtually commissioned system. This interface must allow the
learning algorithm to execute actions which are at a pre-defined abstraction level,
and allow the learning algorithm to observe the output of the virtual model. An
example of such an interface is the OPC-UA [18] standard for communication.
This standard is supported by many component vendors and can be used with the
virtual and physical system. The OPC-UA, allows control and observation at the
input/output level, and also facilitates observation of internal variables. Hence,
it is an ideal candidate to use as an interface for the learning algorithm.

2.3 Modeling Operations

As discussed in Section 2.1, choosing a sufficiently moderate level of abstraction
becomes important to create a model. The work in this thesis uses the abstraction
of operations [19]. An operation is a task performed in a manufacturing system
by one or more resources. Broadly, an operation can be defined as a set of actions
that change the state of the system to accomplish an objective. The level of detail
of an operation is not fixed, it could be used to define an update in one resource
or can affect several resources. Guards are used to determine when a operation
is allowed (or not allowed) to execute. These operations, along with their guards,
are programmed such that they can be executed by the control system. A more
formal definition is provided in Paper 3, Section 2.3.

2.4 Formal Methods

Formal methods are design techniques that use mathematical models to build
software and hardware systems. These methods make use of mathematical proofs
to ensure correctness. As systems become more complicated and safety becomes
an important concern, a formal approach to the system design offers a certain
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level of insurance.
To apply formal methods, designers need to have access to a formal model

that describes the behavior of the system. One of the many ways to create such a
model is to make use of finite-state machines (a.k.a finite-state automata or sim-
ply automata) [20], which are commonly used to model discrete-event systems.
The system is then abstracted into events and states, where the occurrence of an
event moves the system from one state to another. The original state of the sys-
tem, before the occurrence of any event is the initial state. A particular sequence
of events can lead the system to some desired state, such a desired state is called
an accepted state and the sequence of events an accepted sequence.

When talking about discrete-event systems as finite-state machines a sequence
of events is referred to as a word. The set of words that are accepted by the finite-
state machine is the accepted language. The automaton represents the grammar
of the system; that is, when presented with a word, the grammar decides the va-
lidity of this word. Formal definitions of words and languages are provided in
Paper 3, Section 2.

11
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Chapter 3

Inference of Formal Models

Consider a small but realistic example consisting of a robot and a machine, as
seen in Figure 3.1a. In this system, the robot takes the part (part A) from the
pallet and puts it on the machine. The machine then loads the part, processes it,
and unloads it. In the meantime, the robot can take the next part or do nothing.
But the robot has to wait until the machine has unloaded its part before putting
the next part on the machine. An automaton representing this setup is shown in
Figure 3.1b, from which it is seen that the system is accepting as long as there is
no part loaded in the machine.

Part A

(a) Representation of the physical system.

m1.r1.s1

m1.r2.s1

take

m1.r1.s2

m1.r2.s2

take

m2.r1.s3

load

put

m2.r2.s3

load

unload

take

unload

(b) Representation of the system behavior.

Figure 3.1: A robot and a machine. The robot takes a part and puts it on the
machine. The machine loads the part, and after processing unloads it.

Assume now that we do not have the model of this system, and want to obtain
the model without manually building it. That is, we are provided access to the

13
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actual physical system as in Figure 3.1a and would like to infer a model of it as
seen in Figure 3.1b. There exist tools and techniques that would help to infer
such models. Broadly, models can be inferred using Grammar Inference [21]
or Process Mining [14] techniques.

The aim of this chapter is to provide a glimpse into existing ideas that deal
with automatically inferring models. Both the fields of study, Grammatical In-
ference and Process Mining, are well established and quite vast. It is beyond the
scope of this thesis to cover the details of the different algorithms. However, the
general ideas employed in each of the fields will be discussed to equip the reader
with the basics concepts. This will help interested readers to further delve into
the details.

3.1 Grammar Inference

Grammar Inference (GI) has been studied both as a theoretical problem, where
its goal is to uncover some hidden function, or as a practical problem of attempt-
ing to represent some knowledge as an automaton. GI finds its origin in various
fields of study: computational linguistics, machine learning, formal learning the-
ory, pattern recognition, and computational biology. Hence, it is also known by
different names depending on the field: Automata Learning, Grammar Induc-
tion, Grammar Learning, etc. Though the different names can have different
connotations, they all refer to similar ideas and processes.

The majority of GI algorithms work on generalizing some form of knowl-
edge about the system to be learnt. The learning algorithm referred to as the
learner, internally creates a representation of this knowledge. This representa-
tion is continuously refined and generalized to satisfy certain properties specific
to that learner. When the learner is satisfied with the generalization reached, its
internal representation can be converted into some meaningful representation.
Of the many methods studied and developed under GI, several of them deal with
learning finite-state machines. These methods can be classified as Passive learn-
ing or Active learning.

In-depth surveys of GI techniques are provided by [22, 23, 24].

3.1.1 Passive Learning

Passive Learning, sometimes referred to as Informed Learning, is a setting in
which labeled data is provided to the learner, and the learner is tasked to find
an automaton that generalizes this data. This data is usually an observation log
from the system and consists of words. These words are labelled as accepted (or
rejected) if they belong (or do not belong) to the accepted language.

14



3.1. GRAMMAR INFERENCE

Passive learning algorithms start by first generating a hypothesis from the
available data. This is done by constructing a prefix tree acceptor (PTA), which
is a tree-like automaton constructed by looking at the accepted words in the data.
This PTA can be constructed in linear time and contains no loops or converging
paths. In the example above, accepted words could be the set {〈take〉, 〈take, put,
load, unload〉, 〈take, put, take, load, unload〉}, and non-accepting words could
be {〈take, put〉, 〈take, put, load〉, 〈take, put, take〉}. The first step is to construct
the PTA using the accepted data. The PTA obtained is a crude representation of
the available data as seen in Figure 3.2.

The next step is to refine the PTA. The method of building the PTA and then
refining it using non-accepting data samples is called regular positive and nega-
tive inference [25]. This method provides a basis for more advanced algorithms
that focus on the refinement phase. A number of different strategies for PTA re-
finement have been presented in the literature [21, 26, 27, 28]; a detailed survey
of those is beyond the scope of this thesis.

The most common refinement technique, though, is state merging [29]. The
merging of states usually consists of three stages, the first is the search to iden-
tify the states to be merged; then the actual merging, where the merged states are
represented by a single state yet retain the incoming and outgoing transitions;
the final stage is called promotion, which keeps track of the states already tested
and the next states to be evaluated. Several algorithms have been suggested to
efficiently perform the search, merging and promotion. In [27] a general sur-
vey of state merging algorithms is presented where they are classified as Exact
Algorithms or Approximate Algorithms.

Exact algorithms aim to create a model that exactly represents the input data.
Some such algorithms are MMM [30], BICA [31], and EXBAR [32], all of which
start with a basic trivial model as initial PTA. The algorithms then start looking
for states to merge. On every merge done the algorithms search the input data to
check if the samples are consistent with the automaton. Searching through the
input data for inconsistencies is expensive. The algorithms mentioned above use
different techniques and heuristics to perform this search efficiently.

q1 q2 q3 q4q4 q5

q6 q7 q8

take put load unload

take

load unload

Figure 3.2: The PTA generated from the set of accepted words {〈take〉, 〈take,
put, load, unload〉, 〈take, put, take, load, unload〉}
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Approximate algorithms, on the other hand, rely on heuristics to provide
an automaton that approximately describes the input data. Examples of these
algorithms are EDSM [33], SAGE [34], and ED-BEAM [32]. These algorithms
work in similar ways to their exact counterparts, the difference lies in the way
they perform the state merging. Additionally, these algorithms keep updating the
PTA by backtracking and improving previous merges.

In order to obtain an accurate model of the system, the learner needs to have
access to accepting and non-accepting data [35]. In a manufacturing context
access to accepting data is usually never a problem. However, there does not
seem to exist ways to obtain non-accepting data. Hence, the models identified
using passive learning methods are limited to the fact that they represent only the
observed behavior. One major problem when applying passive algorithms is the
state-space explosion. It has been proved that learning from sampled data is NP-
complete [35]. Thus, most of the algorithms are created and tested on problems
with a significantly smaller state-space [27] compared to what is needed in a
manufacturing setting.

Paper 3 uses ideas from passive learning in conjunction with active learning
methods to obtain a more accurate model of the system.

3.1.2 Active Learning

Active Learning, or learning with queries, is a setting where it is possible to
interact with an oracle. The algorithms available under active learning make the
assumption that there is a minimal adequate teacher, which is an oracle that can
answer queries. An active learner poses queries to the oracle and based on the
responses constructs a model.

The analogy of a teacher and student fits well to explain the working of gen-
eral active learning techniques. The student is the learner, and the teacher is the
oracle. The student is given prior knowledge about the different events possi-
ble, in the example above it would be the set {take, put, load, unload}. And,
the student is allowed to pose two types of queries to the teacher. The first type
is about the membership of a given sequence of events; to this the teacher can
respond positively if the sequence results in an accepted state, else the response
is negative. The second type of query, called equivalence query, occurs when
the student presents a hypothesis model to the teacher. If the teacher responds
positively, that is, acknowledges that the model learnt by the student represents
the actual system fairly accurately, then a model is found and the learning termi-
nates. Else, in case the teacher finds the model incorrect, the student is presented
with a counterexample – a sequence of events that is allowed in the hypothesis
but not in reality, or vice versa. The student then updates its model to exclude or
include the behavior of the counterexample, and continues asking queries. This
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process iterates until a fairly accurate model is found.
For the sake of an example, lets say the student starts by asking if 〈take〉

is a member; the teacher responds positively. If the student then proposes a
model with a single event, then since the model is invalid the teacher provides a
counterexample by giving, say, the sequence 〈take, put, load, unload〉 The stu-
dent will then take the presented counterexample into consideration, make new
queries, and eventually present a new hypothesis. This process continues until
the teacher decides that an acceptable model is found. The procedure highlighted
above is intended only to provide an analogy into the actual learning process and
to show how this type of learning is closer to how humans learn. The actual
algorithms are far more complex. One of the most fundamental active learn-
ing algorithms is the L∗ algorithm introduced by [13], a detailed explanation
for which is provided in Paper 3, Section 4. This algorithm is known to run in
polynomial time and guarantees termination [13].

The L∗ algorithm has been a starting point for most of the research in the
field of active learning [13]. From an algorithmic perspective, there have been
only a handful of improvements and new approaches suggested. Schapire et.
al. [36] improve the L∗ algorithm by handling counterexamples that include a
homing sequence when it is not possible to reset the target system. In the case
when a robot is allowed to explore its surroundings to infer a map, it is tedious to
always reset the robot to its initial position. Hence, Schapire et. al [36] present
an algorithm that creates a homing sequence. Using this homing sequence allows
the robot to infer its current state. Kearns and Vazirani [26] introduce the idea
of discrimination trees to internally represent the knowledge of the system. The
idea of discrimination trees is further explored by Malte et al. [37] who suggest
the TTT 1 algorithm.

The L∗ algorithm has been used successfully in practical settings to learn
automata. Active automata learning has been applied to verify communication
protocols using Mealy machines [38, 39]. By using a suitable abstraction inter-
face, Arts [40] learn IO automata. Other techniques are directed towards learning
models of software systems; Malte et al. [41] apply active automata learning to-
wards learning models of software programs modeled as register automata, while
Smeenk et al. [42] focus on learning embedded software programs.

The active learning algorithms assume the existence of an oracle. If a com-
puterized oracle would exist, then there would be no problem to solve, since the
model would be available in the oracle, and the task would then be to extract the
model from the oracle. However, with the advancement of technology and easy
availability of simulation software, it is possible to create a digital twin of the
actual system to play the part of an oracle. These simulations are built up of sev-

1The name is derived from Spanning Tree, Discrimination Tree, and Discriminator Trie; the
three concepts fundamental to the algorithm.
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eral functions that can be executed using an external interface to the simulation
software. For example, the event “take” would have a function that makes the
robot pick the part from the pallet, or “put” would place the part on the machine,
and so forth. The teacher is then no longer an oracle, but an interface to this
simulation. It can then reply to queries by simulating the given sequence. The
accepted states are then identified by observing the simulation, which could be
achieved by reading the internal variables of the simulation and defining a pred-
icate expression over these variables. This setup is further elaborated in Paper 3,
Section 6.

However, in order to be able to apply these techniques to learn models there
needs to be a way to find counterexamples. Queries for membership are fairly
easy to handle, equivalence queries on the other hand are proved to be an NP-
complete problem [43]. Hence, finding counterexamples is a bottleneck for ac-
tive learning methods. In the case when the model of an existing system is to
be created, which also has a virtually commissioned counterpart, Paper 3 inte-
grates active and passive learning methods and presents the L+ algorithm that
uses observation data from the actual system to find counterexamples.

3.2 Process Mining
Process mining [14] is a field of study comprised of process discovery, confor-
mance checking, and model enhancement. Process discovery, similar to passive
learning, aims at creating a process model that imitates the observed process.
The difference between process discovery and passive learning lies in their objec-
tives. While process discovery takes a more pragmatic approach towards build-
ing and analyzing the underlying process in large organization, passive learning
is a more theoretical method focusing on finding grammars that represent the
data. What sets process discovery apart from passive learning is its integration
with the other components of Process Mining, conformance checking and model
enhancement, for investigating and maintaining the process models.

Process discovery techniques are used to understand task flows in large or-
ganizations where tasks can be performed for various resources or individu-
als. To do this, these techniques rely on process logs as input. The mini-
mal requirement for the logs is a tuple containing <caseId, event name,
attributes>. Here the caseId is a unique identifier that identifies the case
being handled; in a manufacturing context it could be viewed as the product
on which operations are run. The event name identifies the task executed.
A number of other attributes, such as time stamps, the name of the re-
source that performs the operation, product variant, can be appended to improve
the analysis. The resulting output from a discovery algorithm is a work-flow
model that can be represented by formalisms such as Petri nets [44], Transition
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Graphs [45], or Business Process Model and Notation diagrams [46].
The basic idea, in almost all Process Mining algorithms, is to construct a

relationship table from the input logs. The relationship table contains informa-
tion about the position of each event relative to the other events. In the example
above, irrespective of the actual sequence of events, every product will log the
sequence 〈take, put, load, unload〉. The relationship table will thus reflect a
“directly follows” relation between the pairs 〈take, put〉, 〈put, load〉, and 〈load,
unload〉. Thus, the resulting work-flow model is a straight sequence of these
events. In a more complex setting, where there are different paths observed, the
relationship table can additionally describe relations such as parallel or arbitrary.

The process outlined above closely resembles the alpha algorithm [47], the
most basic algorithm in Process Mining. However, the alpha algorithm is not
immune to noise in the logs, and also cannot be applied to systems that contain
loops in their execution. Several advanced Process Mining algorithms have been
presented that tackle these problems. The Heuristic Miner [48], for example,
builds a relationship table that contains the number of times an event occurs
before or after other events. Then, using heuristics to normalize this table, the
algorithm constructs a model representing the different relationships. Another
such algorithm, the Fuzzy Miner [49], aims to find closely related patterns and
group them into clusters. In doing so, it becomes possible to not focus on the
details, thus an abstract process is presented for possible further analysis.

A model defining relations between events is not the only form of output
achievable from Process Mining. It is also possible to get a model from various
perspectives and analyze different properties. For instance, by logging the ex-
ecution time and executing resource for each event as additional attributes it is
possible to analyze the system for bottlenecks and resource utilization. To this
end, a model representing the relationship between the resources is first created.
Then by aggregating the time spent at each resource, this model can include the
time each resource is occupied.

Process mining has shown significant benefits in understanding underlying
task flows, bottlenecks, resource utilization and many other factors within large
corporations [50, 51], and has also proved beneficial in health-care [52, 53, 54] to
learn and improve the underlying processes. Within the manufacturing domain,
though, there has been only a handful of studies of applying Process Mining.
Yang et. al. [55] and Viale et. al. [56] present a method to apply Process Min-
ing on manufacturing data. While the former uses structured and unstructured
data generated from a manufacturing system along with operators or workers to
provide domain level knowledge, the latter works with definitions of the system
provided by domain experts to find inconsistencies between the model and the
actual process. Yahya [57] shares interesting insights into using process mining
to understand manufacturing systems using artificially created logs. However,
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there seem to be two main factors missing when aiming to apply Process Mining
to manufacturing systems:

1. There is a lack of methods to capture and collect usable data from the
factory floor.

2. There is a lack of a defined data structure/abstraction useful for generating
models from factory data.

Paper 2 uses Process Mining to analyze manufacturing systems by collecting
data from the factory floor. Section 2 of Paper 2 provides a general architec-
ture that generates an event stream of program pointer data from the robots in
a manufacturing system. Furthermore, the paper elaborates on transforming the
generated event streams into the usable abstraction of operations. This abstracted
data is used as input to Process Mining algorithms to obtain models and analyze
the system. Section 4.3 of Paper 2 discusses visualization from an operation per-
spective, where the relations between different operations are studied to identify
unique patterns that correspond to different products. Section 4.4 then shows the
use of Process Mining to visualize how the product flows between the resources.
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Chapter 4

Summary of Contributions

This chapter provides a brief summary of the papers that are included as part of
this thesis.

Paper 1

Ashfaq Farooqui, Patrik Bergagård, Petter Falkman, and Martin
Fabian.
Error Handling Within Highly Automated Automotive Industry: Cur-
rent Practice and Research Needs. 2016 IEEE 21st International
Conference on Emerging Technologies and Factory Automation (ETFA),
2016, Berlin, Germany.

This paper presents a study on error handling in the Swedish automotive manu-
facturing industry, specifically the body-in-white segment. To this end, a survey
was conducted with several industry partners to get a glimpse into what were the
most common errors encountered and the measures taken to avoid them. Addi-
tionally, the paper looks at ongoing research that is aimed towards making man-
ufacturing highly automated. Based on the survey with industrial partners and
ongoing research, the paper identifies future directions of work that will help in-
dustries handle error scenarios. Tool breakage, resource malfunctions, software
bugs, and emergency stops were a few of the most common issues faced in the
industry. To be equipped to handle these problems operators need to be well
trained. Therefore additional effort is required to ensure training handles the
standard scenarios. A common need towards alleviating the problems identified
is the digitalization of the system and its processes.
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Paper 2
Ashfaq Farooqui, Kristofer Bengtsson, Petter Falkman, and Martin
Fabian.
From Factory Floor to Process Models: A Data Gathering Approach
to Generate, Transform, and Visualize Manufacturing Processes. Sub-
mitted for possible journal publication. 2018

This paper provides a software architecture to collect data from robot man-
ufacturing stations. The suggested architecture was designed to be applicable to
existing and new manufacturing stations. The collected data is abstracted into
the form of operations and can be visualized in real-time aiding the operators.
To show the applicability of the data, the software architecture was applied and
tested on manufacturing stations consisting of several robots. Then, process min-
ing methods are used to process the obtained data to construct a general model
that represents the activities of the station. Process mining algorithms are also
used to identify the relationship between the resources in the station.

Paper 3
Ashfaq Farooqui, Petter Falkman, and Martin Fabian.
Towards Automatic Learning of Discrete-Event Models using Queries
and Observations. Submitted for possible journal publication, 2018

This paper presents an approach to integrate active and passive learning by
introducing the L+ algorithm, an extension to the L∗ algorithm. The L∗ algo-
rithm, presented in Paper 5, shows the possibility to learn formal models from
a simulated environment. A major bottleneck to practically use the L∗ on man-
ufacturing stations relates to finding counterexamples. The approach presented
in this paper, specifically the L+ algorithm, uses previously collected sequential
operation data to find counterexamples to a model created by the L∗ algorithm.
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Chapter 5

Concluding Remarks and Future
Work

Building correct and error free control logic for manufacturing systems is a chal-
lenge. Mathematically well-defined formal methods provide the possibility to
analyze and understand the system. These formal methods can ease the task of
building control logic by focusing on building models that define the behavior
of the system, and analysis can then be performed on these models to verify that
given requirements are guaranteed to be fulfilled. Doing so allows the engineer
to focus on the behavior and not the underlying details of the system. However,
the models grow exponentially as the number of resources and operations per-
formed by them increases, and this makes it hard to manually create models.
Hence, it would be beneficial to be able to automatically build models that can
then be used by engineers to perform analysis by applying formal methods.

This thesis focuses on automatically building models of manufacturing sys-
tems to help during the maintenance stages, as well as during the early virtual
commissioning phase. To help operators doing maintenance, the current state
of the manufacturing system needs to be tracked and visualized in a way under-
standable by the operators. To this end, an architecture to collect and transform
execution data from robots in manufacturing stations is presented in Paper 2.
This data is used to aid operators, by visualizing the execution of the system,
to better understand and service the station in a timely manner. Furthermore,
the logged data is also used to infer a model that describes the behavior of the
system using Process Mining approaches. This model describes the relation-
ship between the different operations in the system, and the general product flow
between the resources.

The possibility to collect data and build a model in real-time creates many
more avenues to support operators. Live data from the manufacturing system
can be replayed and simulated in the model, in doing so any behavior not already
present in the model can be captured and presented to the operator for inspection.
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Similarly, the generated data can be used to continuously update the model, that
is, build the model in real-time. This live model can be verified against the
requirements of the manufacturing system to find deviations. Furthermore, these
models can be used to perform predictive maintenance on the resources, predict
delays, predict the throughput, thereby supporting the engineers and operators.

Another area that this thesis focuses on is learning of formal models from a
digital twin. Engineers can couple the digital twin with active learning during
the development process to analyze the effects of changing requirements. By
defining executable operations – sets of actions – that perform a specific task,
the learner is tasked with inferring a complete model that describes the behavior
of the simulation model. This helps in building flexible manufacturing systems in
which the engineers need not spend additional effort to manually build models
for every product variant. Thus, the learner can infer models for the different
products, using the virtual model, based on their requirements.

In conclusion, this thesis studied problems faced during error handling in the
manufacturing industry. Certain key problems were identified, and the remainder
of the thesis presented tools and techniques to tackle them. The presented ap-
proaches were tested and validated on small systems and toy examples to show a
proof of concept. However, to be able to fully use these benefits in an industrial
setting, the algorithms need to be improved and implemented.

Future work

To be able to fully realize the work presented in this thesis and apply it in
real demonstrations, there are several challenges that need to be handled. The
state-space explosion problem is one of the major challenges faced while try-
ing to learn models automatically. An approach to alleviate this challenge is
to use richer formalism to describe models; one such formalism is Extended
Finite Automata [58], an extension of finite-state machines that is built up of
bounded discrete variables and uses guards and actions to read and update vari-
ables while executing transitions. In order to automatically generate guards for
an Extended Finite Automaton, it might be worth to investigate if Binary Deci-
sion Diagrams [59] can be used to encode state information in the observation
tables. Then, by consolidating the state information in a smart way, to generate
guards for each transition.

Concerning generation of data from the factory floor as presented in Paper 2,
the current work is limited to gathering data from industrial robots. However,
most of the logic in complex systems is contained within the PLC. Therefore,
generation of execution data from PLCs into a reasonable abstraction is the next
natural step.

In a more broader context, a major challenge is to reason about the quality
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of the obtained models. Models are not perfect; they represent only a part of
the reality. But to be able to reason and make decisions by using such models,
there needs to be some metrics to help classify them. These metrics can provide
the engineer with a degree of confidence when performing analysis on the model,
and also help reason about the meaning of these results in relation to the physical
system.
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