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Alla mia famiglia
Do you write "the data is..." or "the data are..."? Is it singular or plural?

That is a deep philosophical question, actually.

It depends on whether you consider data to be facts (plural) or information (which is singular). It's a fascinating grammatical concept.

What if I only have one data point?

Then you have a single data point.
Abstract

Stochastic nonlinear systems are a specific class of nonlinear systems where unknown disturbances affect the system’s output through a nonlinear transformation. In general, the identification of parametric models for this kind of systems can be very challenging. A main statistical inference technique for parameter estimation is the Maximum Likelihood estimator. The central object of this technique is the likelihood function, i.e. a mathematical expression describing the probability of obtaining certain observations for given values of the parameter. For many stochastic nonlinear systems, however, the likelihood function is not available in closed-form. Several methods have been developed to obtain approximate solutions to the Maximum Likelihood problem, mainly based on the Monte Carlo method. However, one of the main difficulties of these methods is that they can be computationally expensive, especially when they are combined with numerical optimization techniques for likelihood maximisation.

This thesis can be divided in three parts. In the first part, a background on the main statistical techniques for parameter estimation is presented. In particular, two iterative methods for finding the Maximum Likelihood estimator are introduced. They are the gradient-based and the Expectation-Maximisation algorithms.

In the second part, the main Monte Carlo methods for approximating the Maximum Likelihood problem are analysed. Their combination with gradient-based and Expectation-Maximisation algorithms is considered. For ensuring convergence, these algorithms require the use of enormous Monte Carlo effort, i.e. the number of random samples used to build the Monte Carlo estimates. In order to reduce this effort and make the algorithms usable in practice, iterative solutions alternating local Monte Carlo estimates and maximisation steps are derived. In particular, a procedure implementing an efficient samples simulation across the steps of a Newton’s method is developed. The procedure is based on the sensitivity of the parameter search with respect to the Monte Carlo samples and it results into an accurate and fast algorithm for solving the MLE problem.

The considered Maximum Likelihood estimation methods proceed through local explorations of the parameter space. Hence, they have guaranteed convergence only to a local optimizer of the likelihood function. In the third part of the thesis, this issue is addressed by deriving initialization algorithms. The purpose is to generate initial guesses that increase the chances of con-
verging to the global maximum. In particular, initialization algorithms are derived for the Wiener-Hammerstein model, i.e. a nonlinear model where a static nonlinearity is sandwiched between two linear dynamical systems. For this type of model, it can be proved that the best linear approximation of the system provides a consistent estimate of the concatenation of the linear dynamics. Based on this result, two main initialization algorithms are derived. The first one is the *Exhaustive Search* approach, where all the combinations of the dynamics, expressed in terms of poles and zeros, of the best linear approximation are tested as initial guesses of a Maximum Likelihood estimation problem in the parameters of the nonlinearity. The main drawback of this approach resides in its combinatorial complexity in the number of poles and zeros of the linear approximation. The second one is the *Expanded Fractional Approach*, i.e. an improvement of the original Fractional Approach. In the original approach, the estimated dynamics are parametrized in a fractional way and only one optimization problem retrieves the initial guess for the linear dynamics. However, ill-conditioning problems can arise from specific configurations of the dynamics of the linear parts. With the Expanded Fractional Approach, the ill-conditioning issue is addressed and solved via series expansion of the fractional parametrization. Furthermore, a *lifted* formulation of the optimization problem resulting from the Expanded Fractional Approach allows for a faster convergence when using Newton-type methods.
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# Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLA</td>
<td>Best Linear Approximation</td>
</tr>
<tr>
<td>EFA</td>
<td>Expanded Fractional Approach</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation-Maximization</td>
</tr>
<tr>
<td>ESA</td>
<td>Exhaustive Search Approach</td>
</tr>
<tr>
<td>FA</td>
<td>Fractional Approach</td>
</tr>
<tr>
<td>FIM</td>
<td>Fisher’s Information Matrix</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>independent and identically distributed</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear Time Invariant</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MCEM</td>
<td>Monte Carlo Expectation Maximisation</td>
</tr>
<tr>
<td>MCML</td>
<td>Monte Carlo Maximum Likelihood</td>
</tr>
<tr>
<td>MH</td>
<td>Metropolis Hastings</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum Likelihood Estimator/Estimate</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PEM</td>
<td>Prediction Error Method</td>
</tr>
<tr>
<td>SMC</td>
<td>Sequential Monte Carlo</td>
</tr>
<tr>
<td>SS</td>
<td>State Space</td>
</tr>
<tr>
<td>WH</td>
<td>Wiener-Hammerstein</td>
</tr>
</tbody>
</table>
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Part I

Background
Chapter 1

Introduction

Observations, measurements, and experiments are at the basis of the scientific method formally introduced by Galileo Galilei in 1638, with his publication *Discorsi e Dimostrazioni Matematiche Intorno a Due Nuove Scienze* (Discourses and Mathematical Demonstrations Relating to Two New Sciences) [1]. In his work, Galileo argued the importance of using observations to formulate hypotheses and, subsequently, testing them via experiments. The subject of system identification strictly follows the same basic scientific methodology: it attempts to formulate hypotheses, the models, based on observed data from a phenomenon, the system.

Finding accurate and reliable models of complex systems is one of the main challenges of modern science and engineering, since they are needed, for example, to predict and control the outcome of events and phenomena of interest. These models are often expressed in a mathematical form. The simulation analysis carried out using mathematical models may avoid the construction of expensive experiments or prototypes. Moreover, mathematical models are at the basis of most modern control techniques.

A system is a real-world’s object producing signals depending on the internal interaction of variables of different kinds [2]. The produced signals are called outputs. In many cases, an observer can affect the behaviour of the system by applying external signals, which are called inputs. Other external signals that cannot be manipulated by the observer are called disturbances. They are mainly of two kinds: disturbances that can be directly measured and disturbances that can only be indirectly observed through the system outputs. In this context, the system identification task can be described as the following: given observed signals of a system, find a mathematical model that explains the observations as accurately as possible.

A mathematical model is an abstract representation of the system’s behaviour. It mathematically relates the inputs, the outputs, and the disturbances. Most of the physical phenomena and engineering applications
around us are of dynamical nature: the output of the system at a certain
time does not only depend on the inputs and disturbances at the same time,
but also on their history. Hence, a dynamical system can be modelled by
a set of differential or difference equations. This set of equations, defining
the *model structure*, is then indexed by a parameter $\theta$. A common subset of
models is the set of linear time-invariant models. These models assume linear
relationships between the input, the disturbances, and the outputs. Linear
models are widely used since the identification and the control theory for
this class of models is extensively developed [2]. However, when the actual
behaviour of the system cannot be captured by linear models, nonlinear
models have to be selected. Once a model structure has been selected, the
system identification task consists of finding a value for the parameter $\theta$ that
allows the model to explain the observations of the system. This is the scope
of the *parameter estimation method*. Since, in many cases, the observations
are affected by disturbance signals that cannot be measured directly, the
estimation method has to take into account the concept of *uncertainty*: the
model should describe the behaviour of the system as it was *not* affected
by disturbances. In order to achieve this result, a characterization of the
uncertainty is required.

A common approach to the uncertainty characterization is the *stochastic
approach*: the uncertainty is assumed to be of random nature and it is
characterized by probability distributions. Hence, with this approach, the esti-
mination method is an application of classical statistical inference techniques.
These techniques deal with the problem of extracting information from ob-
servations affected by disturbances, making them unreliable. Depending on
the assumptions on the nature of $\theta$, the stochastic approach can be further
divided into two main frameworks: the *frequentist* framework [3] and the
*Bayesian* framework. The first one assumes a deterministic nature, i.e. no
probability is attached to the unknown parameter. The inference method,
in this case, analyses what would happen if several experiments were to
be repeated. In this way, a point estimate of the parameter with some
sort of accuracy measure, e.g. confidence regions, is provided. The second
framework, instead, assumes a random nature of the parameter itself: some
*prior* information, expressed in terms of probability distribution, is attached
to the parameter and the inference method *transforms* the prior information
to *posterior* information by making use of the observations and the *Bayes’
theorem*. Hence, in this case, the outcome of the estimation method is the
posterior probability distribution of the parameter. In this thesis, the main
focus will be on estimation methods belonging to the frequentist framework.

In the area of statistical inference, the most commonly used estimation
method is the *Maximum Likelihood (ML)* method [2], [4], [5], [6]. As
mentioned before, given the presence of the disturbances, the observations are described as realization of stochastic variables. This description can be mathematically expressed with the joint Probability Density Function (PDF) of the observations. The likelihood function is then defined as this joint PDF evaluated at the available observations and seen as a function of the parameter $\theta$. The ML method provides a point estimate for the parameter by maximizing the likelihood function over $\theta$.

The ML method is commonly used because of its desirable statistical properties. In general, the search for a good model should be driven by criteria based on its usefulness rather than its similarity to the real/physical system. Some aspects of the system can be compared with its mathematical description, but an exact connection between them can never be establish. Nevertheless, statistical properties of estimation methods can be discussed by assuming that a true system, defined in terms of a mathematical description, exists. Hence, it is assumed that a true parameter $\theta_0$ exists and the observations are a realization of the model output with $\theta = \theta_0$. This is never true in practice, but the fiction of a true system is very useful for the theoretical analysis of the estimation methods and the assessment of the quality of the model. In this way, it is also possible to classify systems by using the mathematical models classification: with nonlinear system, for example, it is intended that the fictitious true system is a nonlinear model. This is also why the terms model and system are often interchangeable.

At least two basic properties need to be considered when assessing the quality of an estimator: consistency and efficiency. Consistency means that the estimates of $\theta$ get closer to the true parameter as the observations length increases. Since they are affected by disturbances, the estimates are of random nature. Hence, the convergence to the true parameter is considered in the probabilistic sense, see [4]. Efficiency is a property that relates the errors of consistent estimates. A consistent estimator is asymptotically efficient if the normalized error between the estimates results into a covariance matrix no larger than the covariance matrix of any other consistent estimator.

It is proven that, under weak assumptions, the Maximum Likelihood Estimator (MLE) is consistent and asymptotically efficient. Thanks to its statistical properties, the MLE is often preferred as parameter estimation method. However, it is not always possible to derive the likelihood function in analytic form. This is, for example, the case of systems containing nonlinear relationships between disturbances and outputs. Often, these systems are called stochastic nonlinear system. Hence, in these cases, some approximate solutions to the problem need to be adopted. Furthermore, the Maximum Likelihood estimation problem is often a non-convex optimization problem. Thus, numerical optimization algorithms based on local explorations are
used. These methods, however, only guarantee the convergence to a local
maximizer of the non-convex cost function.

The central object of this thesis is to address these two main issues:
finding the MLE when the likelihood function is not available in analytic
form and providing initialization algorithms for MLE in order to increase
the chances of finding a global maximizer. These issues are addressed, in
particular, for a specific class of nonlinear systems: the Wiener-Hammerstein
system. In the following sections, a detailed description of the research
problems and of the contribution of the thesis is presented.

1.1 Research Motivation

In this thesis, we are concerned with the problem of deriving a Maximum
Likelihood estimate for general nonlinear models. When a disturbance or a
unobserved (or latent) process is affecting the output of the model through
a nonlinear transformation, it is not always possible to derive an analytic
expression of the likelihood function. With latent process, we mean a set
of signals within our system that cannot be directly measured. This issue
is further explained by discussing the following two cases. In the first one,
we discuss the case when the disturbances affects the outputs of the system
only in an additive form. In these cases, the likelihood can be derived in
closed-form. The second case, instead, deals with the stochastic nonlinear
model. A disturbance enters the system through a nonlinear transformation.
Deriving the likelihood function in this case is very challenging.

1. Additive noise on the outputs. The output of the nonlinear model
is only affected by additive disturbances,

\[ y_t = f(u_t; \theta) + e_t \quad t = 1, \ldots, N \] (1.1)

where \( f(\cdot; \theta) : \mathbb{R} \to \mathbb{R} \) is a nonlinear static function parametrized in \( \theta \),
\( u_t \) and \( y_t \) are, respectively, scalar inputs and outputs, and \( e_t \) represents
the stochastic disturbance, modelled as i.i.d. random variables for
each \( t \), with a known PDF, \( e_t \sim p_{e}(e_t) \). This is the typical case of
measurement noise: the true system’s output is usually observed by
sensors that introduce additive measurement noise. By defining the
vector of the observations \( y = [y_1, \ldots, y_N] \), it is possible to construct
the joint PDF of the model outputs. Given the independence of the
disturbance \( e_t \) for each \( t \), the output \( y_t \) is also independent over \( t \),

\[ p(y; \theta) = \prod_{t=1}^{N} p(y_t; \theta) = \prod_{t=1}^{N} p(e_t; \theta) = \prod_{t=1}^{N} p(y_t - f(u_t; \theta)). \] (1.2)
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The ML estimate of $\theta$ can be therefore defined as

$$\hat{\theta}_{ML} := \arg \max_{\theta} \prod_{t=1}^{N} p(y_t - f(u_t; \theta)),$$  \hspace{1cm} (1.3)

and computed by solving an optimization problem. The complexity of the PDF $p(e_t)$ and of the nonlinear function $f(\cdot, \theta)$ will determine the complexity of the optimization problem, and whether numerical techniques will be required. For example, if the disturbances are normally distributed with zero mean and variance $\sigma_e^2$, $e_t \sim \mathcal{N}(0, \sigma_e^2)$, solving the optimization problem (1.3) is equivalent to

$$\min_{\theta} - \log p(y; \theta) = \min_{\theta} \sum_{t=1}^{N} (y_t - f(u_t; \theta))^2,$$  \hspace{1cm} (1.4)

which is a nonlinear least-squares problem. If $f(u_t; \theta)$ is defined as the predictor of the model, see [2], then (1.4) is also the Prediction Error Method (PEM) estimator [2], a widely used estimator that inherits the good statistical properties from the ML estimator. In the system identification context, $f(u_t; \theta)$ can be replaced by a regressor function $\psi(t, \theta)$ which also takes into account past inputs and outputs of the system. In this way, it is possible to represent dynamical models. Depending on the underlying system’s behaviour, several choices of the regressor function are possible. For instance, the regressor function representation is suitable for Nonlinear AutoRegressive with eXogenous input (NARX) models and Nonlinear AutoRegressive Moving Average with eXogenous input (NARMAX) models [2], nonlinear state-space models in predictor form, block-oriented models [7], Volterra series models [8]. The particular choice of model representation is usually based on prior knowledge about the system, but also on the final use of the model. This stage of the identification process is called model structure selection, and it is a fundamental and difficult step. In this thesis, we do not address the model structure selection problem, but we assume that a parametrized model is available and we are concerned with the parameter estimation task only. In literature, several approaches address the selection of a model structure for nonlinear systems, see e.g. [9] and [10].

The general model representation (1.1) only assumes additive measurement noise. Although this situation is common in practice, it does not cover all the possibilities of disturbances affecting the systems in the real world. A more general representation is given by the second case, discussed next.
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2. Latent process. We assume that a disturbance or a latent process $x_t$ affects the system’s output through a non-invertible nonlinear transformation. This is described by the following equation

$$y_t = f(x_t, u_t; \theta) + \varepsilon_t \quad t = 1, \ldots, N$$

where $x_t$ is a random variable distributed according to $p(x_t; \theta)$. The PDF of the latent process can also be function of $\theta$ or of a subset of it. In order to find the likelihood function, it is required to marginalize the unknown process out. By defining $x = [x_1, \ldots, x_N]$, the PDF of $y$ is

$$p(y; \theta) = \int p(y, x; \theta)dx,$$

where $p(y, x; \theta)$ is the joint PDF of $y$ and $x$. Even in case $p(y, x; \theta)$ has a known analytical form, the integral (2.5) is multidimensional and, in general, intractable, i.e. it has no closed-form solution. Hence, the challenge is to come up with approximate solutions to the ML problem for this case. The main approaches addressing this issue were originally based on Monte Carlo integration, see e.g. [11], [12], [13], [14]. By extending and improving these approaches, some ongoing research from the system identification community can be found in [15], [16], [17], [18], [19], where the ML estimation is based on Sequential Monte Carlo (SMC) methods. The main drawback of approaches based on Monte Carlo methods is that they can be computationally expensive and their convergence can be very slow. In this thesis, we will present the available solutions and analyse their issues. The goal is to improve some computational and convergence aspects.

Assuming for a moment that the likelihood function, or an approximation of it, has been found, a second issue needs to be addressed. In case of nonlinear models the MLE is obtained by solving a nonlinear optimization problem, which may be intractable too (not solvable in closed-form). Hence, this requires the deployment of numerical optimization techniques. Most of these techniques proceed through local explorations of the cost function, starting from an initial guess for $\theta$. A widely used technique for numerical optimization is the Newton’s method. By using information from the gradient and the Hessian of the cost function to optimize, the method is proved to converge to a stationary point of the gradient. Hence, depending on the starting point (initial guess), the method may end its search in the global or one of the local optimizers of the non-convex cost function. Of course, the latter case is not desirable. Thus, the choice of a good initial guess for the search algorithm is of crucial importance.
In case of likelihood intractability, the Newton’s algorithm cannot be deployed on the analytic likelihood, but approximate solutions have to be derived. For this, many approaches available in the literature suggest the deployment of numerical integration techniques to estimate the likelihood or its gradient. In this case, the key issue to address is to come up with integration and optimization routines that do not compromise the convergence to a local optimizer of the true likelihood. Only when this convergence is ensured, the problem of finding a good initial guess can be addressed.

In this thesis, the two issues regarding the derivation of approximate solution for intractable likelihood function and the search for a good initial guess are addressed. In particular, the first issue is addressed in general terms. A general stochastic nonlinear model is considered and a Newton-based method for solving the approximate ML problem is developed. The method is then tested on a particular model structure: the Wiener-Hammerstein (WH) model with process noise. This is a block-oriented model structure consisting of the interconnection of two LTI blocks with a static nonlinearity in the middle,

\[
x_t = G_W(q, \theta) u_t + w_t, \quad w_t \sim p_w(w_t), \\
z_t = f(x_t, \theta), \\
y_t = G_H(q, \theta) z_t + e_t, \quad e_t \sim p_e(e_t),
\]

(1.7)

where \(G_W(q, \theta), G_H(q, \theta)\) are the two LTI systems, represented as discrete-time transfer functions (\(q\) denotes the time-shift operator), parametrized in \(\theta\), and \(f(\cdot, \theta)\) is a static nonlinearity. Due to the presence of the disturbance \(w_t\) (process noise), the intermediate signal \(x_t\) can be seen as a latent process. Since \(x_t\) is then filtered through the nonlinear transformation \(f(\cdot, \theta)\), the likelihood \(p(y; \theta)\) cannot be computed in closed-form. Hence, the WH model with process noise is a special instance of the stochastic nonlinear models class, and it will be referred to as stochastic WH model.

The second issue is harder to consider in general terms. Thus, initialization algorithms for the search of the global optimizer is developed for WH models only. For this kind of block-oriented model structure, in fact, it is shown that linear approximations can be effectively used to initialize the nonlinear ML optimization problem. Both the cases of stochastic WH model and WH model (no process noise) are considered.

In the next section, the outline of the thesis is presented and the contributions are detailed.
1.2 Outline of the Thesis and Contributions

Most of the results presented in this thesis are based upon well-established concepts in system identification and statistical estimation theory. A brief overview of these basic concepts is therefore given in Chapter 2. In particular, the Maximum Likelihood method is presented and explained in details. Then, we discuss the standard solutions for finding the MLE when the likelihood function is available or can be computed in closed-form. This special class of models is often referred to as tractable models. Although, in this case, the likelihood is available in closed-form, the optimization problem may still require approximate solutions. Standard numerical optimization methods are used in this case, such as the gradient-based algorithms and the Expectation-Maximization algorithm.

In the next two parts, the contributions of this thesis are presented. The first part (Chapters 3-4) addresses the case of likelihood intractability. This issue is usually addressed by computing Monte Carlo estimates of the intractable quantity. Maximum Likelihood methods based on Monte Carlo estimates, however, may show high complexity or stability problems. Hence, in Chapter 3, we analyse the main issues of methods based on Monte Carlo estimates and we propose, in Chapter 4, some modifications addressing the main computational and stability issues. The derived solutions reduce the overall complexity of the estimation methods, by implementing an efficient use of the Monte Carlo samples. The results presented in this part are extensions of
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Chapter 2

Background

In this chapter, a background on basic estimation theory and system identification concepts is introduced. The focus is on the Maximum Likelihood method and its statistical properties. The problem of finding the MLE for stochastic nonlinear models is then introduced and discussed. Finally, standard methods for the case of tractable models are presented.

2.1 Signals and models

The objective of system identification is to model dynamical systems given a set of observed data

\[ Z^N = \{u_t, y_t\}_{t=1}^N = \{u, y\} \tag{2.1} \]

where \( u \in \mathbb{R}^N \) and \( y \in \mathbb{R}^N \) are, respectively, input and output signals of the system. A basic assumption in system identification is that the behaviour of the system is well approximated by some parametrized mathematical model. The choice of the parametrization depends on the application. Experience and prior information are important factors in selecting a proper model parametrization. Of course, the mathematical model cannot provide an exact description of the system, but modelling errors are always present. Furthermore, other disturbances may affect the system’s output. Hence, it is important to extend the model definition by using a stochastic framework. In this way, it is possible to model the uncertainty present in the system and use statistical inference techniques for parameter estimation. In the following, we introduce the main assumptions and definitions on signals and models, required by the stochastic framework.
2.1.1 Basic assumptions and definitions

The output signal \( y \) is therefore modelled as a set of random variables distributed according to a joint probability density function. In this thesis, we assume that the input signal is known exactly and the joint PDF of the output is parametrized by a finite-dimensional real vector \( \theta \in \Theta \subset \mathbb{R}^{N_\theta} \),

\[
y \sim p(y; \theta).
\]

Hence, the PDF describes the model behaviour by wrapping a deterministic part of the model within a stochastic envelope. Based on the nature of the mathematical relationships contained in the model, different model definitions are possible. The mathematical models considered in this thesis are part of the class of stochastic parametric nonlinear dynamical model. Using the formulations introduced by [20], we have the following definition and assumption.

**Definition 2.1.1.** *(Stochastic parametric nonlinear dynamical models)* The models are defined by the following discrete-time output relations

\[
y_t = f(\{u\}_{k=1}^{t-1}, \{v\}_{k=1}^{t}; \theta), \quad t = 1, 2, \ldots, N,
\]

(2.3)

where \( f \) is a nonlinear function, \( \theta \) is the parameter to be estimated, and \( \{v\}_{k=1}^{t} \) is a sequence of latent random variables.

The dependence of the output on past values of inputs and unknown signals \( \{v\}_{k=1}^{t} \) makes the model dynamic. The signals \( \{v\}_{k=1}^{t} \) summarize all the stochastic contributions to the model output. For stochastic nonlinear dynamical systems, the main sources of disturbances are the latent process \( x = \{x_t \in \mathbb{R}^{d_x}\}_{t=1}^{N} \) and the measurement noise \( e = \{e_t\}_{t=1}^{N} \). Hence, in this thesis, we will make the assumption that

\[
v_t = [x_t, e_t].
\]

(2.4)

Since \( x_t \) is a latent process, the PDF of the outputs has to be calculated by marginalization, i.e. solving the multi-dimensional integral

\[
p(y; \theta) = \int_{\mathbb{R}^{d_N}} p(y, x; \theta)dx
\]

(2.5)

where \( p(y, x; \theta) \) is the joint PDF of outputs and latent process.

Finally, as mentioned in the introduction, it is useful to describe the real system in terms of mathematical relations, in order to compare and analyze the quality of the estimators. Hence, we assume that a true system exists, which we define in the following.
Assumption 2.1.1. (True system and true parameter) The observed data are generated by the following mathematical relation

\[ y_t = f(\{u_{t-1}^{t}\}, \{v_{k=1}^{t}\}; \theta_0), \quad t = 1, 2, \ldots, N, \]  

where \( \theta_0 \in \Theta \subset \mathbb{R}^N \) is defined as the true parameter.

2.1.2 State-space models

A special class of nonlinear dynamical models is the class of discrete-time nonlinear state-space models. These models are composed by a set of first order difference equations. Thanks to its flexibility and generality, a state-space model can describe the behaviour of a wide range of nonlinear systems. The stochastic state-space model can be defined by the following state and output equations

\[ x_{t+1} = h(x_t, u_t; \theta) + w_t, \]
\[ y_t = g(x_t; \theta) + e_t, \quad t = 1, 2, \ldots, N. \]  

where \( w_t \) and \( e_t \) are, respectively, process and measurement noise. A particular instance of this model class considers only additive disturbances on the state and output equations

\[ x_{t+1} = h(x_t, u_t; \theta), \]
\[ y_t = g(x_t; \theta), \quad t = 1, 2, \ldots, N, \]

Given the presence of the process noise \( w_t \), the state \( x_t \) can be viewed as a latent/hidden process, in accordance with Definition 2.1.1.

2.1.3 Wiener-Hammerstein models

In this thesis, ML estimates and initialization algorithms are developed for another important class of stochastic nonlinear dynamical models: the Wiener-Hammerstein (WH) model. The WH model is a single-input/single output model and it is part of the block-oriented structures family. Block-oriented models represent a more structured approach to nonlinear modelling, see [7]. In particular, nonlinear systems whose behaviour can be easily decomposed in linear and static nonlinear contributions are well-described by block-oriented model structure. The linear contributions are modelled by Linear Time-Invariant (LTI) dynamical blocks. They can have several mathematical representations, such as rational transfer functions, linear state-space models, basis function expansions, or nonparametric descriptions, e.g. nonparametric frequency responses. The static nonlinearity can be
Chapter 2. Background

Figure 2.1: The Wiener-Hammerstein system

expressed by basis function models, polynomial expressions, nonparametric kernel models, etc.

The LTI block and the static nonlinearities can be combined in many ways. The simplest combinations are the Wiener model and the Hammerstein model. In the first case, the input of the system is filter by an LTI block, whose output goes through a static nonlinearity. The Hammerstein model is the reverse: the nonlinearity is present at the input, followed by an LTI model. By combining these two models, we obtain the Wiener-Hammerstein model. It is composed by two LTI blocks with a static non-linearity in the middle, see also Figure 2.1,

\[
x_t = G_W(q, \theta_W)u_t + w_t,
\]
\[
z_t = f(x_t, \theta_{NL}),
\]
\[
y_t = G_H(q, \theta_H)z_t + e_t,
\]  
with \( \theta = [\theta_W, \theta_{NL}, \theta_H] \). Similarly to the state-space model, also in this case \( w_t \) and \( e_t \) are, respectively, process and measurement noise. The function \( f \) is a static nonlinear function, while \( G_W \) and \( G_H \) are two LTI systems expressed in terms of discrete-time transfer functions, parametrized in \( \theta \).

The operator \( q \) defines the forward time shift operation, i.e.

\[
q u_t = u_{t+1}.
\]

A generic discrete-time transfer function \( G(q; \theta) \) is defined in terms of rational functions

\[
G(q, \theta) = \frac{B(q, \theta)}{F(q, \theta)},
\]  
where \( B(q, \theta) \) and \( F(q, \theta) \) are polynomials in the shift operator whose coefficients are functions of \( \theta \).

In this thesis, we will consider the following parametrization for the blocks of the WH model. The two linear parts are parametrized with two stable linear time-invariant transfer functions. In the discrete-time domain,
they can be expressed as

\[
G_W(q, \theta_W) = \sum_{k=0}^{n_W} b_k^W q^{-k} \frac{1}{1 + \sum_{k=1}^{n_W} a_k^W q^{-k}}, \tag{2.11}
\]

\[
G_H(q, \theta_H) = \sum_{k=0}^{n_H} b_k^H q^{-k} \frac{1}{1 + \sum_{k=1}^{n_H} a_k^H q^{-k}}, \tag{2.12}
\]

where \(\theta_W = [b_0^W, ..., b_{n_W}^W, a_1^W, ..., a_{n_W}^W]\) and \(\theta_H = [b_0^H, ..., b_{n_H}^H, a_1^H, ..., a_{n_H}^H]\) are the parameter vectors. The static non-linearity is expressed as a basis functions expansion,

\[
f(x_t, \theta_{NL}) = \sum_{k=1}^{d} \theta_{NL}^k f_k(x_t), \tag{2.13}
\]

where \(f_k\) are the basis functions, \(\theta_{NL}^k\) are the parameters entering linearly in \(f\), and \(d\) is the number of basis functions.

An advantage of the block-oriented models is that, under some assumptions, the best linear approximation (BLA) \[21\], \[22\], \[23\] of the nonlinear system is strictly related to the LTI blocks, see \[10\], \[24\]. This result is used to separate the estimation of the linear and nonlinear parts of the model. In this thesis, we will use and extend this result, in order to derive initialization algorithm for the stochastic Wiener-Hammerstein model identification. In some cases, we will test the derived algorithms on experimental data provided by a real system that can be modelled as a WH. This is presented next.

### 2.1.4 The Wiener-Hammerstein benchmark system

In this thesis, real experimental data from a Wiener-Hammerstein benchmark example are used to test some of the derived algorithms and methods. The benchmark was originally proposed by \[25\]. The real system is an electronic WH system built by sandwiching a resistor-diode network in between two third-order Cheyshev filters. A picture of the electronic system is reported in Figure 2.2. The benchmark data presented in \[25\] were collected from the real WH system when only the measurement noise \(e_t\) was affecting the system’s output.

More recently, a modification of the benchmark example has been presented, see \[26\]. In this case, an additional disturbance has been introduced at the input of the resistor-diode network, to simulate the effect of the process noise. From the information available in \[26\], we know that the noises sources \(e_t\) and \(w_t\) can be considered to be white and Gaussian. The dominant noise source is \(w_t\), the measurement noise \(e_t\) is very small. We
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Figure 2.2: The Wiener-Hammerstein benchmark system

will use this second benchmark set of data to test the algorithms derived for the stochastic WH model.

2.2 Parameter estimation methods

Once a mathematical model and a stochastic framework have been determined, the next step of the system identification procedure is to choose a parameter estimation method. In the frequentist framework, two methods are mainly used for parameter estimation. They are the Maximum Likelihood Method and the Prediction Error Method (PEM). In this thesis, the focus will be on the first one, introduced in the following. Nevertheless, we also briefly present the PEM and its connection with the ML method.

2.2.1 The Maximum Likelihood method

The Maximum Likelihood method is a statistical inference method introduced by Fisher [27]. It is based on the likelihood function, which is defined in the following.

**Definition 2.2.1.** (Likelihood function) Given the joint PDF of the outputs of the system

\[ p(y; \theta) = p(y_1, y_2, \ldots, y_N; \theta), \]  

the likelihood function is defined as the joint PDF \( p(y; \theta) \) evaluated at a particular realization (observation) \( y^* \) of the random vector \( y \),

\[ p(y^*; \theta). \]  

This is a deterministic function of \( \theta \), once the numerical value \( y^* \) is inserted.
Hence, a reasonable estimator of $\theta$ is the one following the likelihood principle: pick the value of $\theta$ so that the observed event becomes as likely as possible. In mathematical terms, this can be defined as in the following.

**Definition 2.2.2.** (Maximum Likelihood Estimator) The random variable

$$\hat{\theta}_{ML} = \arg \max_{\theta \in \Theta} p(y^*; \theta).$$

(2.16)

is the Maximum Likelihood Estimator (MLE) of $\theta$.

With these definitions, some statistical properties of the MLE can be discussed. Since the estimator is a random variable, its quality can be assessed by its mean-square error matrix

$$P = \mathbb{E}[\hat{\theta}_{ML} - \theta_0][\hat{\theta}_{ML} - \theta_0]^T.$$  

(2.17)

where $\theta_0$ is the true parameter. It is desirable to come up with estimators with small $P$. For unbiased estimators, see [28], [29], it exists a lower limit to the value of $P$. This limit is defined by the Cramér-Rao inequality.

**Theorem 2.2.1.** (Cramér-Rao inequality) Let $\hat{\theta}$ be an unbiased estimator of $\theta$, and assume that the PDF of the observations $y^*$ is $p(y^*; \theta_0)$. Then

$$\mathbb{E}[\hat{\theta} - \theta_0][\hat{\theta} - \theta_0]^T \geq M^{-1}$$

(2.18)

where $M$ is the Fisher Information Matrix (FIM), defined by

$$M = -\mathbb{E}[\nabla^2_\theta \log p(y^*; \theta)]_{\theta = \theta_0},$$

(2.19)

in which $\nabla^2_\theta \log p(y^*; \theta)$ denotes the Hessian of the log-likelihood function of $\theta$.

A proof of the Cramér-Rao inequality is given in [2]. In case of independent observations, the ML estimator benefits from the following asymptotic properties [30], [31].

**Theorem 2.2.2.** Suppose that the random variables $y_1, y_2, \ldots, y_N$ are independent and identically distributed, so that

$$p(y; \theta) = \prod_{t=1}^{N} p(y_t; \theta).$$

(2.20)

Suppose also that the distribution of the observation $y^*$ is given by $p(y^*; \theta_0)$. Then

$$\lim_{N \to \infty} \hat{\theta}_{ML} = \theta_0 \quad w.p. \ 1,$$

(2.21)

and

$$\sqrt{N}[\hat{\theta}_{ML} - \theta_0] \sim \mathcal{N}(0, M^{-1}).$$

(2.22)
The two results of Theorem 2.2.2 are also referred to as, respectively, consistency and asymptotic efficiency. Thanks to these properties, the MLE is thus the best possible estimator and it is widely used in many scientific fields, including system identification. It is however important to underline that those properties hold asymptotically, as $N$ approaches infinity. In the finite case, there are no general guarantees. Nevertheless, in many practical cases, the MLE shows its asymptotic properties even for finite but long enough data sequence. This is also why the MLE is widely used in practice.

Once the MLE has been defined, the next step is to compute it. For general nonlinear models, the optimization problem (2.16) cannot be solved in closed-form. Hence, numerical optimization techniques are employed. Furthermore, we will discuss the problem of finding the MLE for stochastic nonlinear models, i.e. when the likelihood function has to be calculated as marginalization of the latent process, see Equation (2.5). The methods for the computation of the MLE are presented in Section 2.3.

### 2.2.2 Connection with the Prediction Error Method

Another widely used family of parameter estimation methods is the family of Prediction Error Methods (PEMs), see [2], [6], [32]. In this case, the main idea is to write the parametrized model in terms of parametrized predictor: known inputs and previous observed outputs are used to predict future outputs. Then, the parameter estimation is performed via minimization of some metric $\ell$ defined on the prediction error $e_t(\theta)$, i.e. the distance between the observed and predicted output.

The one-step-ahead predictor is defined by the function

$$\hat{y}_{t|t-1}(\theta) = \phi(Z^{t-1}, t, \theta), t = 1, \ldots, N$$  \hfill (2.23)

where $Z^{t-1} = \{u_i, y_i\}_{i=1}^{t-1}$ and it is assumed the presence of one-time input delay. Also in this case, the function $\phi$ can be selected based on prior knowledge of the system and on the stochastic description of it. Once this predictor is defined, the parameter estimation is done by solving a minimization problem.

**Definition 2.2.3.** *(Prediction Error Method estimator)* Given a predictor function $\phi$ and a nonnegative scalar-valued function $\ell$, the random variable

$$\hat{\theta}_{PEM} := \min_{\theta} \sum_{t=1}^{N} \ell(e_t(\theta), t; \theta),$$  \hfill (2.24)

where $e_t(\theta) = y_t - \hat{y}_{t|t-1}(\theta)$, $\forall t = 1, \ldots, N$, is the prediction error method estimator.
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The particular choice of \( \ell \) and \( \phi \) defines the particular instance of the estimator within the family of PEMs. When this metric and predictor can be chosen according to the exact probabilistic nature of the data, the PEM coincides with the ML method. This is true for the following additive measurement noise case. Assume that the data are generated according to

\[
y_t = \phi(Z^{t-1}, t, \theta) + e_t, \quad t = 1, \ldots, N
\]

(2.25)

where \( e_t \) is an independent zero mean process, with PDF \( p(e_t; \theta) \). Thus, it is easy to define the likelihood function of the observed output as a reflection of the PDF of \( e_t \),

\[
p(y; \theta) = \prod_{t=1}^{N} p(e_t; \theta) = \prod_{t=1}^{N} p(y_t - \phi(Z^{t-1}, t, \theta); \theta)
\]

(2.26)

The MLE can thus be found by

\[
\min_{\theta} - \log(p(y; \theta)) = \min_{\theta} - \sum_{t=1}^{N} \log(p(y_t - \phi(Z^{t-1}, t, \theta); \theta)).
\]

(2.27)

If we choose the predictor for the PEM as

\[
\hat{y}_{t|t-1}(\theta) = \phi(Z^{t-1}, t, \theta)
\]

(2.28)

and the metric \( \ell \) as

\[
\ell(e_t, t, \theta) := - \log(p(e_t; \theta)),
\]

(2.29)

where \( e_t(\theta) = y_t - \hat{y}_{t|t-1}(\theta) \), the PEM estimator would be provided by

\[
\min_{\theta} - \sum_{t=1}^{N} \log(p(y_t - \phi(Z^{t-1}, t, \theta); \theta)),
\]

(2.30)

which coincides with the ML estimator, defined in (2.27). This entails that the PEM estimator inherits the statistical properties of the ML estimator, i.e. consistency and asymptotic efficiency. The equivalence to the MLE is due to the fact that, in this case, it is possible to choose the predictor for the PEM estimator according to the actual stochastic description of the data, defined in (2.25). As already discussed in the introduction, this is not the general case for the stochastic nonlinear models, for which the presence of the latent process makes the equivalence invalid. Hence, the focus of this thesis will be on the derivation of ML estimates and, in case of stochastic WH model, we will show that a standard PEM approach, as defined in (2.30), leads to inconsistent estimates.
Nevertheless, it is important to stress that when PEM is not equivalent to the MLE, this does not directly imply its inconsistency. In fact, there are other ways to define the predictor and the metric in order to obtain consistent PEM estimates, even when it does not coincide with the MLE. Recent studies in this direction can be found in [20], [33]. A consistent PEM estimator might be harder to define, but the related optimization problem would be easier to solve. On the other hand, a ML estimator is always possible to define, but finding the MLE solution might be difficult. From this point of view, this thesis is an attempt to simplify the search for the MLE.

2.3 Finding the MLE for stochastic models

In this section, an overview of the main numerical techniques for finding the MLE, when the optimization problem (2.16) cannot be solved in closed-form, is presented. In particular, we consider the case of stochastic nonlinear models. The key quantity of the ML problem is the likelihood function. For stochastic model, this is calculated via marginalization of the latent process

$$p(y; \theta) = \int_{\mathbb{R}^{d_xN}} p(y, x; \theta) dx,$$  \hspace{1cm} (2.31)

where $y \in \mathbb{R}^N$ and $x \in \mathbb{R}^{d_xN}$. The methods presented in this chapter and in the rest of the thesis require a basic assumption regarding the joint PDF $p(y, x; \theta)$.

Assumption 2.3.1. The joint PDF $p(y, x; \theta)$ has a known analytical form, parametrized in $\theta$.

This assumption holds for many nonlinear dynamical models, e.g. state-space models with known process and measurement noise distributions, or block-oriented models with similar characteristics. The joint PDF can be factorized as

$$p(y, x; \theta) = p(x|y; \theta)p(y; \theta).$$  \hspace{1cm} (2.32)

In this case, Assumption 2.3.1 imposes that both $p(x|y; \theta)$ and $p(x; \theta)$ have a known analytical form. In an analogous way, it is possible to factorize the joint PDF as

$$p(y, x; \theta) = p(x|y; \theta)p(y; \theta),$$  \hspace{1cm} (2.33)

where $p(x|y; \theta)$ is the posterior distribution of $x$ given $y$. If this posterior is known, then the likelihood function can be computed as

$$p(y; \theta) = \frac{p(y, x; \theta)}{p(x|y; \theta)}.$$  \hspace{1cm} (2.34)
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Hence, the computation of the likelihood function of stochastic models requires either the solution in closed-form of the integral in (2.31) or the availability in analytical form of the posterior $p(x|y; \theta)$. Thus, we can define the \textit{intractable} stochastic nonlinear models in the following way.

\textbf{Definition 2.3.1.} (Intractable stochastic nonlinear models) A stochastic nonlinear model, see \textit{Definition 2.1.1}, is defined intractable if the likelihood function of its outputs, $p(y; \theta)$, is not available in analytical form.

This happens when both the integral (2.31) cannot be solved in closed-form and the posterior $p(x|y; \theta)$ is not available. While Assumption 2.3.1 holds for many nonlinear systems, the tractability of the integral (2.31) or the availability of the posterior $p(x|y; \theta)$ are satisfied very rarely in case of nonlinear systems. Approximate solutions for the ML problems, in this case, will be discussed in the next chapter.

Nevertheless, it is still important to present the available solutions to the ML problem when either the likelihood function (and its gradient) or the posterior $p(x|y; \theta)$ possess a known analytical form. When this happens, the stochastic models are often referred to as \textit{tractable} models. The two main approaches for finding the MLE for tractable models are the gradient-based and the Expectation-Maximization algorithms. The first one is mainly used when the likelihood function and/or its gradient are available, the second one when the same is true for the posterior $p(x|y; \theta)$.

\subsection*{2.3.1 Gradient-based algorithms}

Gradient-based algorithms are widely used in numerical optimization, see [34], [35]. The two main algorithms in this class are the steepest-ascent algorithm and the Newton’s method. They are iterative algorithms that, starting from an initial guess of $\theta$, proceed through local explorations of the quantity to optimize. The key quantity used in the iterations is the gradient of the likelihood function $\nabla_{\theta} p(y; \theta) = \frac{\partial}{\partial \theta} p(y; \theta)$. (2.35)

The steepest-ascent algorithm updates the guesses of $\theta$ by iterating

$$\theta^{(i+1)} = \theta^{(i)} + \alpha \nabla_{\theta} p(y; \theta)|_{\theta=\theta^{(i)}}$$ (2.36)

where $\alpha$ is a small non-negative real number and it is used to control the size of the update. In this formulation, only the gradient of the likelihood is evaluated at each iteration. In practice, line-search techniques [34] are also implemented, in order to guarantee that the update in $\theta$ provides an
increase of the value of the cost function and that the algorithm is stable. In this case, the evaluation of the likelihood function is also required.

The Newton’s method makes use of the gradient and the Hessian of the likelihood function. The iterative update is

$$\theta^{(i+1)} = \theta^{(i)} - [\nabla^2 \theta p(y; \theta)|_{\theta = \theta^{(i)}}]^{-1}\nabla \theta p(y; \theta)|_{\theta = \theta^{(i)}}. \quad (2.37)$$

Also in this case, a small step size $\alpha$ can be introduced

$$\theta^{(i+1)} = \theta^{(i)} - \alpha[\nabla^2 \theta p(y; \theta)|_{\theta = \theta^{(i)}}]^{-1}\nabla \theta p(y; \theta)|_{\theta = \theta^{(i)}}. \quad (2.38)$$

The Newton’s method has quadratic convergence, see [34]. Therefore, its use is desirable. However, its application hinges on the possibility of efficient computation and use of the Hessian matrices. Fortunately, recently developed algorithmic tools allow for fast computation of sensitivity information, see [36]. Moreover, when non-invertible or ill-conditioned Hessian matrices render the Newton’s scheme difficult to implement, other methods can be used to alleviate such difficulties, i.e. the quasi-Newton methods [34].

When using gradient-based algorithms for solving ML problems, it is also quite common to work with the log of the likelihood function instead of the likelihood itself. This may provide some numerical benefits. In fact, the likelihood of dynamical system’s outputs is usually expressed in terms of product of single realization distributions, $p(y; \theta) = \prod_{t=1}^{N} p(y_t; \theta)$. For big $N$, this value may become very small. The use of logarithm turns the product into a sum and the produced values may be more tractable. Furthermore, the gradient of log-likelihood is usually well-scaled compared to the gradient of the likelihood, especially for the exponential family distributions.

Finally, both gradient-based and Newton’s methods are proved to converge to a stationary point of the gradient. Hence, in case of non-convex likelihood function, only local convergence is guaranteed. This is why the choice of the initial guess $\theta_0$ is of crucial importance, and it is one of the issues addressed in this thesis. In fact, in case of Wiener-Hammerstein models, we will discuss a particular initialization strategy based on linear approximations of the nonlinear system.

2.3.2 The Expectation-Maximization algorithm

Similarly to the gradient-based algorithms, the Expectation-Maximization (EM) algorithm is another iterative procedure for solving ML problems. It is mainly employed when a latent process or, more generally, incomplete data are present, see [37]. The algorithm requires the knowledge of the posterior $p(x|y; \theta)$ but it assumes that the likelihood function is not available. In fact, it makes use of intermediate quantities, function of the joint PDF
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\[ p(y, x; \theta) \], in order to maximize the likelihood function. This is explained in the following. Consider the likelihood factorization

\[ p(x|y; \theta) = \frac{p(y, x; \theta)}{p(y; \theta)}. \] (2.39)

By taking the log of these quantities, we obtain

\[ \log p(y; \theta) = \log p(y, x; \theta) - \log p(x|y; \theta). \] (2.40)

Given a guess value \( \theta^{(i)} \) of the parameter, and knowing the posterior density \( p(x|y; \theta) \), the latent process can be marginalized over this posterior, providing

\[ \log p(y; \theta) = \int \log p(y, x; \theta)p(x|y; \theta^{(i)})dx - \int \log p(x|y; \theta)p(x|y; \theta^{(i)})dx. \] (2.41)

By defining

\[ Q(\theta, \theta^{(i)}) = \int \log p(y, x; \theta)p(x|y; \theta^{(i)})dx, \]

\[ -S(\theta, \theta^{(i)}) = -\int \log p(x|y; \theta)p(x|y; \theta^{(i)})dx, \] (2.42)

it is possible to write

\[ \log p(y; \theta) - \log p(y; \theta^{(i)}) = (Q(\theta, \theta^{(i)}) - Q(\theta^{(i)}, \theta^{(i)})) + (S(\theta^{(i)}, \theta^{(i)}) - S(\theta, \theta^{(i)})). \]

The quantity \( (S(\theta^{(i)}, \theta^{(i)}) - S(\theta, \theta^{(i)})) \) is defined as the relative entropy and it is always non-negative, see [38]. Hence, in order to obtain a positive increment of the log-likelihood function, we have to seek for another value \( \theta^{(j)} \) of \( \theta \) such that

\[ Q(\theta^{(j)}, \theta^{(i)}) - Q(\theta^{(i)}, \theta^{(i)}) \geq 0. \] (2.43)

That is the basic principle of the EM algorithm, whose steps are formalized in the following.

- **E-step:** Compute \( Q(\theta, \theta^{(i)}) = \mathbb{E}_{p(x|y;\theta^{(i)})}[\log p(y, x; \theta)] \)

- **M-step:** Compute \( \theta^{(i+1)} = \arg \max_{\theta} Q(\theta, \theta^{(i)}) \)

By iterating these two steps, the algorithm is proved to converge to a local maximum of the likelihood function, see [39]. The rate of convergence of standard EM algorithm is linear [37].

Compared to the gradient-based algorithm, the use of the EM algorithm is highly suggested when the E-step is cheap to compute and the M-step has a simple expression allowing a closed-form solution. When the E-step is
computationally expensive and/or the M-step requires the deployment of numerical optimization techniques, there is no clear advantage of using the EM algorithm instead of a gradient-based algorithm. However, it has been proved that each M-step does not need full convergence to a local maximizer, but any parameter guess $\theta^{(i+1)}$ satisfying the condition $Q(\theta^{(i+1)}, \theta^{(i)}) > Q(\theta^{(i)}, \theta^{(i)})$ is enough. Thus, some approaches propose to use only one iteration of a gradient-based algorithm to solve the M-step, see e.g. [40]. On the other hand, the use of gradient-based algorithm is highly suggested when second-order information are easy to compute, allowing quadratic convergence, which is clearly a benefit compared to the linear convergence of the EM methods.

2.4 Summary

In this chapter, the main theoretical and algorithmic tools for system identification and statistical estimation have been introduced. Given its statistical properties, a widely used parameter estimation method is the Maximum Likelihood estimator. For stochastic nonlinear models, the likelihood function is not available directly but it is the result of a marginalization operation. In case of tractable stochastic models, two main numerical algorithms are adopted to solve the ML problem (2.16). They are the gradient-based and the Expectation-Maximisation algorithms. General guidelines on the use of the these two methods have been presented. The next part of the thesis will deal, instead, with the intractable case.
Part II

Maximum Likelihood estimate for stochastic nonlinear models
Chapter 3

Methods for the intractable case

In this chapter, we introduce the problem of finding approximate solutions to the MLE problem, for the general case of intractable stochastic nonlinear models. The main object required for computation of the MLE is the likelihood function defined in (2.15). For stochastic nonlinear models, the presence of the latent process $x$ makes the computation of this likelihood problematic. In fact, the likelihood can be either computed by solving the multi-dimensional integral (2.31) or using the factorization (2.34), which requires the knowledge of the posterior $p(x|y; \theta)$.

With intractable case, we mean that both it is not possible to solve (2.31) in closed-form and the posterior $p(x|y; \theta)$ is not available. Hence, approximate solutions to the MLE need to be used in this case. Most of the approaches available in the literature address the issue by deploying numerical integration techniques. In particular, the gradient-based and the EM algorithms, described in the previous chapter, are modified using a random numerical integration technique, the Monte Carlo method [41]. We give a brief overview of the Monte Carlo method in Appendix 8.1. In the following, instead, we present and analyze the main modifications to the gradient-based and EM algorithms available in the literature, addressing the intractable problem. The goal of this chapter is to understand which are the main difficulties of obtaining the MLE in the intractable case.

3.1 Methods based on Monte Carlo simulations

The main advantage of the Monte Carlo methods, compared to analytic or other numerical integration techniques, is that, asymptotically, they can be considered as exact methods for numerical integration. In fact, the approximation errors tend to zero has the Monte Carlo effort tends to infinity, where, with effort, we mainly mean the number of random points
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used to evaluate the integrand function. Hence, the integration errors are only function of the available computational time and budget needed to generate the random points and evaluate the function, see 8.1.

In most cases, when Monte Carlo methods are used for solving the MLE problem, the theoretical convergence to the true parameter can be established under mild conditions. In practice, however, the required effort might be too expensive. The focus of the next sections will be to analyze the problems related to the complexity and computational issues of the available approaches based on Monte Carlo simulations, in order to propose new solutions to them.

We will distinguish between two main categories addressing the ML problem based on Monte Carlo simulations. They are the Monte Carlo approximations of gradient-based methods and the Monte Carlo Expectation-Maximization (MCEM) methods. Although both of them address the ML problem, in literature the first category is also known as the Monte Carlo Maximum Likelihood (MCML) method, since it directly tries to maximize the likelihood function.

### 3.1.1 The Monte Carlo Maximum Likelihood methods

These methods approximate directly the likelihood function and/or its gradient. Recall that the likelihood function is given by the marginalization integral

$$
p(y; \theta) = \int_{\mathbb{R}^d} p(y, x; \theta) dx = \int_{\mathbb{R}^d} p(y|x; \theta) p(x; \theta) dx. \quad (3.1)
$$

Hence the integral can be reformulated as expectation of functions over a probability distribution,

$$
p(y; \theta) = \mathbb{E}_{p(x; \theta)}[p(y|x; \theta)]. \quad (3.2)
$$

If $X^M = \{X^{(m)}\}_{m=1}^M$ is a set of $M$ i.i.d. random samples, distributed according $p(x; \theta)$, then an unbiased Monte Carlo estimate of this quantity is

$$
p(y; \theta) \approx \hat{p}(y; \theta, X^M) = \frac{1}{M} \sum_{m=1}^M p(y|X^{(m)}; \theta), \quad X^{(m)} \sim p(x; \theta). \quad (3.3)
$$

Thus, in principle it is possible to deploy the gradient-based algorithm, described in Section 2.3.1, using this likelihood approximation. The gradient can be computed by analytical derivation of the function (3.3), or by numerical differences. The main difficulty is, however, that the sampling
PDF $p(x; \theta)$ requires the knowledge of the unknown parameter $\theta$. To address this problem, [11], [42] resort the ML problem into a likelihood ratio maximization problem,

$$\hat{\theta}_{ML} := \arg \max_{\theta} \frac{p(y; \theta)}{p(y; \psi)},$$

and the ratio is approximated via Monte Carlo integration

$$\frac{p(y; \theta)}{p(y; \psi)} \approx r(\theta, X^M) = \frac{1}{M} \sum_{m=1}^{M} \frac{p(y|X^{(m)}; \theta)}{p(y|X^{(m)}; \psi)}, \quad X^{(m)} \sim p(x; \psi).$$

In this way, the samples simulation can be performed using any arbitrary value of the parameter space, $\psi$ in this case, and the a priori knowledge of $\theta$ is not required. Another solution is presented in [13] where, instead, importance sampling is used to address the sampling issue,

$$\tilde{p}(y; \theta, X^M) = \frac{1}{M} \sum_{m=1}^{M} \frac{p(y|X^{(m)}; \theta)}{p(X^{(m)}; \theta)} \frac{p(X^{(m)}; \theta)}{p(X^{(m)}; \psi)} \quad (3.6)$$

Also in this case, the sampling is performed using $\psi$ instead of $\theta$. Importance sampling also helps in reducing the variance of the Monte Carlo estimate, see Appendix 8.1. In both cases, convergence of the ML estimate to a local optimizer of the true likelihood holds when the sample size $M$ goes to infinity, see [42]. If $M < \infty$, convergence may still be achieved but the sample size has to grow exponentially fast with the dimension $N$ of the signals $x$ and $y$. The main reason for this is that the samples simulation should provide the whole picture of the likelihood, i.e. how the likelihood changes as a function of the parameter, for all possible values in the parameter space. With only one samples simulation, from an arbitrary parameter value, enormous effort ($M$) is required in order to achieve this level of approximation.

Based on these results, the authors of [13] and [42] conclude that these MCML methods are effective in practice only when $\psi$ is already in a close, local neighbourhood of the true parameter $\theta_0$. In this case, in fact, it is arguable that the convergence results are actually achieved for a reasonably finite $M$, which can provide a local but accurate approximation of the likelihood. However, $\theta_0$ is typically unknown, and $\psi$ may be far from it. Hence, they suggest to use many runs of these MCML methods, where the Monte Carlo integration stage and the gradient-based search are nested in a loop, and intermediate solutions $\theta^{(k)}$ are used for the sampling stage, instead of $\psi$. The local solution of one MCML run can be used to locally approximate the unknown sampling distribution in the next run (similarly to the EM algorithm) and the parameter search can move towards $\theta_0$. In
this way, a smaller sample size $M$ would be enough to build an accurate, local approximation to the likelihood, since the portion of the parameter space to explore is a local, limited neighbourhood of the current parameter estimation.

This idea is implemented in practice in [43], [44], [45], where the authors propose to iteratively alternate the Monte Carlo integration stage with one iteration of a gradient-based method. In particular, Newton’s method is used in [43], [45], and steepest-ascent method in [44]. Based on the local sampling from the current guess $\theta^{(k)}$, the methods proceed through local approximations of the likelihood. Furthermore, instead on relying on the numerical differentiation of the Monte Carlo likelihood estimates, for obtaining the gradient, these methods make use of Monte Carlo estimates of the gradient of the log-likelihood directly. This is presented next.

**MCML methods based on gradient approximations**

Since the main object of gradient-based method is the gradient of the likelihood, Monte Carlo simulations can be used to estimate this quantity directly,

$$
\nabla_\theta p(y; \theta) = \frac{\partial}{\partial \theta} \int p(y|x; \theta) p(x; \theta) dx. \tag{3.7}
$$

However, given the presence of the intractable integral, it is not always possible to change the order of differentiation and integration, in order to obtain a suitable form for Monte Carlo approximation. Nevertheless, if we consider the gradient of the log-likelihood instead, Fisher’s identity can be used to obtain a suitable form. Under some regularity conditions, see [46], the identity states that

$$
\nabla_\theta \log p(y; \theta) = \int \nabla_\theta \left[ \log p(x, y; \theta) \right] p(x|y; \theta) dx. \tag{3.8}
$$

The derivation of (3.8) can be found in Appendix 8.2. The joint likelihood can be factorised, leading to

$$
\nabla_\theta \log p(y; \theta) = \int \left( \frac{\partial}{\partial \theta} \log p(y|x; \theta) + \frac{\partial}{\partial \theta} \log p(x; \theta) \right) p(x|y; \theta) dx
$$

$$
= \int \Psi(x; \theta) p(x|y; \theta) dx,
$$

$$
\Psi(x; \theta) = \frac{\partial}{\partial \theta} \log p(y|x; \theta) + \frac{\partial}{\partial \theta} \log p(x; \theta).
$$
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The integral can be reformulated as expectation of functions over a probability distribution,

$$\nabla_\theta \log p(y; \theta) = \mathbb{E}_{p(x|y; \theta)} [\Psi(x; \theta)].$$  \hspace{1cm} (3.10)

This form is suitable for Monte Carlo integration,

$$\nabla_\theta \log p(y; \theta) \approx \hat{G}(\theta, X^M) = \frac{1}{M} \sum_{m=1}^{M} \Psi(X^{(m)}; \theta), \quad X^{(m)} \sim p(x|y; \theta).$$  \hspace{1cm} (3.11)

This quantity can be used to derive an iterative gradient-based algorithm for likelihood maximization, which makes use of local approximations of the gradient. At each guess \(\theta^{(k)}\) of the parameter, simulated samples are drawn from the posterior distribution \(p(x|y; \theta^{(k)})\), used to locally approximate \(p(x|y; \theta)\). Then the Newton’s scheme is deployed,

$$\theta^{(k+1)} = \theta^{(k)} - \left[\nabla_\theta \hat{G}(\theta, X^M)|_{\theta=\theta^{(k)}}\right]^{-1}\hat{G}(\theta^{(k)}, X^M), \ k \geq 0,$$  \hspace{1cm} (3.12)

where the Hessian is computed by derivation of (3.11) or by using numerical differences. When the derivation of the Hessian is problematic, other approximations can be used. In literature, it is often referred to this approach as stochastic Newton’s method or stochastic gradient ascent method, depending on the approximation used for the Hessian, see e.g. [11], [43], [45].

The term stochastic comes from the fact that noisy estimates of the gradient are used. At each iteration, in fact, a new Monte Carlo integration is performed and different random numbers (the samples) are generated and used to estimate the likelihood function gradient. In Chapter 4, we will discuss in more details these stochastic algorithms.

One final consideration regards the practical implementation of the gradient estimate (3.11). In fact, it relies on the assumption that it is possible to draw samples according to the posterior \(p(x|y; \theta)\). However, we are assuming that, for intractable models, this posterior is not available and direct samples drawing is not possible, even in case a guess \(\theta^{(k)}\) for \(\theta\) is available. The same problem affects the implementation of the Monte Carlo Expectation-Maximization methods, presented in the next section. Hence, we will address this common issue later on, in Section 3.2.

3.1.2 The Monte Carlo Expectation-Maximization methods

The Monte Carlo Expectation-Maximization (MCEM) algorithm was first introduced by [14], who considered an intractable E-step. Thus, the principle consists of estimating the quantity in the E-step introduced in Section 2.3.2,

$$Q(\theta, \theta^{(k)}) = \mathbb{E}_{p(x|y; \theta^{(k)})} [\log p(x, y; \theta)],$$  \hspace{1cm} (3.13)
via Monte Carlo integration,

$$Q(\theta, \theta^{(k)}) \approx \hat{Q}(\theta, \theta^{(k)}, X^M) = \frac{1}{M} \sum_{m=1}^{M} \log p(X^{(m)}, Y; \theta), \quad X^{(m)} \sim p(x \mid y; \theta^{(k)}).$$

The M-step is then replaced by the maximization of $\hat{Q}(\theta, \theta^{(k)}, X^M)$, which provides $\theta^{(k+1)}$,

$$\theta^{(k+1)} = \arg \max_{\theta} \hat{Q}(\theta, \theta^{(k)}, X^M).$$

The procedure is repeated in loop, until convergence. General convergence results are available in [47]. Similarly to the MCML methods, convergence to the true MLE can be easily shown when $M$ goes to infinity, see also [48]. In this case, the MCEM sequence is viewed as a convergent Monte Carlo approximation of the ordinary EM. In [49], instead, the authors treat the samples size as increasing across the MCEM iterations, and establish convergence of the sequence as the iterations count goes to infinity.

For general stochastic nonlinear models, the M-step is intractable, and MCEM methods must be combined with numerical optimization methods. Thus, at each EM iterate, many iterations may be required just to converge to the next parameter guess. This is why, in [40], the author proposes to use only one iteration of a gradient-based method, after each E-step, proving local equivalence to classical EM. Given the current guess $\theta^{(k)}$, a gradient-based optimization scheme for solving the M-step in one iteration can be deployed,

$$\theta^{(k+1)} = \theta^{(k)} - \left[ \nabla_{\theta}^2 \hat{Q}(\theta, \theta^{(k)}, X^M) \big|_{\theta = \theta^{(k)}} \right]^{-1} \nabla_{\theta} \hat{Q}(\theta, \theta^{(k)}, X^M) \big|_{\theta = \theta^{(k)}}, \quad k \geq 0.

(3.16)

In this case, gradient and Hessian are computed by differentiating the estimate (3.14). Also in this case, however, the Monte Carlo estimate used for the E-step renders the method a stochastic algorithm, similar to [44].

Furthermore, there is a strong connection between the MCEM method based on (3.16) and the MCML method based on gradient approximations, described in Section 3.1.1. In fact, if we look at the definitions of the Monte Carlo estimates in (3.11) and (3.14), we note that

$$\nabla_{\theta} \log p(y; \theta) \approx \hat{G}(\theta, X^M) = \nabla_{\theta} \hat{Q}(\theta, \theta^{(k)}, X^M) \approx \nabla_{\theta} Q(\theta, \theta^{(k)}).$$

(3.17)

Thus, we can conclude that the two methods based on Monte Carlo simulations are practically equivalent. This is why, in the following, we will only consider the MCML methods, but we will have in mind that the use Monte Carlo estimates of the log-likelihood gradient entails the equivalence with MCEM methods.
Finally, also the MCEM methods assume the possibility to obtain i.i.d. samples from the posterior $p(x|y; \theta^{(k)})$. However this is not true by assumption. Hence, approximate methods for sampling have to be developed. We address this issue in the next section.

3.2 Sampling from the posterior

Both MCML and MCEM methods require samples from the posterior distribution $p(x|y; \theta^{(k)})$. For intractable stochastic nonlinear models, this distribution is not available. Thus, an indirect approach to the simulation of complex distributions needs to be implemented. Sample simulations based on Markov chain can be adopted. In particular, Markov Chain Monte Carlo (MCMC) methods [41] preserve the asymptotic results of the Monte Carlo methods, see Appendix 8.1, via the weak law of large numbers, for the number of passages through a recurrent state in an ergodic Markov chain, see [50], [51]. Moreover, almost sure convergence holds via the Ergodic Theorem, see [12].

These methods return samples from a Markov chain which is ergodic and stationary w.r.t. the distribution to approximate. Hence, simulating this Markov chain is intrinsically equivalent to a standard simulation from the distribution, with the difference being in the necessity to simulate more samples to achieve a given accuracy. An example of MCMC methods is the Metropolis-Hastings (MH) technique [52], [53]. When we deal with nonlinear state-space models, a very efficient technique for sample simulation is represented by the Sequential Monte-Carlo (SMC) techniques [19], [54], [55]. Those techniques are also known as Particle Filters and they implement an efficient simulation of high dimension random variables. MCML and MCEM methods that make use of particle filters can be found in [19], [56].

In the following, we will assume that MCMC methods are available for sample simulation from $p(x|y; \theta)$. Hence, when we write

$$X^{(m)} \sim p(x|y; \theta^{(k)}),$$

we actually imply the implementation of a MCMC sampling routine, providing the samples set $\{X^{(m)}\}_{m=1}^{M}$. We make this assumption because the methods we developed in this thesis for ML estimation do not rely on a particular implementation of the sampling method. In this way, depending on the specific problem and model definition, one can choose the most suitable sampling method, e.g. particle filters, Metropolis-Hastings, Gibbs sampling, etc. The only requirement is that the simulated samples have to guarantee the asymptotic results of the Monte Carlo estimate.
Nevertheless, for completeness, we provide a practical implementation of the samples simulation from $p(x|y; \theta)$ based on Metropolis-Hastings. This is detailed in the next section.

### 3.2.1 The Metropolis-Hastings technique

The Metropolis-Hastings algorithm is a Markov chain Monte Carlo (MCMC) method for obtaining a sequence of random samples from a probability distribution for which direct sampling is difficult. The distribution to sample from is defined target distribution. In our case, the target is the posterior $p(x|y; \theta)$ that can be expressed as

$$p(x|y; \theta) = \frac{p(x, y; \theta)}{p(y; \theta)} = \frac{p(y|x; \theta)p(x; \theta)}{p(y; \theta)}$$

where at the denominator we find the unknown likelihood function. However, the knowledge of this normalizing constant is not required by the MH algorithm. The algorithm is explained in the following.

1. Starting from an arbitrary initial sample $X^{(0)}$, a candidate is sampled from a proposal distribution $X^{(m+1)} \sim q(x|X^{(m)})$.

2. An acceptance ratio is computed as

$$a = \frac{p(X^{(m+1)}|y; \theta)}{p(X^{(m)}|y; \theta)}.$$  

3. The posterior distribution is further factorized and expressed as ratio between the joint likelihood of $x$ and $y$, available by assumption, and the likelihood of $y$, which is unknown,

$$a = \frac{p(X^{(m+1)}|y; \theta)}{p(X^{(m)}|y; \theta)} = \frac{p(X^{(m+1)}, y; \theta)}{p(y; \theta)} = \frac{p(y; \theta)}{p(X^{(m)}, y; \theta)}.$$  

The unknown quantity simplifies and the ratio is only function of known, analytical available quantities,

$$a = \frac{p(X^{(m+1)}, y; \theta)}{p(X^{(m)}, y; \theta)} = \frac{p(y|X^{(m+1)}; \theta)p(X^{(m+1)}; \theta)}{p(y|X^{(m)}; \theta)p(X^{(m)}; \theta)}.$$  

4. The ratio $a$ is translated into a probability $p = \min\{1, a\}$.

5. The candidate is accepted with probability $p$, otherwise it is rejected.

6. A new candidate is then generated and the procedure is repeated in loop.
3.3. Summary

The dimension of the sample is the dimension of the signals $\mathbf{x} \in \mathbb{R}^N$. For system identification problems, this dimension corresponds to the length of the data used of estimation. In order to ensure consistency results of the ML estimate, a long data sequence is desirable. This makes the sample simulation more problematic. In fact, already with $N \geq 50$, the probability of generating samples within the multi-dimension $6\sigma$ sphere is almost zero, see [53]. However, a modification of the Metropolis-Hastings techniques can be used in this case, i.e. the Component-Wise Metropolis-Hastings [53]. Instead of drawing one N-dimension sample from the proposal, the algorithm draws one scalar component of the sample at the time. Then, the acceptance/rejection routine is applied to single components. Similar ideas are at the base of the particle filter, where the samples simulation is done by propagating the sample components through the system dynamics.

Another drawback of the MH method is that the generated samples may show high correlation, since the simulation is based on a Markov chain. This may compromise the asymptotic results of the MC integration, valid for independent random variables. However, solutions to the problem were already proposed by [53], and more recent approaches can be found in [57], where a smart choice of the proposal distribution $q(x)$ addresses the correlation problem.

3.3 Summary

In this chapter, we presented the main methods for ML estimation in case of intractable stochastic nonlinear models. They are the Monte Carlo Maximum Likelihood and the Monte Carlo Expectation-Maximization methods. With the use of Monte Carlo simulations, it is possible to establish asymptotic convergence results, at least to a local optimizer of the true likelihood function. However, the methods have proven convergence properties only in case of infinite sample size or when it grows across the iterations count. In practice, these conditions are hardly achievable because the sample size to be used is mainly imposed by the available computational budget.

The MCML methods attempt to overcome this issue by nesting the integration and the optimization stages. The nested procedure uses the current guess of the parameter for a local samples simulation. From an algorithmic perspective, this makes the MCML similar to the MCEM, where the nesting and the local sampling is already implemented. In the next chapter, we will discuss in more details the nested algorithms, by analysing advantages and drawbacks.
Chapter 4

Nested methods for MLE

The MCML and MCEM methods presented Chapter 3 address the intractability problem of stochastic nonlinear models identification by making use of Monte Carlo methods. These methods provide exact estimates of the intractability quantities when the sample size goes to infinity. In practice, however, only a finite sample size can be used. Thus, the algorithms are modified by nesting the MC estimate and the numerical optimization stages, allowing to work with local approximations of the intractable quantities.

In this chapter, we analyse the nested algorithms and we explain how they are useful for the finite sample size problem. Then, we address the main issues emerging from the use of a nested algorithm, i.e. noisy parameter search and increasing Monte Carlo errors, by proposing two modifications.

4.1 A nested MCML method

In this section, we analyse in details the pros and cons of nesting the MC integration and the numerical optimization stages, in case of finite sample size \( M \) available for integration. At the end of Section 3.1.2, we showed the equivalence between the MCML method based on gradient approximations and the MCEM method where the M-step is approximated with one iteration of a gradient-based scheme. Thus, we will focus on the MCML method in the following.

The gradient \( \nabla_{\theta} \log p(y; \theta) \) of the log-likelihood is approximated via Monte Carlo integration, see Equation (3.11),

\[
\hat{G}(\theta, X_{k}^{M}) = \frac{1}{M} \sum_{m=1}^{M} \Psi(X_{k}^{(m)}; \theta),
\]

(4.1)

where \( \{X_{k}^{(m)}\}_{m=1}^{M} \) are samples simulated from \( p(x|y; \theta^{(k)}) \). This integration
introduces a Monte Carlo error, defined as

\[ \varepsilon_k(\theta) = \nabla_{\theta} \log p(y; \theta) - \frac{1}{M} \sum_{m=1}^{M} \Psi(x_k^{(m)}; \theta), \]  

(4.2)

where the subscript \( k \) indicates that the samples set \( X_k^M \) is simulated from \( p(x|y; \theta^{(k)}) \). The main purpose of the MC estimate is to keep this error as small as possible. Clearly, if \( M \to \infty \), the error tends to 0. For a finite sample size \( M \), however, the Monte Carlo error is a function of the parameter \( \theta \). In fact, since the random samples are simulated according to \( p(x|y; \theta^{(k)}) \), their distribution is able to provide an accurate estimate of \( \nabla_{\theta} \log p(y; \theta) \) in a close neighbourhood of \( \theta^{(k)} \). At any other value \( \theta^{(j)} \neq \theta^{(k)} \), only few samples from the distribution \( p(x|y; \theta^{(k)}) \) may be useful. This results into a reduction of the effective number \( M \) of samples used for estimation. Hence, in general we have that

\[ |\varepsilon_k(\theta^{(k)})| \leq |\varepsilon_k(\theta^{(j)})|, \quad \forall \theta^{(j)} \in \Theta, \ \theta^{(j)} \neq \theta^{(k)}. \]  

(4.3)

Thus, if the samples are only simulated once, from an initial guess of \( \theta \), and then the MC estimate of the gradient is used in an optimization loop, the Monte Carlo error would grow across the iterations, resulting into an increasing error of the parameter estimate too.

This is the main reason behind the nesting idea: a new samples set has to be generated from each new guess \( \theta^{(k+1)} \) of the parameter during the optimization loop. In this way, at each iteration, all the \( M \) samples contribute to build local approximations of the gradient. The actual magnitude of each error, then, will depend on the value of \( M \) used. Also the error of the parameter estimate will then only depend on \( M \), which can be defined based on the desired accuracy of the estimate.

Based on these considerations, we introduce the nested MCML method, whose main steps are described in the following.

1. Start from initial guess \( \theta^{(k)} \), with \( k = 0 \).
2. Simulate new samples \( X_k^M = \{X_k^{(m)}\}_{m=1}^{M} \), where \( X_k^{(m)} \sim p(x|y; \theta^{(k)}) \).
3. Compute a new MC estimate of the log-likelihood gradient

\[ \hat{G}(\theta, X_k^M) = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_k^{(m)}; \theta) \]  

(4.4)

where \( \Psi(x; \theta) \) is defined in (3.9).
4. Take one Newton’s step
\[
\theta^{(k+1)} = \theta^{(k)} - \left[ \nabla_\theta \hat{G}(\theta, X^M_k) \big|_{\theta = \theta^{(k)}} \right]^{-1} \hat{G}(\theta, X^M_k) \big|_{\theta = \theta^{(k)}}.
\] (4.5)

5. Set \( k = k + 1 \) and check if the parameter search converged.

6. If convergence is achieved, terminate the procedure; otherwise go to step 2.

Hence, the nested MCML method allows to find accurate estimation of the parameters, in the finite sample size case. The accuracy depends on \( M \). However, a main drawback emerges from this formulation of method, explained in the following. Since at each iterate, a new, random samples simulation is performed, the function approximating the gradient is altered every time. This results into an indirect modification of the ML criterion that we are trying to maximise. As a consequence, the parameter search may show a noisy behaviour, poor convergence rate, and, in extreme cases, instability.

In summary, the parameter search shows different behaviours based on how often, across the iterations, the samples simulation is performed. The two extreme cases are:

- **Only one samples simulation** at the start of the algorithm. In this case, the function estimating the gradient is not altered across the iterations, providing a stable behaviour of the search. If full Newton’s steps are deployed at each iterate, the method can also benefit from the quadratic convergence. However, since \( M \) is finite, the Monte Carlo error will increase across the iterations, resulting into an increasing error of the parameter estimate too.

- **Re-sampling at each iterate**. In this case, the final parameter estimation error only depends on the chosen \( M \). On the other hand, the function approximating the gradient is changed at each iteration and the search is noisy.

Thus, the challenge is to come up with intermediate solutions addressing both the large error and the noisy search problem. In the following, we present two new methods addressing these issues: the *deterministic method* and the *partial re-sampling method*. The first one tries to avoid the re-sampling stage at each iterate by working with local, deterministic approximations of the likelihood function. The second one, instead, is a direct modification of the nested MCML method. In order to stabilize the search, a re-sampling rule is derived in order to understand which samples, at each iterate, can be useful for future iterates too. This second solution shows superior performance...
in terms of accuracy and convergence rate, as it will be explained in the following.

## 4.2 The deterministic method

The main idea is to fix, at each iterate, the samples set $X_k^M$ and to deploy the optimization procedure. The solution of this optimization is then used as a next guess of the parameter search, and a new samples simulation is performed from it. In this way, the MC estimate can be considered as a deterministic function of $\theta$ that does not change during the optimization phase, resulting into a stable algorithm. The procedure is then repeated in loop until final convergence. The scheme is detailed in the following.

1. Start from initial guess $\theta^{(k)}$, with $k = 0$.
2. Simulate samples $X_k^M = \{X_k^{(m)}\}_{m=1}^M$, where $X_k^{(m)} \sim p(x; \theta^{(k)})$.
3. Compute the MC estimate of the likelihood with importance sampling, see (3.6),

   $$\hat{p}(y; \theta, X_k^M) = \frac{1}{M} \sum_{m=1}^M p(y|X_k^{(m)}; \theta) \frac{p(X_k^{(m)}; \theta)}{p(X_k^{(m)}; \theta^{(k)})}. \quad (4.6)$$

   With a fixed set $X_k^M$, $\hat{p}(y; \theta, X_k^M)$ can be considered as a deterministic function of $\theta$.
4. Solve an optimization problem in order to obtain the new guess $\theta^{(k+1)}$,

   $$\theta^{(k+1)} = \arg \max_\theta \hat{p}(y; \theta, X_k^M). \quad (4.7)$$
5. Set $k = k + 1$ and check if the parameter search converged. This can be assessed by measuring the relative variation among consecutive guesses of the parameter. If this variation is within some pre-defined tolerance bound, convergence is achieved.
6. If convergence is achieved, terminate the procedure; otherwise go to step 2).

Hence, the method proceeds through local, deterministic approximations of the likelihood function and the optimization in (4.7) can be solved by a standard deterministic optimization tool. The method was originally presented in [58]. However, it is important to mention that a similar method has been independently developed for nonlinear state-space models, see [59].
The main drawback of this method is that we introduced inner optimization loops. Hence, the overall convergence rate may still be very poor. For these reasons, a more advanced solution has been developed and it will be presented in Section 4.3.

Nevertheless, the deterministic method shows good performance in finding accurate, consistent estimates for a stochastic WH model.

### 4.2.1 Application to stochastic WH models

In this section, we apply the deterministic method to a stochastic WH model identification. In particular, we want to illustrate two main characteristics of the deterministic method, compared to other methods used for the identification of this type of models:

1. As the deterministic method is computing the MLE, we expect it to find unbiased estimates of the parameters of the model. To illustrate this, we also compare the method with the standard PEM estimator, where we derive the output’s predictor neglecting the presence of process noise. We show that, in this case, the PEM always leads to biased estimates, even in the case it can be formulated as a Linear Least Squares problem.

2. The deterministic method proceeds through local approximations of the likelihood. Hence, we expect that the method is able to find the solution with a reduced Monte Carlo sample size. For this, we compare the deterministic method with a standard MCML method for Wiener-Hammerstein ML estimation, as the one presented in [61], which implements a global sampling, i.e. only one samples simulation with enormous $M$.

### A stochastic WH model

We consider the stochastic WH model, as defined in Section 2.1.3. For simplicity, we assume that the parameters of the linear parts are known, and the estimation only concerns the parameters on the nonlinearity. We recall the model structure,

\[
\begin{align*}
    x_t &= G_W(q, \theta_W) u_t + w_t, \\
    z_t &= f(x_t, \theta_{NL}), \\
    y_t &= G_H(q, \theta_H) z_t + e_t,
\end{align*}
\]

and we assume that $\theta_W$ and $\theta_H$ do not need to be estimated. The signal $w_t$ is the process noise and it is filtered via the nonlinear function $f$. This makes the WH model a stochastic nonlinear model.
In this section we show that, for the stochastic WH model (4.8), a standard PEM estimator is not consistent. We first assume that the true system is within the model class, i.e. there exist parameters \((\theta^0_W, \theta^0_{NL}, \theta^0_H)\) such that the true output can be defined as
\[
y_t = G_H(q, \theta^0_H) f(G_W(q, \theta^0_W) u_t + w_t, \theta^0_{NL}) + e_t.
\] (4.9)
A standard one-step-ahead predictor for this system is defined by neglecting the presence of the noise \(w_t\),
\[
\hat{y}_{t-1} = G_H(q, \theta_H) f(G_W(q, \theta_W) u_t, \theta_{NL}).
\] (4.10)
This definition of the predictor leads to the following PEM criterion
\[
V_N(\theta_W, \theta_{NL}, \theta_H) = \frac{1}{N} \sum_{t=1}^{N} (y_t - G_H(q, \theta_H) f(G_W(q, \theta_W) u_t, \theta_{NL}))^2.
\] (4.11)
Consistency of the parameters means that
\[
\hat{\theta}_W, \hat{\theta}_{NL}, \hat{\theta}_H \rightarrow \theta^0_W, \theta^0_{NL}, \theta^0_H \quad \text{when} \quad N \rightarrow \infty,
\] (4.12)
where
\[
\hat{\theta}_W, \hat{\theta}_{NL}, \hat{\theta}_H = \arg \min_{\theta_W, \theta_{NL}, \theta_H} V_N(\theta_W, \theta_{NL}, \theta_H).\] (4.13)
We assume that the linear parameters are known and fixed in the estimation, i.e. \(\theta_W = \theta^0_W, \theta_H = \theta^0_H\). Then we have the following theorem.

**Theorem 4.2.1. (Inconsistency of a standard PEM estimator)** Let the nonlinearity \(f(x_t, \theta_{NL})\) be polynomial or well approximated by a polynomial function. Under the assumption of ergodicity, the estimate of \(\theta_{NL}\), obtained by minimization of the PEM criterion (4.11) is inconsistent.

The proof can be found in Appendix 8.3. The PEM criterion (4.11) is the standard least squares error cost function that is usually chosen as criterion of fit. However, here we showed that in the presence of process noise, this is clearly the wrong criterion for parameter estimation. In order to get a consistent PEM estimator, the predictor (4.10) and the metric used in (4.11) should take into account the correct stochastic description of the data.

**Numerical example**

In this section, the deterministic method implementing the ML estimator and the PEM estimator are tested on a numerical example. Noisy data are
simulated using the stochastic W-H system,

\begin{align}
  x_t &= \frac{1}{1 - \alpha q^{-1}} u_t + w_t \\
  z_t &= f(x_t, \theta_{NL}) \\
  y_t &= \frac{1}{1 - \beta q^{-1}} z_t + e_t.
\end{align}

(4.14a, 4.14b, 4.14c)

with \( f(x_t, \theta_{NL}) \) being a third degree polynomial \( f(x_t, \theta_{NL}) = c_0 + c_1 x_t + c_2 x_t^2 + c_3 x_t^3 \), and \( \theta_{NL} = [c_0, c_1, c_2, c_3] \in \mathbb{R}^4 \). The process and output noise are respectively white and Gaussian with standard deviations \( \sigma_w = 4 \), \( \sigma_e = 1 \). The signals \( u, w, \) and \( e \) are mutually independent. Knowing this, the distributions needed for the deterministic method, see (4.6), can be defined,

\begin{align}
  p(y_t | x_t; \theta) &= \frac{1}{\sqrt{2\pi \sigma_e^2}} e^{-\frac{1}{2\sigma_e^2} (y_t - G_H(q, \beta) f(x_t, \theta_{NL}))^2}, \\
  p(x_t; \theta) &= \frac{1}{\sqrt{2\pi \sigma_w^2}} e^{-\frac{1}{2\sigma_w^2} (x_t - G_W(q, \alpha) u_t)^2}.
\end{align}

(4.15)

The PEM estimator is defined and computed as minimization of

\[ V_N(\theta_{NL}) = \frac{1}{N} \sum_{t=1}^{N} (y_t - G_H(q, \beta) f(G_W(q, \alpha) u_t, \theta_{NL}))^2, \]

(4.16)

which, given the parametrization of \( f(x_t, \theta_{NL}) \), results into a linear least squares problem.

The parameter of the linear parts are known and fixed during the estimation, \( [\alpha, \beta] = [0.4, 0.8] \), while the parameters of the nonlinearity are estimated. The estimated parameters with PEM and with the deterministic method are reported in Figure 4.1. A data-set of 1000 input-output points have been used for estimation. For the deterministic method a sample size of \( M = 100 \) has been used for the MC estimate (4.6). Since the deterministic method implements the ML estimator, it is labelled ML in the figure. As expected, the the PEM estimate is biased, while the ML is not. In particular, we want to stress the fact that, in this case, the PEM estimator is a linear least squares problem, since the parameters of the linear parts are fixed and the nonlinearity is linearly parametrized in \( \theta_{NL} \). Hence, the biased estimates of the PEM are not the result of local minima effects, but they are a consequence of the inconsistency of the PEM. On the other hand, the MLE is a nonlinear problem, thus it may suffer of local optimizer effects. Hence, to illustrate consistency, we initialized the MLE problem in a close neighbourhood of the true solution. We will address the initialization problem of the MLE in the next part of the thesis. We can conclude that, with a
Figure 4.1: PEM vs ML (deterministic method). Estimates of the nonlinear parameters. Histograms over 1000 Monte Carlo simulations. The ML estimates are unbiased and they also show quite narrow variance. The PEM estimates are biased.

good initial guess, the ML method is able to find the true solution, while the standard PEM will always provide biased results.

From a computational perspective, the deterministic method shows a significant reduction of the required sample size. In fact, compared to a standard MCML method, as the one presented in [61], the sample size is reduced from $M = 30000$ to $M = 100$. The main reason is that the deterministic method works with local approximations of the likelihood, by the use of a local (around the current value of $\theta$) sampling. The MCML method of [61], instead, is an implementation of the method described in [42], [13], where a whole picture of the likelihood is built from only one samples simulation, requiring enormous sample size. Furthermore, none of the estimations performed using the deterministic method led to instability, indicating that noisy behaviour is actually reduced.

On the other hand, a drawback of the deterministic method is that, at each iteration, a full optimization problem has to be solved till convergence, see (4.7). In Table 4.1, the main indicators for computational analysis are reported. Compared to the standard MCML method of [61], the overall number of required iterations for convergence is higher for the deterministic
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Table 4.1: Indicators for computational analysis. M = Sample size for MC estimate; Iters = Average number of iterations for convergence; Inner iters = Average number of iterations for convergence of the inner optimization loop (4.7); Time = Average time per iteration (inner loop iterations in case of deterministic method)

<table>
<thead>
<tr>
<th>Method</th>
<th>M</th>
<th>Iters</th>
<th>Inner iters</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic Method</td>
<td>100</td>
<td>9.52</td>
<td>4.3</td>
<td>0.45</td>
</tr>
<tr>
<td>Standard MCML</td>
<td>30000</td>
<td>21.4</td>
<td>-</td>
<td>5.21</td>
</tr>
</tbody>
</table>

method. This is mainly due to the inner optimization loops. However, at each iteration the deterministic method solves a smaller optimization problem, thanks to the smaller sample size, resulting into a reduction of the time per iteration.

4.3 The partial re-sampling method

The partial re-sampling method is a direct modification of the nested MCML method, discussed in Section 4.1. The main drawback of the nested MCML method is that a new, samples simulation is performed at each iteration, altering the function approximating the gradient.

The main idea is then to keep, at each iteration, a considerable part of the samples set, and reuse it in the next iteration. In this way, the samples sets are only slightly altered, resulting into a smoother change among the functions approximating the gradient. Furthermore, the samples that cannot be reused allow to simulate new samples from the current guess of the parameter. In this way, all the M samples contribute to build the MC estimate of the gradient and the estimation error does not increase.

The challenge is then to come up with a rule deciding whether samples generated at iteration $k$ can be used at iteration $k + 1$.

In literature, similar ideas have been developed in [15] and [62], with focus on noise reduction for MCEM methods. The proposed solutions implement a smooth, stochastic update of the quantity to maximise: all the samples from the previous iteration are used again, and only few new ones are simulated from the current guess of the parameter. This is the Stochastic Approximation version of the EM method (SAEM). Since, in this way, all samples are kept from one iteration to another, the noisy behaviour is drastically reduced. However, using all samples from previous iterations
might also be quite inefficient. The sample size has to increase at each iterate with a related increase of the required computational resources for storage and evaluation. With our idea, instead, the samples size $M$ can be kept fixed.

In the following, the key aspects of the new idea are presented. Firstly, in order to correctly reuse samples simulated at old guesses of $\theta$ for computing MC estimates at the current guess, a correction to the MC estimates, based on importance sampling, has to be implemented. Then, we present the re-sampling rule for the selection of old samples that can be reused in the future iterations. Finally, we discuss some convergence and complexity aspects of the algorithm.

### 4.3.1 Importance sampling for correction

As already discussed in Section 3.1.1, the MC estimates require a correction when the sampled functions are evaluated at a different parameter value from the one used for samples simulation. This correction can be done by using importance sampling, e.g. see Equation (3.6). In a similar fashion, the proposed solution requires that samples simulated for old values of the parameter are reused to evaluate the log-likelihood gradient of the nested MCML method, see (4.4), at the new values of $\theta$. Hence, we correct (4.4) via importance sampling. At each iteration, the distribution $p(x|y; \theta^{(k)})$ acts as a proposal and (4.4) is corrected via

$$
\hat{G}(\theta, x^M_k) = \frac{1}{M} \sum_{m=1}^{M} \Psi(X_k^{(m)}; \theta) \frac{p(X_k^{(m)}|y; \theta)}{p(X_k^{(m)}|y; \theta^{(k)})}
$$

(4.17)

Clearly, when $\theta = \theta^{(k)}$, the important ratio simplifies to one and the original MC estimate (4.4) is retrieved. The importance sampling correction used in (4.17) requires the evaluation of the posterior $p(x|y; \theta)$ on the samples $\{X_k^{(m)}\}_{m=1}^{M}$. By assumption, the posterior is not available in closed-form, since it requires the knowledge of the likelihood function $p(y; \theta)$,

$$
p(x|y; \theta) = \frac{p(x, y; \theta)}{p(y; \theta)}.
$$

(4.18)

Nevertheless, this issue is solved by implementing a self-normalizing importance sampling operation, which is often used for weighting distributions that are only known up to a normalizing constant, see Appendix 8.4. As a result, we obtain that (4.17) is reformulated as

$$
\hat{G}(\theta, x^M_k) = \frac{1}{M} \sum_{m=1}^{M} \Psi(X_k^{(m)}; \theta) w(X_k^{(m)})
\frac{1}{M} \sum_{m=1}^{M} w(X_k^{(m)})
$$

(4.19)
where the weights \( w(x) \) are only function of the joint PDF \( p(x, y; \theta) \), available for evaluation, see Assumption 2.3.1,

\[
w(x) = \frac{p(x, y; \theta)}{p(x, y; \theta^{(k)})}.
\]

The derivation of (4.19) is detailed in Appendix 8.4.

### 4.3.2 The samples selection

The sample selection procedure has to decide which samples from previous iterations can be reused in the future. The idea is to keep, at each iterate, only samples that have a high impact on the parameter search in the next update, and simulate new samples in place of the low impact ones, which do not contribute to the search. Assume that, at iteration \( k \), a sample set \( X^M_k \) is available to compute (4.19). Then (4.5) can be deployed,

\[
\theta^{(k+1)} = \theta^{(k)} - [\nabla_{\theta} \hat{G}(\theta, X^M_k)|_{\theta=\theta^{(k)}}]^{-1} \hat{G}(\theta^{(k)}, X^M_k).
\]

The ideal samples selection procedure will now select a set of high impact samples, denoted by \( X^H_k \subseteq X^M_k \) and composed of \( H_k \leq M \). The \( L_k = M - H_k \) remaining samples are defined as low impact samples, and collected in the set \( X^L_k \subseteq X^M_k \). In their place, \( M - H_k \) new samples are simulated from \( \theta^{(k+1)} \),

\[
\{X^{(m)}_{k+1}\}_{m=1}^{M-H_k} \sim p(x|y; \theta^{(k+1)}).
\]

This set of new simulated samples is appended to the old \( H_k \) samples, and used to define the samples set for \( \theta^{(k+1)} \),

\[
X^M_{k+1} \triangleq \{X^H_k, \{X^{(m)}_{k+1}\}_{m=1}^{M-H_k}\},
\]

in order to compute \( \theta^{(k+2)} \). In this way, all the \( M \) samples are useful to compute the MC estimate and the estimation error does not increase. Furthermore, thanks to \( X^H_k \), the MC estimates between two consecutive iterations is altered less compared to the full re-sampling case, as the one in the nested MCML method, see Step 2.

In the next section, we propose a practical procedure to select the high and low impact samples.

### 4.3.3 The sensitivity-based re-sampling rule

The practical implementation for selection of high and low impact samples can be based on the sensitivity of the parameter search with respect to the samples. In fact, each parameter guess \( \theta^{(k)} \) is retrieved by implementing
the optimization procedure described in Section 4.1, i.e. the nested MCML method. Thus, the parameter guess can be seen as an implicit function of the samples, i.e. \( \theta^{(k)} = \theta^{(k)}(X^M_k) \). Assuming that we are at the solution of the optimization procedure, \( \theta^{(k)} = \theta^* \), then the following must hold,

\[
\hat{G}(\theta^{(k)}(X^M_k), X^M_k) = 0, \quad \forall \ X^M_k.
\]

(4.24)

Using the implicit function theorem [63], we can then retrieve the following relation,

\[
\frac{\partial \theta^{(k)}}{\partial X^M_k} = - \left[ \nabla_{\theta} \hat{G}(\theta, X^M_k) \Big|_{\theta=\theta^{(k)}} \right]^{-1} \left[ \frac{\partial \hat{G}(\theta, X^M_k)}{\partial X^M_k} \Big|_{\theta=\theta^{(k)}} \right].
\]

(4.25)

Although the previous relation is derived for \( \theta^{(k)} = \theta^* \), it still provides a good approximation to the sensitivity of the parameter \( \theta^{(k)} \) w.r.t. the samples, also during the search. Hence, we have found a rule to select high and low impact samples. We call this rule the sensitivity-based re-sampling rule. At each iterate, the sets of high and low impact samples can be defined in the following way

\[
X^H_k \triangleq \left\{ X^{(m)}_k \in X^M_k : \left\| \frac{\partial \theta^{(k)}}{\partial X^{(m)}_k} \right\|_2 \geq \bar{s} \right\},
\]

(4.26)

and

\[
X^L_k \triangleq \left\{ X^{(m)}_k \in X^M_k : \left\| \frac{\partial \theta^{(k)}}{\partial X^{(m)}_k} \right\|_2 < \bar{s} \right\}.
\]

(4.27)

The scalar \( \bar{s} \) is a non-negative threshold for the sensitivity, and it can be used as a tuning parameter to control the ratio between the number of old samples to keep and new ones to simulate.

The threshold \( \bar{s} \) plays an important role. In fact, if \( \bar{s} = 0 \), then all samples are kept, \( X^M_{k+1} \equiv X^H_k \equiv X^M_k \), and no samples are simulated from \( \theta^{(k+1)} \). As discussed before, in this case the MC error will increase across the iterations. On the other hand, if \( \bar{s} \) is too high, then all samples are discarded and, at each iterate, a whole new set of samples is simulated, as in the standard nested MCML method, which suffers of stability problem. Hence, \( \bar{s} \) should be chosen in order to keep a substantial part of old samples, for stability reasons, and to simulate new samples from the current guess of the parameter, for keeping the MC error limited.

Some practical guidelines on how to define \( \bar{s} \) are given at the end of the next section.
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4.3.4 Final identification algorithm

In this section we summarize the main steps of on the partial re-sampling method. Compared to the nested MCML methods, the main modification affects the samples simulation part; at each iterate, not a whole new samples set is simulated but the sensitivity-based re-sampling rule decides which samples can be kept from the previous iterate. The procedure is illustrated in the following.

1. Start from initial guess $\theta^{(k)}$, with $k = 0$.

2. Set indexes $H_k = 0$, $L_k = M$, and decide the value of the threshold $\bar{s}$.

3. Set the high impact samples set to $X_{H}^{k-1} = \emptyset$.

4. Simulate samples set with dimension $L_k$, 
   \[ X_k^L = \{X_k^{(m)}\}_{m=1}^{L_k}, \text{ where } X_k^{(m)} \sim p(x|y; \theta^{(k)}). \]

5. Define $X_k^M$ by appending the high impact samples set $X_{H}^{k-1}$ to $X_k^L$, 
   \[ X_k^M = \{X_{H}^{k-1}, X_k^L\}. \]

6. Compute the MC estimate of the log-likelihood gradient, with the importance sampling correction, see Equation (4.19), using $X_k^M$,
   \[
   \hat{G}(\theta, X_k^M) = \frac{1}{M} \sum_{m=1}^{M} \Psi(X_k^{(m)}; \theta) w(X_k^{(m)}) \quad X_k^{(m)} \in X_k^M. \tag{4.28}
   \]

7. Take one full Newton’s step
   \[
   \theta^{(k+1)} = \theta^{(k)} - [\nabla \hat{G}(\theta, X_k^M)\big|_{\theta=\theta^{(k)}}]^{-1} \hat{G}(\theta^{(k)}, X_k^M). \tag{4.29}
   \]

8. Check the sensitivity of the parameter w.r.t the samples and define $X_k^H$,
   \[
   X_k^H \triangleq \left\{X_k^{(m)} \in X_k^M : \left\|\frac{\partial \theta^{(k+1)}}{\partial X_k^{(m)}}\right\|_2 \geq \bar{s}\right\},
   \]

9. Set the index $H_k = \dim\{X_k^H\}$, and $L_k = M - H_k$.

10. Set $k = k + 1$.

11. Check if the parameter search converged. This can be assessed by measuring the relative variation among consecutive guesses of the parameter. If this variation is within some pre-defined tolerance bound, convergence is achieved. In this case, terminate the procedure; otherwise go to step 4).

We now discuss important aspects regarding the convergence and the complexity of the presented algorithm.
Convergence aspects

- **How to define $\bar{s}$**. As discussed before, the threshold $\bar{s}$ should guarantee both a stable search and the simulation of new samples from the current parameter. Therefore, a first idea would be to allow the threshold $\bar{s}$ to change across the iterations, i.e. $\bar{s} = \bar{s}_k$. In this way, at the beginning of the search, $\bar{s}_k$ can be kept quite low, favouring the generation of more samples during the first iterations. Then, when the search has moved in the neighbourhood of the solution, the relative variation among the parameter guesses is smaller and more samples can be kept among the iterations. Hence, $\bar{s}_k$ can be decreased, providing a stable convergence. Another idea, which has been implemented and tested in practice, is to define $\bar{s}$ as a fraction of the median sensitivity of all samples. In this way, $\bar{s}$ can still change during the iterations, but it does that in accordance with the overall sensitivity of the samples. As we will illustrate in Section 4.3.5, this choice of $\bar{s}$ shows some desirable behaviour. In particular, we observe that the number of samples that are changed automatically decreases across the iterations. This is a consequence of the fact that, close to convergence, the parameter does not vary a lot between the iterations and, thus, more samples can be reused.

- **Control of the Newton’s step and rate of convergence**. The resampling routine implemented by the partial re-sampling method can be seen as a way to control the stability of the Newton’s step. In fact, in presence of noisy behaviour, other techniques are usually deployed for stabilizing the search. E.g., in [11], [43], and [45], line-search techniques are implemented. From this point of view, the re-sampling rule has the effect of stabilizing the search, and full Newton’s steps can be deployed at each iterate. Thanks to this, when the number of replaced samples considerably decreases, the algorithm can benefit from the quadratic convergence of the Newton’s method. Furthermore, in this case, the value of the gradient can be used for assessing the convergence of the parameter search.

Complexity and computational aspects

- **Complexity of the posterior sampling routine**. As the other MCML and MCEM methods, a samples simulation from the posterior distribution $p(x|y)$ is required. However, for intractable stochastic nonlinear model, this posterior is not available and the sample simulation cannot be performed directly. We discussed alternative solutions to this issue in Section 3.2. The idea is to use MCMC techniques to
The partial re-sampling method approximate the samples simulation. In case of stochastic nonlinear state-space models, efficient samples simulation can be performed via SMC techniques. In any case, the complexity of this operation is in the order of $O(M \times N)$, where $M$ is the number of samples to simulate and $N$ is the dimension of each sample. Hence, for a standard MCML or MCEM method, where a full re-sampling is performed at each iteration, the operation of complexity $O(M \times N)$ has to be repeated at each iterate, until convergence. For the partial re-sampling method, instead, the complexity is $O(L_k \times N)$, where $L_k$ denotes the number of samples which are discarded from one iteration to another. In general we observed that, except for the first few iterations, $L_k \ll M$, and it decreases across the iterations. Thus, the overall complexity of the algorithm is reduced.

- **Hessian computation.** The use of an exact Hessian is desirable in order to guarantee quadratic convergence. So far we assumed that it is possible to derive this second order information simply by differentiation of the gradient estimate. Actually, modern automatic Algorithmic Differentiation (AD) tools allow this operation by making use of symbolic expressions, see e.g. [36]. The only limitation may reside in the computational complexity required by these tools. In our case, the developed methods address the problem of reducing the sample size $M$ in order to reduce the overall complexity. Hence, this reduction can be also beneficial for this sensitivity computational tools. When the complexity is anyway too high, common Hessian approximation techniques can be used. E.g., in [45] and [64], unbiased estimates of the Hessian are computed only using MC estimates of the gradient.

- **Sensitivity computation.** Some extra complexity is introduced by the implementation of the sensitivity-based re-sampling rule. However, the computation of this sensitivity is not more expensive than other techniques to control the stability of the Newton’s iteration. As discussed before, some step-length control is usually implemented to stabilize the search, and this requires extra evaluation of cost function and sensitivities. In our case, the rule (4.25) requires the evaluation of the Hessian and the derivative of the gradient w.r.t. the samples. The first one is obtained at zero cost, since it has already been computed in the Newton’s update. The second one may be more costly, as it may involve complicated expressions. However, a small modification can be performed to simplify this operation. It consists of introducing
a virtual weight $W_k^{(m)}$ for each sample $X_k^{(m)}$ used in the MC estimate,

$$\hat{G}(\theta, X^M_k, W^M_k) = \frac{1}{M} \sum_{m=1}^{M} W_k^{(m)} \Psi(X_k^{(m)}; \theta) w(X_k^{(m)}) \frac{1}{M} \sum_{m=1}^{M} w(X_k^{(m)}) ,$$  \hspace{1cm} (4.30)

with $W_k^{(m)} \in W^M_k$. In this way, the sensitivity (4.25) can be computed w.r.t. the virtual samples instead, which enters linearly in the expression of the MC estimate,

$$\frac{\partial \theta^{(k)}}{\partial W^M_k} = - [\nabla_\theta \hat{G}(\theta^{(k)}, X^M_k, W^M_k)]^{-1} \left[ \frac{\partial \hat{G}(\theta^{(k)}, X^M_k, W^M_k)}{\partial W^M_k} \right].$$ \hspace{1cm} (4.31)

In the evaluations, the value of the virtual weights can be set to 1 for all the samples, in this way the MC estimate is not altered. The tool presented in [36] can be used to derive the sensitivity (4.31) by symbolically differentiation of the modified gradient expression (4.30).

One final consideration concerns the generality of the re-sampling rule implemented by this method. The rule mainly affects the sample simulation stage, where we assumed that a generic MCMC technique is implemented. Hence, the sensitivity-based re-sampling rule can be in principle adopted by any MLE method based on Monte Carlo approximations where a samples simulation stage is nested with the numerical optimization iterations. For example, this could be the case of the methods based on Sequential Monte Carlo, see [17], [19].

### 4.3.5 Numerical examples

In this section, we evaluate the partial re-sampling method (PRM) by considering a stochastic nonlinear state-space model. Firstly, we describe the model under test. Then, we apply the partial re-sampling method and we compare it with other two MCML methods, described in the following:

1. A nested MCML (NMCML) method, as the one described in Section 4.1, where a new, random samples simulation is performed at each iteration;

2. A one-sampling MCML (OMCML) method, i.e. a modification of the nested MCML method, where the samples simulation is only performed from the initial guess of the parameter.

From this comparisons, we expect the following results:

1. The NMCML should show small estimation error but quite noisy search behaviour.
2. The OMCML should show a more stable search behaviour, but a higher estimation error.

3. The PRM should inherit the benefits of the two previous methods, i.e. a stable search and a small estimation error.

Finally, we also compare the PRM with the MCML proposed in [45], i.e. a nested method implementing Monte Carlo estimates of the gradient and local sampling based on particle filters. The authors label this method as ALG3FL. The method is a stochastic Newton’s scheme, where the stability problem is addressed by making use of a line-search algorithm. This method performs a new samples simulation at each iterate. Hence, it is able to provide small estimation errors. However, it addresses the stability problem via line-search. Compared to our PRM, it shows slower convergence rate.

**A stochastic nonlinear state-space model**

The state-space model under test is the following,

\[
\begin{align*}
    x_{t+1} &= \theta_1 \arctan x_t + w_t, \quad w_t \sim \mathcal{N}(0, 1) \\
    y_t &= \theta_2 x_t + e_t, \quad e_t \sim \mathcal{N}(0, 0.1^2).
\end{align*}
\]  

(4.32)

The unknown parameter vector is \( \theta = [\theta_1, \theta_2] \). For analysis, we simulated 100 data sets, consisting of \( N = 500 \) input-output data points each. The true parameter value is \( \theta_0 = [0.7, 0.5] \) and each estimation experiment is initialized with \( \theta(0) = [0.5, 0.7] \).

Firstly, in Figure 4.2, we compare estimates from the PRM, the NMCML, and the OMCML, on the same data-set. Those estimates are representative of the average behaviour over the 100 data sets. As expected the NMCML shows noisy behaviour but small error; the OMCML is more stable but the error is bigger; the PRM is both stable and accurate. The reason of these different behaviours is further explained by the value of the infinity norm of the gradient estimates across the iteration, reported in Figure 4.3. The NMCML gradient stays noisy across all the iterations; the OMCML gradient is stable, but the introduced MC errors drift away its solution; the PRM gradient is a bit noisy at the beginning of the search, but then it stabilizes. This is mainly due to the re-sampling rule implemented by the PRM, which reuses a different number of samples across the iterations. In Figure 4.4, the gradient of the PRM is reported together with the number of replaced samples per iteration.

From the previous figures, we can conclude that the PRM converges to a stable solution after 14-15, i.e. when the infinity norm of the gradient is lower than \( 10^{-10} \). The ALG3FL method from [45] provides similar solutions.
Figure 4.2: State-space model (4.32). Estimates of $\theta_1$, $\theta_2$ (true value [0.7, 0.5]) using the NMCML (orange), the OMCML (yellow), and the PRM (blue), on one data-set. The NMCML shows noisy behaviour but small error; the OMCML is more stable but the error is bigger; the PRM is both stable and accurate.

In terms of accuracy, but convergence is achieved after 25-30 iterations. We argue that the improvement in the convergence rate of the PRM is mainly due to the re-sampling rule which allows the deployment of full Newton’s steps at least in the last iterations, when the number of replaced samples is almost zero and the method benefits of the quadratic convergence typical of the deterministic Newton’s method.

In Figure 4.5, the final estimates from the 100 data-sets are reported, in order to show bias and variance information. The bias is very small and the variance is comparable to the one from the ALG3FL method, reported in [45].

Finally, the PRM implements the Monte Carlo integration with a sample size $M = 500$. The ALG3FL method is implemented with $M = 2000$. The PRM requires a full sample simulation only at the first iteration, see Figure
4.4 Summary

In this chapter, two methods addressing the finite sample size problem have been presented. When $M < \infty$, two main issues affect the performance of a nested MCML method: increasing Monte Carlo error and noisy search problem.

The first one occurs when the samples simulation is performed only once, from an arbitrary or initial value of the parameter. Since the parameter is updated during the iterative search, the function resulting from the MC estimate is evaluated at values of $\theta$ different from the one used for samples simulation. This results into an increase of the MC errors and, hence, of the final parameter estimate. The second issue occurs when the samples simulation is performed at each iteration of the iterative search. In this case, the MC error does not increase, but the function resulting from the MC estimate is altered at each iteration. This leads to a noisy search.

Two new methods have been proposed to address these two issues. The first one is the deterministic method: at each iteration a new sample set is simulated but it is kept fixed during the successive optimization stage. In
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Figure 4.4: State-space model (4.32). Infinity norm of the gradient estimate and number of replaced samples per iteration of the PRM. The behaviour of the gradient is noisy as long as many samples are changed across the iterations. When this number decreases, the PRM shows the quadratic convergence of the Newton’s method.

this way, each optimization is deterministic and the search is more stable. However, at each iteration, an optimization problem has to be solved till full convergence. This increases the total number of iterations required for convergence.

The second method is the partial re-sampling method. It is based on the nested MCML method, where a samples simulation is performed at each iteration. However, a sensitivity-based re-sampling rule is derived in order to decide which samples from the current iteration can be reused in future iterations too. In this way, a lower number of new samples is simulated each time, stabilizing the search. Furthermore, the efficient use of the samples, based on their sensitivity w.r.t to the parameter search, reduces the complexity of the samples simulation operation and improves the convergence rate of the method.
Figure 4.5: State-space model (4.32). Estimates of $\theta_1$, $\theta_2$ (true value [0.7, 0.5]) using the PRM from 100 data-sets. The solid line denotes an empirical covariance ellipse (95% confidence interval).
Part III

Initialization algorithms for Wiener-Hammerstein model identification
Chapter 5

Introduction

All the methods discussed and presented in the previous chapter address the problem of finding the ML estimate in case of intractable stochastic nonlinear models. In this case, the resulting MLE problem can be highly nonlinear and non-convex, and all the methods have proven convergence results only to a local optimizer of the likelihood function. Although the two new methods, proposed in Chapter 4, improve some stability and computational issue related to the ML and EM methods based on Monte Carlo simulations, they cannot solve the global optimization problem. Furthermore, even when the problem is tractable and no Monte Carlo approximations are needed, the resulting ML criterion may still be non-convex, since the underlying model structure is nonlinear. Hence, the search for the global maximum of the likelihood has to be addressed separately.

General algorithms for global convergence make use of random global search strategies, see e.g. [41], [65]. However, these strategies may be extremely computational expensive and time-consuming. Hence, in many cases, it is common to derive ad hoc initialization methods with the sole purpose of finding a good initial guess. With good initial guess, we mean an initialization point for the parameter search that increases the chances of converging to a global optimizer, using local exploration methods. This is the central object of this third part of the thesis, where we attempt to derive initialization methods for a specific class of block-oriented models: the Wiener-Hammerstein model. For this class of models, in fact, we will show that linear approximations can be used to retrieve a good initial guess.

In this introductory chapter, we introduce the initialization problem for MLE of WH models and we present the main properties of the linear approximations for this type of models. In the next chapter, we present and discuss two initialization algorithms based on linear approximations.
5.1 The MLE initialization problem for WH models

In this section, we recall the definition of the WH model and discuss the initialization problem for ML estimation. In Section 4.2.1, we already presented the MLE of an example WH model, using the deterministic method. However, we did not address the initialization problem. We start by introducing the stochastic WH model first, i.e. the presence of both measurement and process noise. Then, we focus on the special case where the process noise is not present.

5.1.1 Presence of measurement and process noise

When both measurement and process noise are present, we define the WH model as stochastic WH model, see also Section 2.1.3. The model equations are

\[ x_t = G_W(q, \theta_W)u_t + w_t, \]
\[ z_t = f(x_t, \theta_{NL}), \]
\[ y_t = G_H(q, \theta_H)z_t + e_t, \]

where \( w_t \) and \( e_t \) are, respectively, process and measurement noise, independently and identically distributed according to some distributions \( p_w(w_t) \) and \( p_e(e_t) \). For this model, the MLE is defined as

\[ \hat{\theta}_{ML} := \arg \max_{\theta} p(y; \theta), \]  

where \( y = \{y_t\}_{t=1}^N \) and \( p(y; \theta) \) is the likelihood function, see Definition 2.2.1. Given the presence of the process noise \( w_t \), this likelihood function has to be computed by marginalizing the unknown signal \( x = \{x_t\}_{t=1}^N \) out from the joint probability,

\[ p(y; \theta) = \int_{\mathbb{R}^N} p(x, y; \theta)dx, \]  

where the joint probability is factorized as \( p(x, y; \theta) = p(y|x; \theta)p(x; \theta) \). The input \( u = \{u_t\}_{t=1}^N \) is assumed to be known exactly. Hence, we have that \( p(y|x; \theta) \) and \( p(x; \theta) \) are direct reflections of, respectively, the measurement and process noise distributions,

\[ p(y|x; \theta) = p_e(y - G_H(q, \theta_H)f(x, \theta_{NL})), \]
\[ p(x; \theta) = p_w(x - G_W(q, \theta_W)u). \]  

Given the presence of the non-invertible nonlinear transformation \( f(\cdot; \theta_{NL}) \), the integral (5.3) is intractable and one of the Monte Carlo methods described
in Chapter 4 has to be implemented. In particular, we consider the nested MCML method described in Section 4.1. Starting from an initial guess $\theta^{(0)}$, this method implements a local exploration of the likelihood function by making use of Monte Carlo estimates of its log-gradient. In general, because of the presence of the nonlinearity $f(\cdot; \theta_{NL})$ and of the process noise, the likelihood function is nonlinear and non-convex. Thus, $\theta^{(0)} = [\theta^{(0)}_W, \theta^{(0)}_{NL}, \theta^{(0)}_H]$ has to be chosen carefully, in order to avoid local maxima.

Initialization algorithms for this type of model are at their early stage of development. The algorithm presented in this thesis (Section 6.1), based on [66], is the first attempt to combine the ML estimates with the linear approximations of the system. After this, [67] has generalized and extended the framework of the linear approximations to general nonlinear models affected by process noise.

### 5.1.2 Presence of measurement noise only

When process noise is not present, the only stochastic contribution to the model outputs comes from the measurement noise $e_t$, distributed according to $p_e(e_t)$. Since the signal $x$ is not affected by disturbances, the marginalization integral can be easily solved

$$p(y; \theta) = \int_{\mathbb{R}^N} p(x, y; \theta) \delta(x - x_0) dx = \int_{\mathbb{R}^N} p(y|x; \theta) p(x; \theta) \delta(x - x_0) dx,$$

where $\delta(x - x_0)$ is a Dirac delta function centred in $x_0$, which is defined as

$$x_0 = G_W(q, \theta_W) u_t,$$

i.e. the actual, undisturbed output of the first linear block. Thus, the probability $p(x; \theta)$ boils down to a Dirac delta function in $x_0$ and

$$p(y; \theta) = p(y|x = x_0; \theta) = p_e(y - G_H(q, \theta_H)f(x_0, \theta_{NL}))(5.7)$$

$$= p_e(y - G_H(q, \theta_H)f(G_W(q, \theta_W)u_t, \theta_{NL})).$$

Hence, the likelihood function $p(y; \theta)$ is a direct reflection of the measurement noise only. Since the measurement noise is independently distributed over $t$, the likelihood can be expressed as product of the probabilities of the single realizations,

$$p(y; \theta) = \prod_{t=1}^{N} p_e(y_t - G_H(q, \theta_H)f(G_W(q, \theta_W)u_t, \theta_{NL})), \quad (5.8)$$
and the MLE problem can be formulated as the minimization of the negative log-likelihood,

\[
\hat{\theta}_{ML} := \arg \min_{\theta} - \sum_{t=1}^{N} \log p_e(y_t - G_H(q, \theta_H) f(G_W(q, \theta_W) u_t, \theta_{NL})).
\] (5.9)

Although the MLE problem simplified a lot, compared to stochastic case, the cost function of the minimization problem is still nonlinear and, depending on the shape of the measurement noise distribution and of the nonlinearity, many local minima can be present. Thus, also in this case, the choice of \( \theta^{(0)} = [\theta^{(0)}_W, \theta^{(0)}_{NL}, \theta^{(0)}_H] \) is crucial.

A typical assumption for the measurement noise is that it is normally distributed with zero mean and variance \( \sigma_e^2 \),

\[
e_t \sim \mathcal{N}(0, \sigma_e^2), \quad \forall t.
\] (5.10)

In this case, the MLE problem simplified even further to

\[
\hat{\theta}_{ML} := \arg \min_{\theta} \sum_{t=1}^{N} \frac{1}{2\sigma_e^2} [y_t - G_H(q, \theta_H) f(G_W(q, \theta_W) u_t, \theta_{NL})]^2,
\] (5.11)

which is equivalent to a weighted least square error criterion. Furthermore, as already discussed in Section 2.2.2, if we define the predictor of the model output as

\[
\hat{y}_t(\theta) = G_H(q, \theta_H) f(G_W(q, \theta_W) u_t, \theta_{NL}),
\] (5.12)

then (5.11) is equivalent to the PEM estimator. However, the cost function to minimize is still nonlinear and iterative search algorithms may end up in local minima, see e.g. [68]. Thus, initialization algorithms need to be developed for this special case as well. We will address this problem in Section 6.2.

Unlike the stochastic WH model case, many approaches for initializing the WH model identification problem, when process noise is not present, are available in literature. Many of them are based on linear approximations and, in particular, they rely on the asymptotic results of the Best Linear Approximation (BLA) of a nonlinear system. In the next section, we will formally define the BLA and we will explain how it can be used to initialize the WH model identification problem.

## 5.2 The Best Linear Approximation

The Best Linear Approximation of a nonlinear system is defined in the following.
5.2. The Best Linear Approximation

**Definition 5.2.1.** *(The Best Linear Approximation)* The BLA of a time-invariant nonlinear system to a given class of stationary input signals $\mathcal{U}$, containing sequences of length $N$, is defined as the best linear system approximating the system’s output in the mean square sense [69], [70],

$$G_{BLA}(q, \hat{\theta}_N) = \arg \min_{G \in \mathcal{G}} \frac{1}{N} \sum_{t=1}^{N} (y_t - G(q, \theta)u_t)^2,$$  (5.13)

where $G(q, \theta)$ is a linear model belonging to the class of linear systems $\mathcal{G}$.

When process noise is not present, it is proved that the BLA of a WH system provides a consistent estimate of the concatenation of the two linear dynamic blocks, when the input belongs to the Riemann equivalence class of asymptotically normally distributed signals [5], [70]. Consider the following WH model with no process noise,

$$x_t = G_W(q, \theta_W)u_t,$$
$$z_t = f(x_t, \theta_{NL}),$$
$$y_t = G_H(q, \theta_H)z_t + e_t,$$  (5.14)

and assume that real data are generated when the true value of the parameter vector is used, i.e. $\theta_0 = [\theta^0_W, \theta^0_{NL}, \theta^0_H]$. By using Definition 5.2.1, the consistency result from [5] and [70] entails that

$$G_{BLA}(q, \hat{\theta}_N) \rightarrow kG_W(q, \theta^0_W)G_H(q, \theta^0_H) \quad \text{w.p. 1 as} \quad N \rightarrow \infty \quad (5.15)$$

where the constant scaling factor $k$ depends on the input amplitude and on the nonlinearity. Clearly, this result provides a strong tool for deriving initialization algorithms for WH model identification. A simple linear least squares problem provides consistent estimates of the concatenation of the linear parameters. Therefore, the problem of retrieving a good approximation of $\theta^0_W$, $\theta^0_H$ is reduced to a partitioning problem, where it is required to correctly divide the dynamics contained in the BLA between the two linear parts. Once this partitioning problem has been solved, $\theta^0_W$, $\theta^0_H$ can be used to define a new MLE problem for identification of the $\theta_{NL}$. This is the main idea at the basis of many WH system identification algorithms, see e.g. [10], [68], [71], [72], [73], [74].

Hence, the question is whether we could use the BLA also in case of stochastic WH model, i.e. when the process noise is present. The answer is positive and it is based on the results originally presented in [66], where we extended the BLA consistency results to the stochastic WH model case. We recall the main consistency result in the following section.
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5.2.1 Best Linear Approximations of stochastic WH models

We first recall the stochastic WH model define in Section 2.1.3,

\[ x_t = G_W(q, \theta_W)u_t + w_t, \]
\[ z_t = f(x_t, \theta_{NL}), \]
\[ y_t = G_H(q, \theta_H)z_t + e_t, \]

and we assume that real data are generated when the true value of the parameter vector is used, i.e. \( \theta_0 = [\theta_{W0}, \theta_{NL0}, \theta_{H0}] \). Then we have the following theorem.

**Theorem 5.2.1. (Consistency of the BLA of stochastic WH models)** If the following assumptions are satisfied,

1. The input \( u_t \) and the process noise \( w_t \) are independent, Gaussian, stationary processes;

2. The measurement noise \( e_t \) is a stationary stochastic process, independent of \( u_t \) and \( w_t \);

3. \( G(q, \theta) \) is an arbitrary transfer function parametrization with freely adjustable gain, such that \( G(q, \theta_0) = G_W(q, \theta_{W0})G_H(q, \theta_{H0}) \), for some parameter value \( \theta_0 \);

4. The parameter \( \theta \) is estimated from \( u \) and \( y \) using an output error method,

\[ \hat{\theta}_N = \arg \min_{\theta} \frac{1}{N} \sum_{t=1}^{N} (y(t) - G(q, \theta)u(t))^2, \]

then

\[ G(q, \hat{\theta}_N) \rightarrow kG_W(q, \theta_{W0})G_H(q, \theta_{H0}) \quad \text{w.p. 1 as} \quad N \rightarrow \infty \]

The proof can be found in Appendix 8.5. The static \( k \) depends on the variance of the input \( u_t \) and the process noise \( w_t \), see [67]. In the next section, we illustrate the consistency results of the BLA on numerical examples. In the next chapter, instead, we will use the BLA to derive an initialization algorithm for stochastic WH model identification.
5.2. The Best Linear Approximation

Table 5.1: BLA estimation - Example 1

<table>
<thead>
<tr>
<th>Poles/Zeros</th>
<th>True</th>
<th>Estimated ($\mu \pm \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.4</td>
<td>0.3988 $\pm$ 0.1000</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.8</td>
<td>0.7998 $\pm$ 0.0401</td>
</tr>
</tbody>
</table>

5.2.2 Numerical examples

To support the theoretical results, we provide here two numerical examples illustrating the consistency of the BLA estimation. Two different stochastic WH systems are simulated to obtain data. The generated data are used to estimate the best linear approximation of the systems. Monte Carlo analysis is used to generate estimation distributions over 1000 sets of 1000 data points for each set.

Example 1: Two first order systems with polynomial nonlinearity

The first WH model is the same model that we used in Section 4.2.1 to illustrate the ML estimation of the parameters of the nonlinearity. In that case, we assumed known linear parts. Now, we estimate the parameters of the linear parts using the BLA. The WH model is

\[
x_t = \frac{1}{1 - \alpha q^{-1}} u_t + w_t \tag{5.19a}
\]
\[
z_t = f(x_t, \theta_{NL}) \tag{5.19b}
\]
\[
y_t = \frac{1}{1 - \beta q^{-1}} z_t + e_t. \tag{5.19c}
\]

with \(f(x_t, \theta_{NL})\) being a third degree polynomial \(f(x_t, \theta_{NL}) = c_0 + c_1 x_t + c_2 x_t^2 + c_3 x_t^3\). The process and output noise are respectively white and Gaussian with standard deviations \(\sigma_w = 4, \sigma_e = 1\). The signals \(u, w, \) and \(e\) are mutually independent. The BLA estimates are reported in Table 5.1.
Table 5.2: BLA estimation - Example 2

<table>
<thead>
<tr>
<th>Poles/Zeros</th>
<th>True</th>
<th>Estimated ($\mu \pm \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{1,2}$</td>
<td>$0.8 \pm 0.4i$</td>
<td>$(0.7965 \pm 0.012) \pm (0.3999 \pm 0.0154)i$</td>
</tr>
<tr>
<td>$p_{3,4}$</td>
<td>$0.4 \pm 0.7i$</td>
<td>$(0.3954 \pm 0.037) \pm (0.6997 \pm 0.0504)i$</td>
</tr>
<tr>
<td>$z_1$</td>
<td>0.6</td>
<td>$0.5714 \pm 0.1015$</td>
</tr>
</tbody>
</table>

Example 2: Two second order systems with polynomial nonlinearity

The second example is a Wiener-Hammerstein system consisting in two second order linear systems with a polynomial nonlinearity in the middle:

\[
x_t = \frac{q - b_1}{q^2 + a_1 q + a_2} u_t + w_t
\]

\[
z_t = f(x_t, \theta_{NL})
\]

\[
y_t = \frac{q}{q^2 + a_3 q + a_4} z_t + e_t
\]

where the \( f(x_t, \theta_{NL}) \) is a third degree polynomial:

\[
f(x_t, \theta_{NL}) = c_0 + c_1 x_t + c_2 x_t^2 + c_3 x_t^3
\]

Signals \( u, w \) and \( e \) have same statistical properties as previous example and standard deviations, respectively, 5, 5 and 1. Linear parameters \( b_1, a_1, a_2, a_3, a_4 \) correspond, respectively, to a real zero in \( z_1 = 0.6 \) and two pairs of complex poles in \( p_{1,2} = 0.8 \pm 0.4i \) and \( p_{3,4} = 0.4 \pm 0.7i \). Also in this case the BLA provides good estimates of the linear parameters, see Table 5.2.

5.3 Summary

In this chapter, we introduced the initialization problem of WH models identification. For both the case of presence of process noise (stochastic WH model) and of its absence, the choice of an initial guess for the parameter vector \( \theta = [\theta_W, \theta_{NL}, \theta_H] \) is crucial in order to avoid local minima. In fact, in both cases, the MLE problem can be highly nonlinear and local explorations methods need to be implemented.

When the process noise is not present, many approaches for initializing the MLE problem rely on the fact the the Best Linear Approximation of the WH system provides a consistent estimate of the concatenation of \( \theta_W \) and
\(\theta_H\). Hence, the problem of finding the initial guess for these two parameters boils down to a partitioning problem, consisting of deciding how to split the dynamics contained in the BLA between the two linear blocks of the WH model.

In order to use the same idea also in case of stochastic WH model, the consistency result of the BLA has been extended to the general case of presence of process noise. In this way, initialization algorithms solving the partitioning problem can be adapted for this case too. Once the initial estimates for the parameters of the linear blocks are found, the only remaining problem is the initialization and identification of \(\theta_{NL}\). We will discuss this point in the next chapter.
Chapter 6

Initialization algorithms

In this chapter, the BLA is used to derive initialization algorithms for WH models. The main idea is to use the consistent estimates of the linear dynamics contained in the BLA, to initialize the two linear blocks of the WH model. The initialization problem becomes actually a partitioning problem of the BLA dynamics between the two linear parts.

A common solution to the partitioning problem is the exhaustive search approach (ESA), where all the possible combinations of the dynamics contained in the BLA are tested as initial guess. In this way, the approach is formulated as a discrete optimization problem. The resulting initialization algorithm might be very expensive for high order models, since it shows a combinatorial complexity. However, it shows good performances in obtaining the dynamics of the two linear parts and it is easy to implement. The approach was presented in [74] and it was developed for the identification of WH model structure affected by measurement noise only. In this thesis, we extend and apply the exhaustive search approach to the stochastic WH model case, by combining the initialization algorithm with the new MCML methods developed in Chapter 4.

Next, we focus on the initialization problem of the WH model, when the process noise is not present. In this case, in fact, the MLE results into a simpler optimization problem, see Section 5.1.2, and a more efficient initialization algorithm can be deployed. It is the fractional approach (FA) and it performs a relaxation of the discrete optimization problem into a continuous one. The linear dynamics obtained from the BLA are parametrized in a fractional way and only one optimization problem is required to retrieve the partitioning of the dynamics. The FA was originally presented in [75], and its main advantage is that the original discrete partitioning problem is replaced by a single continuous one, resulting in a reduced complexity. In this thesis we show that the FA becomes ill-conditioned for some particular configurations of the linear dynamics, causing identifiability issues. Hence,
we propose a modification of this approach, based on series expansion of the fractional dynamics. This modification shares most of the properties of the fractional approach. Nevertheless, it provides an implicit regularization of the identification problem. It addresses the ill-conditioning problem while preserving meaningful statistical properties of the estimation.

6.1 Initialization algorithm for stochastic WH models

In this section, we first describe the exhaustive search approach for initializing WH models. Then, based on the result about the consistency of the BLA, derived in Section 5.2.1, we combine the exhaustive search approach with the ML estimation algorithms derived in Chapter 4. In particular, we make use of the partial re-sampling method, see Section 4.3. Finally we test the initialization algorithm with simulated and benchmark data.

6.1.1 The Exhaustive Search approach

The Exhaustive Search approach [74] was originally developed for initializing WH models with no process noise. In this case, we showed that ML and PEM estimators are equivalent, see Section 5.1.2. Hence, we formulate the identification problem as a PEM problem,

\[ \hat{\theta}_{ML} := \arg \min_{\theta} \frac{1}{N} \sum_{t=1}^{N} [y_t - G_H(q, \hat{\theta}_H)f(G_W(q, \hat{\theta}_W)u_t, \theta_{NL})]^2, \]

(6.1)

where \( \theta = [\theta_W, \theta_{NL}, \theta_H] \). Given the consistency of the BLA, we can separate the identification of the parameters of the linear and nonlinear parts. Hence, the idea is to split the BLA model into two sub-models in all possible ways, and to initialize a WH model with each of these splits, for estimating the parameters of the nonlinearity. The steps of the algorithm are the presented in the following.

1. Estimate the BLA \( G_{BLA}(q, \hat{\theta}_N) \) of the system, see Section 5.2.1.

2. Split the BLA into all possible \( G_W(q, \hat{\theta}_W) \) and \( G_H(q, \hat{\theta}_H) \) so that \( G_{BLA}(q, \hat{\theta}_N) = G_W(q, \hat{\theta}_W)G_H(q, \hat{\theta}_H) \), with \( i = 1, \ldots, C \) and \( C \) is the total number of possible partitions. For this, the poles and the zeros of the BLA need to be calculated. Depending on prior knowledge of the system, e.g. order of one or both linear parts, some split can be avoided.
3. For all partitions, fix the linear parameters in the model’s predictor and estimate the parameters of the nonlinearity $\theta_{NL}$ using PEM,

$$\hat{\theta}_{NL} := \arg\min_{\theta_{NL}} \frac{1}{N} \sum_{t=1}^{N} [y_t - G_H(q, \theta_H^t)f(G_W(q, \theta_W^t)u_t, \theta_{NL})]^2 \quad (6.2)$$

4. Order the partitions with respect to the criterion of fit.

The best partition is selected and the corresponding parameters, defined as $\theta^b = [\theta_W^b, \theta_{NL}^b, \theta_H^b]$, are used to initialize a final parameter estimation. Hence, a final minimization using (6.1), with $\theta^{(0)} = \theta^b$, is performed.

It is possible to prove that the identification algorithm initialized with the exhaustive search is able to provide consistent estimates of the parameters. To illustrate this, we first note that the PEM estimator defined in (6.2) is consistent, since it corresponds to the MLE. Since one of the tested combination corresponds to the right split of the linear dynamics, for that combination the global solution of (6.2) also corresponds to the true value of $\theta_{NL}$ and it provides the lowest value of the criterion. Hence, proving consistency boils down to showing that the global solution of (6.2) can be retrieved for each combination. This is clearly true if $f(\cdot, \theta_{NL})$ is linearly parametrized in $\theta_{NL}$. In this case, in fact, the optimization problem (6.2) is a linear least squares problem, with a global, unique solution. Formal proof of the consistency of the algorithm can be found in [74].

6.1.2 Adaptation to the stochastic WH model case

In order to make use of the exhaustive search approach for initializing stochastic WH model structure, we implement one important modification, originally introduced in [58]. The consistency result of the exhaustive search algorithm mainly relies on the consistency of the estimation problem in Step 3. However, when process noise is present, the PEM criterion used in (6.2) is proved to be inconsistent, see Section 4.2.1. The main reason for the inconsistency is that the criterion used in (6.2) does not take into account the stochastic contribution coming from the process noise. Hence, in order to be able to get consistent estimates, we replace the PEM estimator in step 3 with a ML estimator,

$$\hat{\theta}_{NL} := \arg\max_{\theta_{NL}} p(y; \theta_{NL}), \quad (6.3)$$

where $p(y; \theta_{NL})$ is the likelihood function, derived for stochastic WH models in Section 5.1.1, Equation (5.3). In this case, however, we are only interested in the estimation of the parameter $\theta_{NL}$. In fact, the parameters of the linear
parts are fixed and given by the BLA. Nevertheless, given the presence of the process noise, the likelihood function is still computed via a marginalization operation. Hence, one of the methods developed in Chapter 4 have to be used in this case. In particular, we make use of the partial re-sampling method, presented in 4.3.

With these modifications, the main steps of the exhaustive search approach for stochastic WH model initialization are:

1. Estimate the BLA $G_{BLA}(q, \hat{\theta}_N)$ of the system, see Section 5.2.1.

2. Split the BLA into all possible $G_W(q, \theta_{iW})$ and $G_H(q, \theta_{iH})$ so that $G_{BLA}(q, \hat{\theta}_N) = G_W(q, \theta_{iW})G_H(q, \theta_{iH})$, with $i = 1, \ldots, C$ and $C$ is the total number of possible partitions.

3. For all partitions, fix the linear parameters in the deterministic parts of the measurement and process noise distributions

\begin{equation}
\begin{align*}
p(y|x; \theta) &= p(y|x; \theta_{NL}) = p_e(y - G_H(q, \theta_{iH})f(x, \theta_{NL})), \\
p(x; \theta) &= p(x) = p_w(x - G_W(q, \theta_{iW})u).
\end{align*}
\end{equation}

and define ML estimator for the parameters of the nonlinearity $\theta_{NL}$ only,

\begin{equation}
\hat{\theta}_{NL} := \arg \max_{\theta_{NL}} p(y; \theta_{NL}) = \arg \max_{\theta_{NL}} \int_{\mathbb{R}^N} p(y|x; \theta_{NL})p(x)dx \tag{6.5}
\end{equation}

4. Solve the ML problem by using the partial re-sampling method of Section 4.3.

5. Order the partitions with respect to the criterion of fit.

Again, the best partition is selected and the corresponding parameters, defined as $\theta^b = [\theta_{iW}^b, \theta_{NL}^b, \theta_{iH}^b]$, are used to initialize a final parameter estimation. This time, the final parameter estimation is the MLE,

\begin{equation}
\hat{\theta}_{ML} := \arg \max_{\theta} \int_{\mathbb{R}^N} p(y|x; \theta)p(x; \theta)dx, \tag{6.6}
\end{equation}

where the linear parameters $\theta_{W}, \theta_{H}$ are not fixed and they can be re-estimated. The partial re-sampling method can be deployed again and the search is initialized with $\theta^{(0)} = \theta^b$.

Also in this case, the identification algorithm based on the exhaustive search is able to provide consistent estimates of the true parameter. However, a formal proof of consistency in this case is harder to derive, since the optimization problem in Step 3 is a nonlinear ML problem. Hence, the
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partial re-sampling method, used in Step 4, requires a good initial guess in order to obtain a consistent estimate of the parameters of the nonlinearity. At this point, one may argue that the derived initialization algorithm does not actually solve the global optimization problem of the MLE estimate for stochastic WH model. From a general perspective, this is true. However, this initialization algorithm is a first step towards the derivation of consistent estimates, since it makes use of consistent estimators in all its steps. In fact, if at Step 3 the standard PEM were used, it would be impossible to obtain unbiased estimate of $\theta_{NL}$, even in case of linear parametrization of $f(\cdot, \theta_{NL})$. Hence, we argue that the combination of the exhaustive search and the ML estimates for $\theta_{NL}$ is still advantageous in terms of finding a good initial guess, because the ML problem (6.5), given its reduced parameter dimension, is simpler and easier to initialize than the ML problem in all models parameters (6.6). Our statement is also supported by practical numerical examples, where the derived initialization algorithm has been used to retrieve the right split of the dynamics of the BLA, see next section.

6.1.3 Numerical examples

In this section, we illustrate the effectiveness of the initialization algorithm combining the exhaustive search and the ML estimates on two numerical examples.

Simple stochastic WH model

The first example is the stochastic WH model used in Section 4.2.1 and Section 5.2.2,

$$x_t = \frac{1}{1 - \alpha q^{-1}} u_t + w_t,$$

$$z_t = f(x_t, \theta_{NL}),$$

$$y_t = \frac{1}{1 - \beta q^{-1}} z_t + e_t,$$

with $f(x_t, \theta_{NL}) = c_0 + c_1 x_t + c_2 x_t^2 + c_3 x_t^3$. The same system, in fact, has been used to test the consistency of the ML estimates of the nonlinear parameters using the deterministic method (Section 4.2.1), and the consistency of the BLA (Section 5.2.2). Thus, we have all the ingredients to implement the initialization algorithm described in 6.1.2.

When estimating the nonlinear parameters only (Section 4.2.1), we assumed that the parameters $\alpha, \beta$ of the linear parts were known and fixed during the estimation, and $\theta_{NL}$ was the only unknown parameter vector. Here, instead, we use the estimated values from the BLA to initialize $\alpha, \beta$. 
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Table 6.1: Example 1 - The BLA estimation of a stochastic WH model provides unbiased estimates of the linear dynamics.

<table>
<thead>
<tr>
<th>Poles/Zeros</th>
<th>True</th>
<th>Estimated ($\mu \pm \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.4</td>
<td>0.3988 ± 0.1000</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.8</td>
<td>0.7998 ± 0.0401</td>
</tr>
</tbody>
</table>

Table 6.2: Example 1 - BLA partitioning - For both combinations of the linear parts, the nonlinearity of the WH model is estimated with ML and PEM. The RMSE is used to decide a partitioning of the linear parts. The ML manages to find the right split. The PEM, inconsistent, provides a lower RMSE for the wrong split.

<table>
<thead>
<tr>
<th></th>
<th>ML</th>
<th>PEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>True split</td>
<td>1.6934</td>
<td>8.1125</td>
</tr>
<tr>
<td>Wrong split</td>
<td>4.3872</td>
<td>8.0762</td>
</tr>
</tbody>
</table>

These values are reported in Table 6.1. Since the data are generated from a simulated system, we actually know the true values of the linear parameters. Hence, in order to test the initialization algorithm, we assume we do not know which of the estimated poles from the BLA corresponds to $\alpha$ and which to $\beta$, and we deploy the exhaustive search algorithm. Since there are only two poles, only two combinations are possible. For each combination, we estimate $\theta_{NL}$ using the partial re-sampling method implementing the MLE. We use $\hat{\theta}_{NL}^{(0)} = [0, 1, 0, 0]$ as initial guess for $\theta_{NL}$. We also compare this estimation with a standard PEM estimator. In Table 6.2, we report the RMS of the data-fitting errors obtained when using the nonlinear parameters estimated with ML and with the PEM, for the two possible splits of the BLA. We observe that the ML estimate finds the right split, while the PEM, inconsistent for the process noise case, shows lower value of the criterion for the wrong split.

Benchmark example

In this second example, we test the derived algorithm for BLA partitioning on the benchmark WH system introduced in Section 2.1.4. The available data from the system affected by process and measurement noise are used. The
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Figure 6.1: Estimation of the WH nonlinearity using ML (partial re-sampling method) and PEM. The ML estimate tries to capture the true saturation behaviour of the true nonlinearity.

BLA is estimated by fitting a 6-th order OE model, with 10000 input/output data. The input used for estimation is the Multisine, provided by the benchmark. A set of data not affected by process noise is also available for validation. The BLA provides a RMSE of 35 mV on the validation data. The linear model is then split into two sub-models in all possible ways, but avoiding the combination providing improper transfer functions. For each split, a 5-th order polynomial function is estimated as static non-linearity, via the partial re-sampling method. In this case, 3000 data and a sample size of $M = 300$ are used. The RMSE achieved by the best split, i.e. lowest value of the ML criterion, is 16.2 mV. This result is comparable with other recently developed methods for stochastic WH model identification, see [59], [76].

The identification of the nonlinearity, providing the best split, is reported in Figure 6.1, and it is compared with the one estimated using PEM. From prior knowledge of the WH benchmark system, we know that the nonlinearity is a diode-resistor network implementing a saturation effect. The ML estimate tries to capture this behaviour.

Finally, in Figure 6.2, the estimated model output, using ML and PEM, is reported. The estimated output is compared with the validation data set, i.e. a process noise-free data. Also in this case, the ML estimate shows better results.
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Figure 6.2: ML and PEM estimated outputs for the corresponding identified split and nonlinearity. Validation on a process noise-free data-set. The ML estimate shows better fitting results.

6.2 Initialization algorithm for WH models

In this final part of the thesis, we focus on the case of WH models whose outputs are only affected by measurement noise. For this type of models we showed that the MLE is actually equivalent to the PEM estimator, see Section 5.1.2. Hence, consistent estimates of the parameters can be obtained by implementing a nonlinear least squares problem. Compared to the stochastic WH model case, where approximate solutions based on Monte Carlo estimates are required for solving the MLE problem, the overall difficulty of solving the estimation problem is considerably reduced and no approximate solutions are required. This also affects the design and implementation of an initialization algorithm. In this case, in fact, a more efficient approach can be used, i.e. the fractional approach (FA), originally presented in [75]. With this approach, the discrete optimization problem with combinatorial complexity, implemented by the exhaustive search approach, is replaced by only one optimization problem in a new set of variables. In fact, the FA uses the BLA to initialize both linear parts of the WH model and integer exponents in the set \( \{0, 1\} \) are introduced for every pole/zero present in the BLA. In this way, it is possible to describe the partition between the two linear parts. A relaxation of the set \( \{0, 1\} \) to the continuous interval \([0, 1]\) is then performed. The resulting real-valued exponents can be
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identified via a continuous optimization problem. When all the identified 
real-valued exponents are close to their integer values \{0, 1\}, a partition of 
the pole or the zero can be decided. Iterative methods can be used to solve 
the continuous problem efficiently, in the considered noise framework.

However, the FA shows some identifiability and conditioning issues, arising 
from the continuous relaxation of the discrete problem. In the following 
sections, we present in details the FA and we analyse its identifiability issues. 
Then, we present a modification of the FA to solve these issues. The relaxation 
of the set of the integer exponents yields fractional dynamics. The 
proposed modification treats these fractional dynamics via series expansion. 
The expansion method naturally introduces a form of regularization in the 
estimation problem, which alleviates its potential ill-conditioning. Moreover, 
since no artificial regularization is introduced, the identification problem 
retains a meaningful description of the (local) statistical properties of the 
estimation. Finally, a novel formulation of the identification problem based 
on lifting techniques [77] is proposed, yielding advantageous properties in 
the resulting continuous optimization algorithm, which allow for a faster and 
more reliable convergence to the solution when using Newton-type methods. 
The results presented in the following are mainly based on [78].

6.2.1 The Fractional Approach

To present the fractional approach, we recall the parametrization of the 
linear parts of a WH model, introduced in Section 2.1.3,

\[
G_W(q, \theta_W) = \frac{\sum_{k=0}^{n_W} b_k W q^{-k}}{1 + \sum_{k=1}^{n_A W} a_k W q^{-k}}, \tag{6.8}
\]

\[
G_H(q, \theta_H) = \frac{\sum_{k=0}^{n_H} b_k H q^{-k}}{1 + \sum_{k=1}^{n_A H} a_k H q^{-k}}, \tag{6.9}
\]

and we assume that the BLA of the WH system has been identified and 
expressed in terms of poles \(p\) and zeros \(z\) factorization,

\[
G_{BLA}(q, p, z) = k \prod_{i=1}^{n_H} \frac{(1 - z_i q^{-1})}{1 - p_i q^{-1}}, \tag{6.10}
\]

with \(z = [z_1, \ldots, z_{n_B}]\), \(p = [p_1, \ldots, p_{n_A}]\), and \(n_A, n_B\) being the total number 
of poles and zeros of the system.

With the FA, the poles and zeros of the BLA are used to initialize two 
new linear blocks \(\hat{G}_W\) and \(\hat{G}_H\), where the partition of poles and zeros is 
parametrized through a new vector of real parameters \([\alpha, \beta]\) in the following
way,

\[ \hat{G}_W(q, \alpha, \beta) = \prod_{i=1}^{n_B} (1 - z_i q^{-1})^{\beta_i} \prod_{i=1}^{n_A} (1 - p_i q^{-1})^{\alpha_i}, \]  
\[ (6.11a) \]

\[ \hat{G}_H(q, \alpha, \beta) = \prod_{i=1}^{n_B} (1 - z_i q^{-1})^{1-\beta_i} \prod_{i=1}^{n_A} (1 - p_i q^{-1})^{1-\alpha_i}, \]  
\[ (6.11b) \]

The indices \( n_A \) and \( n_B \) also denote the dimension of vectors \( \alpha \) and \( \beta \),

\( \alpha = [\alpha_1, \ldots, \alpha_{n_A}] \), \( \beta = [\beta_1, \ldots, \beta_{n_B}] \). (6.12)

For a real pole (zero) one \( \alpha_i \) (\( \beta_i \)) is introduced, and complex pairs of poles/zeros share the same parameter, so that they are kept together during the estimation, see [75]. As a result, \( \alpha_i = 1 \) (\( \beta_i = 1 \)) locates the \( i \)-th pole or pair of complex poles (zero or pair of complex zeros) at \( G_W \), while \( \alpha_i = 0 \) (\( \beta_i = 0 \)) locates the \( i \)-th pole or pair of complex poles (zero or pair of complex zeros) at \( G_H \). The estimation of \( \alpha \) and \( \beta \) provides the splitting of the dynamics and, hence, the initial guesses \( \theta_W \), \( \theta_H \). Thus, by using the PEM criterion, consistent for the considered noise framework, the initialization problem consists of finding \( \hat{\theta}_N = [\hat{\alpha}, \hat{\beta}, \hat{\theta}_{NL}] \) minimizing

\[ V_N(\theta) = \frac{1}{N} \sum_{t=1}^{N} (y_t - \hat{y}_t(\alpha, \beta, \theta_{NL}))^2. \]  
\[ (6.13) \]

The minimum of the criterion (6.13) is obtained at the true value \( \theta_0 = [\alpha^0, \beta^0, \theta^0_{NL}] \), which represents the parameter vector describing the true splitting and the true non-linear function. Once the splitting of the dynamics is retrieved, a final optimization can be performed over all parameters, i.e. poles, zeros, and non-linearity. In this way, possible estimation errors from the BLA can be reduced, see [75]. In the next section, we show that the problem of minimizing (6.13) is ill-conditioned for certain configurations of poles and zeros.

### 6.2.2 Conditioning problem of the fractional approach

In this section, we show that the conditioning problem of the FA derives from a lack of identifiability of the \( \alpha \), \( \beta \) parameters, when particular pole/zero configurations occur in the BLA. Since in the considered noise framework the PEM criterion (6.13) is also the Maximum Likelihood criterion, see Section 2.2.2, the Cramér-Rao lower bound for the covariance \( C \) of the estimate \( \hat{\theta}_N \) is

\[ C(\hat{\theta}_N) \geq -M(\theta_0)^{-1}, \]  
\[ (6.14) \]
where M is the *Fisher Information Matrix* (FIM), defined by

\[
M(\theta_0) = \mathbb{E} \left[ \nabla^2_\theta [V_N(\theta)] \bigg|_{\theta = \theta_0} \right]. \tag{6.15}
\]

The argument of the expectation operator is the Hessian of the criterion,

\[
\nabla^2_\theta [V_N(\theta)] = \sum_{t=1}^{N} \left( \frac{d\hat{y}_t(\theta)}{d\theta} \right)^T \frac{d\hat{y}_t(\theta)}{d\theta} + \sum_{t=1}^{N} \frac{d^2\hat{y}_t(\theta)}{d\theta^2} (\hat{y}_t(\theta) - y_t). \tag{6.16}
\]

At the true solution $\theta_0$, the residuals $\hat{y}_t(\theta_0) - y_t$ behave as random numbers distributed according the noise distribution $p_\epsilon(e_t)$. As discussed before, this noise is the measurement noise for which the common assumption is the normal distribution $\mathcal{N}(0,\sigma^2_\epsilon)$. However, for our purposes it is enough that the distribution is zero mean. In this case, in fact, the residuals $\hat{y}_t(\theta_0) - y_t$ are zero mean and the FIM becomes

\[
M(\theta_0) = \sum_{t=1}^{N} \left( \frac{d\hat{y}_t(\theta)}{d\theta} \right)^T \frac{d\hat{y}_t(\theta)}{d\theta} \bigg|_{\theta = \theta_0}. \tag{6.17}
\]

Thus, the FIM can be ill-conditioned if there is linear dependence among the elements of the sensitivity of model output $\frac{d\hat{y}_t(\theta)}{d\theta}$, for example if

\[
\frac{d\hat{y}_t(\theta)}{d\theta_i} + \mu \frac{d\hat{y}_t(\theta)}{d\theta_j} = 0, \quad \forall t, \tag{6.18}
\]

for some constant $\mu$ and $i \neq j$. In the following we prove that the matrix $M(\theta)$, defined in (6.19), can have an arbitrarily bad conditioning (or even be rank-deficient) for some non-trivial configurations of pole-zeros in the linear subsystems, resulting from some elements $\frac{d\hat{y}_t(\theta)}{d\theta_i}$ and $\frac{d\hat{y}_t(\theta)}{d\theta_j}$ being nearly linearly dependent.

**Theorem 6.2.1.** Assume the fractional parametrization of the Wiener-Hammerstein dynamics as in (6.11) and assume a static non-linearity $f(x_t, \theta_{NL})$ in the middle. Consider the following cases:

1. One pole $p_i$ (zero $z_i$) from $G_W$ is in the neighbourhood of a zero $z_j$ (pole $p_j$) from $G_H$;

2. One pole $p_i$ (zero $z_i$) from $G_W$ or $G_H$ is in the neighbourhood of another pole $p_j$ (zero $z_j$) from $G_W$ or $G_H$. 
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Let \( \lambda_{\text{min}} \) be the smallest eigenvalue of the matrix

\[
M(\theta) = \sum_{t=1}^{N} \left( \frac{d\hat{y}_t(\theta)}{d\theta} \right)^T \frac{d\hat{y}_t(\theta)}{d\theta},
\]  

(6.19)

then \( 0 \leq \lambda_{\text{min}} \leq |\Gamma(\theta)\Delta|, \quad \forall \theta, \)

where \( \Delta \) is the distance between the pole (zero) and the zero (pole) of case (1) or the distance between the two poles (zeros) of case (2). The function \( \Gamma(\theta) \) is defined in Appendix 8.6.

**Corollary 6.2.1.** If \( \Delta \equiv 0 \), then Equation (6.18) holds with \( \mu = 1 \) for Case 1 and \( \mu = -1 \) for Case 2, and with \( \theta_i, \theta_j \) being the \( \alpha \) and/or \( \beta \) parameters corresponding to poles and/or zeros considered in Case 1 and Case 2 of Theorem 6.2.1.

The proof of Theorem 6.2.1 and Corollary 6.2.1 can be found in Appendix 8.6. The conditioning problem, described by Theorem 6.2.1, can cause both numerical and identifiability issues. This is explained by the following remark and corollary.

**Remark 6.2.1.** Matrix (6.19) also defines the Gauss-Newton approximation of the Hessian for least-squares optimization problems. Hence, the bad conditioning of this matrix can cause numerical issues when the Gauss-Newton approximation is used in the iterative optimization algorithm.

**Corollary 6.2.2.** The parameters \( \alpha \) and/or \( \beta \) corresponding to poles and/or zeros considered in Case 1 and Case 2 of Theorem 6.2.1 are not identifiable using the fractional approach.

**Proof.** The identifiability of the parameters can be assessed by checking the FIM for singularities. The FIM is the matrix (6.19) evaluated at \( \theta_0 \). Thus the conditioning results of Theorem 6.2.1 extend to the FIM, causing the identifiability issue.

The conditioning problem generated by Case 2 of Theorem 6.2.1 can be intuitively understood by considering the fractional parametrization (6.11). Indeed, the fractional exponents allow for changing the multiplicity of a pole (zero) arbitrarily. Thus, when two poles (two zeros) are very close to each other, or in case of double pole (double zero), having multiplicity 1 for both of them is equivalent to increase the multiplicity of one while decreasing the multiplicity of the other. On the other hand, Case 1 is less intuitive and more challenging from the identification perspective.

In the next section, we develop and argue for a solution to the identifiability issue generated from Case 1. For the sake of completeness and
comparison, however, we also consider two standard tricks addressing the conditioning problem. The first one is to add an explicit regularizing function to the cost function (6.13). The purpose of the regularization is to accentuate the curvature around the possible minima of the cost function, which correspond to the integer values of $\alpha$, $\beta$ and for which Theorem 6.2.1 shows conditioning problems. The second one is to add the inequality constraints $0 \leq \theta_i, \theta_j \leq 1$. In this way, the flat directions of the cost function, indicated by Corollary 6.2.1, would intersect the constrained variable space at a single point, i.e. one of the corner of the constrained box, which would also be the solution of the optimization problem. This is what is also done in [75], but without any further explanation regarding the need of inequality constraints.

Both explicit regularization and inequality constraints, while fixing the conditioning problem, artificially alter the covariance properties of the parameters at the solution. Furthermore the explicit regularization requires some user-tuning of the regularizing function. Our solution is represented by the Expanded Fractional Approach (EFA) which, for Case 1, provides an implicit and natural regularization effect for the FA conditioning problem. The EFA and its properties are presented in the next sections.

### 6.2.3 The Expanded Fractional Approach

In this section, the novel expansion approach is presented and the initialization problem using the Expanded Fractional Approach (EFA) is introduced. The implicit regularization effect of the EFA is finally established.

#### The expansion idea

In order to get a formulation of the fractional approach which makes use of integer values of the delay operator $q$, a series expansion is made separately for the numerator and denominator of $\hat{G}_W$ and $\hat{G}_H$, see Expressions (6.11). Numerator and denominator are expanded separately in order to fulfil the following property.

**Property 6.2.1.** At the integer values $\{0, 1\}$ of the parameters $\alpha$ and $\beta$, the series expansions of numerator and denominator of $\hat{G}_W$ and $\hat{G}_H$ (6.11) are exact.

This property does not hold in the original expansion approach presented in [79], where numerator and denominator are expanded together. Property 6.2.1 is important because it allows the model derived from the expanded formulation to recover the original parametrization (2.11)-(2.12) for integer values of $\alpha$ and $\beta$. Numerator and denominator, in their fractional form (6.11), are analytic in the complex variable $q$ everywhere except in 0, and
can therefore be expanded as an ordinary Laurent power series about 0, in the variable $q^{-1}$, see [80]. For example, the $n$th-order expansion of a single pole $p$ is given by:

$$(1 - pq^{-1})^\alpha \approx 1 + A_1(p, \alpha)q^{-1} + \ldots + A_n(p, \alpha)q^{-n}, \quad (6.20)$$

where $\alpha$ is a scalar, $n$ is the expansion order, and the coefficients $A_1(p, \alpha)$, $\ldots$, $A_n(p, \alpha)$ are uniquely determined and equal to the Taylor coefficients of the expansion of the function $f(x) = (1 - px)^\alpha$, where $x = q^{-1}$, see [81]. Thus, the functions $\hat{G}_W$ and $\hat{G}_H$ can be approximated by $\hat{G}^{\text{EXP}}_W$ and $\hat{G}^{\text{EXP}}_H$, defined as

$$\hat{G}^{\text{EXP}}_W(q, \alpha, \beta) = 1 + \sum_{l=1}^{n^W_1} B^W_l(z, \beta)q^{-l}, \quad (6.21a)$$

$$\hat{G}^{\text{EXP}}_H(q, \alpha, \beta) = 1 + \sum_{l=1}^{n^H_1} A^H_l(p, \alpha)q^{-l}, \quad (6.21b)$$

where the indices $n^W_1, n^W_2, n^H_1, n^H_2$ are the expansion orders for denominators and numerators, and

$$A^W(\alpha) = [A^W_1(p, \alpha), \ldots, A^W_{n^W_1}(p, \alpha)],$$

$$B^W(\beta) = [B^W_1(z, \beta), \ldots, B^W_{n^W_2}(z, \beta)],$$

$$A^H(\alpha) = [A^H_1(p, \alpha), \ldots, A^H_{n^H_1}(p, \alpha)],$$

$$B^H(\beta) = [B^H_1(z, \beta), \ldots, B^H_{n^H_2}(z, \beta)]$$

are the coefficients provided by the Taylor expansion, depending on the vectors $\alpha, \beta, p, z$, see Expression (6.11). The expansion orders $n^W_1, n^W_2, n^H_1, n^H_2$ have to be chosen high enough in order to reproduce all possible pole/zero combinations of the BLA, see Property 6.2.1. This sets a lower bound for the orders. While one may consider a high order desirable, in order to obtain high accuracy of the expansion, in the next section we show that choosing an order higher than the lower bound can be counter-productive.

### Conditioning property of the expanded approach

In this section, it is shown that a low-order expansion of the problematic pole/zero pair described in Case 1 of Theorem 6.2.1 results in rectifying the ill-conditioning problem. This observation is formally stated in the following theorem.

**Theorem 6.2.2.** Consider the fractional parametrization as in (6.11) and Case 1 of Theorem 6.2.1. If the two factors containing the zero and the pole
close to each other are expanded with a first order series expansion, then the matrix $M(\theta)$ is well-conditioned, independently of $\Delta$.

Proof. See Appendix 8.7.

Thus, a low-order expansion of the problematic pole/zero pair addresses the ill-conditioning of the FA problem, providing a well-conditioned Fisher Information Matrix. In general, it has been observed that the EFA, i.e. the expansions (6.21), preserves the result of Theorem 6.2.2 if sufficiently low expansion orders are used. In order to fulfil Property 6.2.1, the lowest possible orders are given by the total number of zeros ($n_B$) for the expansion of the numerator, and total number of poles ($n_A$) for the expansion of the denominator. This becomes a general guideline for choosing $n^W_1, n^W_2, n^H_1, n^H_2$. Finally, the EFA introduces algebraic expressions in $\alpha$, $\beta$ of increasing complexity in the expansion orders, see (6.22). However, a particular structure resides in these algebraic expressions. By using this structure, a reformulation of the optimization problem allows to improve the algorithmic performance of the optimization problem. We detail these observations next.

6.2.4 Properties of the Expanded Fractional Approach

In this section, firstly we show that a particular structure relates the variables $\alpha$ and $\beta$ to the coefficients of the expansions in (6.21). A structure that we label as pseudo-linearity property. Then, a reformulation of the initialization problem is presented, which makes use of this property. Finally, convergence aspects of Newton-type methods applied to the new formulation are discussed.

The pseudo-linearity property

The pseudo-linearity property is defined in the following.

**Definition 6.2.1.** (Pseudo-linearity). A function $g(x) = [g_1(x) \cdots g_N(x)]^T$ is pseudo-linear in $x \in \mathbb{R}^n$ if, $\forall k$, $g_k(x) = A_k x + b_k$, $\forall x \in S_{k-1}$ (for some constant matrices $A_k$ and vectors $b_k$), where $S_{k-1} = \{x | g_i(x) = 0, i = 1, ..., k - 1\}$.

The following lemma provides results of uniqueness of the solution for a pseudo-linear system of equations.

**Lemma 6.2.1.** Consider the system of $M$ equations $g(x) = \bar{g}$, with $g(x)$ being pseudo-linear, $\bar{g}$ given, and $x \in \mathbb{R}^n$. The system admits a unique solution if $M = n$.

The proof can be found in Appendix 8.8. A useful remark related to the computation of the solution of a pseudo-linear equations system follows next.
Remark 6.2.2. The proof of Lemma 6.2.1 also shows that the solution to a pseudo-linear system of equations can be analytically computed by substitution, solving one equation at the time, from \( k = 1 \) to \( M \).

We show next that the Taylor coefficients (6.22) are pseudo-linear functions of the parameters \( \alpha \) and \( \beta \). For simplicity, we consider the generic fractional function \( G(\eta, x) \), representing either the numerator \( (\eta \equiv \beta) \) or the denominator \( (\eta \equiv \alpha) \) of (6.21), and where the variable change \( x = q^{-1} \) is made. Furthermore, only real zeros (poles) are considered, but all the results can be generalized to complex pairs of zeros and poles, by introducing the same exponent for both the complex zero (pole) and its conjugate. Based on these considerations, we introduce the following theorem.

**Theorem 6.2.3.** Consider a generic fractional function \( G \) in the form

\[
G(\eta, x) = \prod_{i=1}^{n} (1 + a_i x)^{\eta_i},
\]

where \( \eta = [\eta_1, \cdots, \eta_n] \) are real exponents, and the \( k \)-th order partial derivative of \( G(\eta, x) \) w.r.t \( x \) is defined as

\[
G^{(k)}(\eta, x) = \frac{\partial^k}{\partial x^k} G(\eta, x).
\]

The generic \( k \)-th coefficient of the Taylor expansion of \( G(\eta, x) \) w.r.t \( x \) and about \( 0 \) is

\[
A_k(\eta) = \frac{1}{k!} G^{(k)}(\eta, x) \bigg|_{x=0}.
\]

Then, the function \( A(\eta) \) defined as

\[
A(\eta) = \begin{bmatrix}
A_1(\eta) \\
\vdots \\
A_M(\eta)
\end{bmatrix},
\]

where \( M \) is the finite order of the Taylor expansion of \( G(\eta, x) \) about \( 0 \), is pseudo-linear in \( \eta \).

**Proof.** See Appendix 8.9.

**Corollary 6.2.3.** Consider the function \( A(\eta) \), given by the Taylor coefficients of the finite series expansion of a fractional function in the form (6.23), with expansion order \( M \). Then the system of equations

\[
A(\eta) = \bar{A},
\]

with \( \bar{A} \) being a given vector in \( \mathbb{R}^M \), admits a unique solution if \( M = n \), where \( n \) is the dimension of the variables vector \( \eta \).
6.2. Initialization algorithm for WH models

Proof. It directly follows from Lemma 6.2.1 and Theorem 6.2.3.

Theorem 6.2.3 and Corollary 6.2.3, applied to the EFA problem, entail that it is possible to build a pseudo-linear system of equations admitting a unique solution in the $\alpha$, $\beta$ variables. Moreover, the proof of Theorem 6.2.3 also provides a computationally efficient procedure to build the pseudo-linear functions, i.e. the recursive law (8.64) in Appendix 8.9. Those results can be used to reformulate the EFA initialization problem, by introducing a set of equality constraints for the Taylor coefficients. This is presented in the next section.

Reformulation of the EFA

With the EFA, the initialization problem is the identification of $\alpha$, $\beta$, which now appear in the coefficients of the expansions of the BLA numerator and denominator, and $\theta_{NL}$, the parameters of the non-linearity, see (6.21).

In order to exploit the pseudo-linear structure of the Taylor coefficients, a lifted formulation of the optimization problem is proposed. With the lifting procedure, intermediate optimization variables and suitable constraints, which ensure the equivalence with the original problem, are introduced. In general, this procedure offers advantages in terms of convergence rates and region of attraction [77]. In our case, the proposed lifting procedure is the following:

- the coefficients $A^W(\alpha)$, $B^W(\beta)$, $A^H(\alpha)$, $B^H(\beta)$, see (6.22), are re-parametrized by introducing the $\alpha$-, and $\beta$-independent quantities $A^W, B^W, A^H, B^H$, in the functions (6.21);

- a set of equality constraints is introduced in order to force $A^W(\alpha)$, $B^W(\beta)$, $A^H(\alpha)$, $B^H(\beta)$ to match the newly introduced quantities $A^W, B^W, A^H, B^H$.

Thus, the lifted initialization problem is

$$\min_{\theta} \frac{1}{N} \sum_{t=1}^{N} (y_t - \hat{y}_t(A^W, B^W, A^H, B^H, \theta_{NL}))^2$$

s.t. $A^W(\alpha) = A^W \in \mathbb{R}^{n_W}$

$B^W(\beta) = B^W \in \mathbb{R}^{n_W}$

$A^H(\alpha) = A^H \in \mathbb{R}^{n_H}$

$B^H(\beta) = B^H \in \mathbb{R}^{n_H}$

(6.28)

where the vector $\theta$ contains both the parameters and the newly introduced optimization variables, i.e. $\theta = [\alpha, \beta, \theta_{NL}, A^W, B^W, A^H, B^H]$. 87
The set of equality constraints in (6.28) is, thus, a set of pseudo-linear equations which, according to Corollary 6.2.3, admits a unique solution in \( \alpha, \beta \) if the number of equations equals the number of variables \( \alpha, \beta \). Hence, the expansion orders ought to match the number of poles and zeros. For comparison, we will refer with lifted formulation to problem (6.28), while with unlifted formulation we will denote the unconstrained version of (6.28), where the terms \( A^W(\alpha), B^W(\beta), A^H(\alpha), B^H(\beta) \) are directly substituted in the model predictor \( \hat{y}_t \). Finally, while Remark 6.2.2 entails that it is possible to compute the solution of the system of equality constraints analytically, numerical approaches are far superior for high order systems. This aspect is addressed in the next section, where we show that a Newton-based method converges to the analytical solution of the system of equations.

6.2.5 Convergence of the Newton’s method

In this section, we show that the Newton’s method applied to the set of equations (6.27) converges to the analytic solution of the system in a number of full steps equal to the number of equations to solve. To do so, we will make use of the pseudo-linearity definition, together with the Newton’s step update equation. First we introduce two useful lemmas.

**Lemma 6.2.2.** If \( g(x) \) is pseudo-linear, then every set \( S_k \) is an affine hyperplane.

*Proof.* By using induction we have that for \( k = 1 \), \( S_0 = x \in \mathbb{R}^N \). Since the hypothesis is that \( g(x) \) is pseudo-linear, then \( g_1(x) = A_1x + b_1 \). Therefore \( S_1 \) will be the set of \( x \) solving an affine system, hence it is an affine hyperplane. Assume now that \( S_k \) is a hyperplane and consider the set \( \gamma_{k+1} = \{ x | A_{k+1}x + b_{k+1} = 0 \} \), which is an affine hyperplane. Then \( S_{k+1} \) would be the intersection of the two affine hyperplanes \( S_k \) and \( \gamma_{k+1} \), hence it is an affine hyperplane. \( \square \)

**Lemma 6.2.3.** If \( S = \{ x | g(x) = 0 \} \) is a hyperplane, then \( \forall \bar{x} \) s.t. \( g(\bar{x}) = 0 \), the set \( T = \{ x | \frac{\partial g(\bar{x})}{\partial \bar{x}}(x - \bar{x}) = 0 \} \) coincides with \( S \).

*Proof.* At any point \( \bar{x} \in S \), the tangent set, i.e. \( T_S(\bar{x}) \) is equivalent to \( S \),

\[
T_S(\bar{x}) = \left\{ x | \frac{\partial g(\bar{x})}{\partial \bar{x}}(x - \bar{x}) = 0 \right\} = S. \tag{6.29}
\]

\( \square \)

We can now establish the following proposition, about the Newton convergence.
Lemma 6.2.4. Let \( g(x) \in \mathbb{R}^k \) be pseudo-linear. The solution to the system \( g(x) = 0 \) is obtained after \( k \) full Newton steps.

Proof. By induction, if \( k = 1 \), \( g_1(x) \) is linear and a full Newton’s step provides an update \( x^+ \in S_1 \). Assume now a generic \( k \) and \( \bar{x} \in S_{k-1} \). We have to prove that, after \( k \) Newton steps, \( x^+ \in S_k \). From full Newton’s step update we have that

\[
\frac{\partial g(\bar{x})}{\partial \bar{x}}(x^+ - \bar{x}) + g(\bar{x}) = 0. 
\]

(6.30)

By separating the first \( k - 1 \) equations from the last one, we have that

\[
\frac{\partial}{\partial \bar{x}} \begin{bmatrix} g_1(\bar{x}) \\ \vdots \\ g_{k-1}(\bar{x}) \end{bmatrix} (x^+ - \bar{x}) + \begin{bmatrix} g_1(\bar{x}) \\ \vdots \\ g_{k-1}(\bar{x}) \end{bmatrix} = 0
\]

(6.31)

and

\[
\frac{\partial}{\partial \bar{x}} g_k(\bar{x})(x^+ - \bar{x}) + g_k(\bar{x}) = 0
\]

(6.32)

From (6.31), since \( \bar{x} \in S_{k-1} \) and from Lemma 3, we have that \( x^+ \in S_{k-1} \). While, in (6.32), we have that

\[
\frac{\partial}{\partial \bar{x}} g_k(\bar{x}) = A_k, \quad g_k(\bar{x}) = A_k \bar{x} + b_k
\]

(6.33)

Thus, (6.32) becomes

\[
A_k(x^+ - \bar{x}) + A_k \bar{x} + b_k = 0 \rightarrow A_k x^+ + b_k = 0,
\]

(6.34)

which is the definition of affine hyperplane, hence \( x^+ \in S_k \).

Lemma 6.2.4 shows that the \( k \)-th iteration of the Newton method, solving the pseudo-linear equation \( g(x) = 0 \), provides a solution lying in the hyperplane \( S_k \), i.e. the analytic solution manifold of \( g_k(x) = 0 \). Therefore, at each iteration, the Newton method fixes the solution manifold of one equation and, after \( k \) iterations, it converges to the final and unique solution of the system. Unfortunately, in the EFA case, \( g(x) = 0 \) is replaced by the set of constraints of (6.28), where the right-hand side consists of the optimization variables \( A^W, B^W, A^H, B^H \). Since those variables are not fixed during the iterations, convergence and uniqueness results do not automatically extend to the full optimization problem (6.28). However, we show next in simulations that problem (6.28) inherits numerically advantageous properties from the pseudo-linear constraints, resulting in superior algorithmic performances when compared to an unlifted formulation.
6.3 Numerical examples

In this section, first the conditioning problems and the possible solutions are illustrated. Then, algorithmic performance of Problem (6.28) for a class of WH systems are shown and discussed. Finally, the EFA is tested on real experimental benchmark data.

6.3.1 Illustration of the conditioning problem and its solution

In this example, the initialization problem for Case (1) of Theorem 6.2.1 is considered. The data are generated with the following true WH system

\[
G_W(q) = \frac{1 - 0.4q^{-1}}{1 - 0.2q^{-1}}, \quad G_H(q) = \frac{1}{1 - 0.42q^{-1}},
\]  

(6.35)

with a cubic polynomial as non-linearity

\[
f(x_t) = x_t + 0.01x_t^2 + 0.03x_t^3.
\]  

(6.36)

Hence, the zero in \(G_W\) is very close to the pole in \(G_H\). The relative distance is \(\Delta = 0.02\). The system is excited by white Gaussian noise with variance 5, and the output is corrupted by white Gaussian noise with variance 1. The input/output data samples generated in this way (\(N = 3000\)) are used to identify the BLA first. The identified poles and zeros are then used to initialized the transfer functions for FA,

\[
G^{FA}_W = \frac{(1 - z_1z^{-1})^{\beta_1}}{(1 - p_1z^{-1})^{\alpha_1}(1 - p_2z^{-1})^{\alpha_2}},
\]  

\[
G^{FA}_H = \frac{(1 - z_1z^{-1})^{1-\beta_1}}{(1 - p_1z^{-1})^{1-\alpha_1}(1 - p_2z^{-1})^{1-\alpha_2}},
\]  

(6.37)

where \(z_1, p_1, p_2\) are the identified poles/zeros from the BLA, and \(\beta_1, \alpha_1, \alpha_2\) are the corresponding fractional exponents, see (6.11). For the EFA, according Corollary 6.2.3, the expansion order for the numerator is \(n^W_B = n^H_B = 1\) (one real zero in the BLA) and for the denominator is \(n^W_A = n^H_A = 2\) (2 real poles in the BLA). Thus,

\[
G^{EFA}_W = \frac{1 - B^W_1(\beta_1)z^{-1}}{1 + A^W_1(\alpha_1, \alpha_2)z^{-1} + A^W_2(\alpha_1, \alpha_2)z^{-2}},
\]  

\[
G^{EFA}_H = \frac{1 - B^H_1(\beta_1)z^{-1}}{1 + A^H_1(\alpha_1, \alpha_2)z^{-1} + A^H_2(\alpha_1, \alpha_2)z^{-2}}.
\]  

(6.38)

These transfer functions are re-parametrized and constraints are introduced in order to get the lifted formulation (6.28). The true solution for the parameter vector \(\theta = [\alpha_1, \alpha_2, \beta_1]\) is \(\theta_0 = [1, 0, 1]\).
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In the following, for a clear illustration of the identifiability problem, we will first consider the ideal case of exact identification of poles and zeros from the BLA, hence $z_1 = 0.4, p_1 = 0.2, p_2 = 0.42$. In this case, $\Delta = 0.02$ and Theorem 6.2.1 predicts very flat curvature of the Hessian of the cost function along the $\alpha_2, \beta_1$ direction for the FA problem. This can be visualized by the contour plot of the cost function of the FA problem in Figure 6.3. In the same figure, the iterations of two estimation problems are depicted. Each estimation has a different initial guess for $\theta$. In Figure 6.4, instead, the contour plot for the EFA problem is reported. In this case, no linear dependence occurs between the sensitivities w.r.t. $\beta_1, \alpha_2$, and the optimization converges to the minimum of the cost function, which is not ill-conditioned. In Figure 6.5 and Figure 6.6, the solutions with explicit regularizing function (reg), and added inequality constraints (box), discussed for completeness at the end of Section 6.2.2, are tested on the same estimation problems. Table 6.3 shows the smallest eigenvalue and variance of the parameters for each estimation. Finally, the identified poles and zeros from the BLA are used. A Monte Carlo study has been conducted and 100 BLAs have been identified. In each case, due to estimation errors,
Figure 6.4: Contour plot of the cost function for EFA. In this case, the iterative two estimations, starting from different initial guess \((\theta_1^{(0)}, \theta_2^{(0)})\), converge to the well-conditioned minimum of the EFA cost function.

<table>
<thead>
<tr>
<th></th>
<th>(\lambda_{\text{min}})</th>
<th>(\sigma_{\beta_1}^2)</th>
<th>(\sigma_{\alpha_2}^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FA Est1</td>
<td>0.2043</td>
<td>2.04</td>
<td>2.75</td>
</tr>
<tr>
<td>FA Est2</td>
<td>0.2697</td>
<td>1.54</td>
<td>2.08</td>
</tr>
<tr>
<td>EFA Est1</td>
<td>138.3</td>
<td>6 \times 10^{-4}</td>
<td>2 \times 10^{-4}</td>
</tr>
<tr>
<td>EFA Est2</td>
<td>163.8</td>
<td>4 \times 10^{-4}</td>
<td>1 \times 10^{-4}</td>
</tr>
<tr>
<td>FA+reg Est1</td>
<td>20.07</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FA+reg Est2</td>
<td>20.13</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FA+box Est1</td>
<td>0.2043</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FA+box Est2</td>
<td>0.2697</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.3: Smallest eigenvalue and variance of the parameters for all the estimations. For the FA, the identifiability issue results in high variances of the parameters. The EFA shows well-conditioned eigenvalues and meaningful variances. The eigenvalue for the regularized FA is mainly due to the regularizing function. The FA with inequality constraints shows the same low eigenvalues of the FA and variance information is lost due to constraints.
6.3. Numerical examples

Figure 6.5: Contour plot of the cost function for FA with explicit regularization. Two iterative estimations converge to the same minimum, due to the artificial curvature introduced by the regularizing function. Such curvature is too tiny to be visible, but big enough to create a region of attraction around the solution.

the identified poles and zeros were lying in a neighbourhood of the true ones, given the finite amount of data used for identification. However, in all cases the right split was retrieved. Furthermore, in some cases, the distance between the identified $z_1$ and $p_2$ was even smaller than the true one. Hence, for these cases, the use of the EFA is even more justified.

6.3.2 Algorithmic performance

In this section, we illustrate the effectiveness of the lifted formulation of the EFA as in (6.28), by using some performance indices, such as computational time, average step-length, memory occupation (in terms of number of nodes of the symbolic expressions to store). As discussed at the end of Section 6.2.5, convergence and uniqueness results do not automatically extend to the full optimization problem (6.28). However, the pseudo-linearity of the constraints in (6.28) improves the performance, especially in the presence of strong non-linearity of the WH system. Furthermore, an efficient derivation of the pseudo-linear expressions in $\alpha, \beta$ is performed, which makes use of the recursive law (8.64) given in the proof of Theorem 6.2.3. Table 6.4 compares
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Figure 6.6: Contour plot of the cost function for FA with inequality constraints on the $\alpha$, $\beta$ parameters. Two iterative estimations converge to the corner $(0, 1)$ of the box, thanks to the gradient along the non-ill conditioned direction.

the EFA problem implemented by using the lifted formulation (6.28) (L) with the unlifted one (U), for which the filters coefficients are directly function of $\alpha$, $\beta$, see Section 6.2.4. In Table 6.4, some key algorithmic indices are reported, regarding the estimation of different WH systems. Each tested WH system has the same linear parts but different polynomial non-linearities, which are parametrized in the following way

$$f(x_t, \theta_{NL}) = \sum_{k=0}^{d} \theta_{NL}^k x_t^k,$$

where $d$ is the degree of the polynomial. For each tested WH system, 50 sets of 500 samples each are generated to derive average performance. The examples confirm that, for more complicated non-linearities, the overall complexity of the optimization problem is lower for the lifted formulation. In particular, almost always full Newton steps are taken in the lifted formulation and the overall computation time is, on average, half of the unlifted one. In terms of memory occupation, the symbolic expression for the unlifted version are composed by 17633 nodes and 8288 for the lifted one. Both lifted and unlifted formulations are solved using the Newton’s method with Gauss-Newton.
6.3. Numerical examples

<table>
<thead>
<tr>
<th>$\theta_{NL}$</th>
<th>L/U</th>
<th>SL</th>
<th>Iters</th>
<th>T (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 1, 0.01, 0.03]</td>
<td>L</td>
<td>1.0</td>
<td>8</td>
<td>8.41</td>
</tr>
<tr>
<td></td>
<td>U</td>
<td>1.0</td>
<td>8</td>
<td>14.11</td>
</tr>
<tr>
<td>[0, −25, 5, 1]</td>
<td>L</td>
<td>1.0</td>
<td>10</td>
<td>15.05</td>
</tr>
<tr>
<td></td>
<td>U</td>
<td>0.817</td>
<td>16</td>
<td>26.85</td>
</tr>
<tr>
<td>[5, 5, −5, −1]</td>
<td>L</td>
<td>1.0</td>
<td>8</td>
<td>10.56</td>
</tr>
<tr>
<td></td>
<td>U</td>
<td>0.412</td>
<td>17</td>
<td>45.78</td>
</tr>
<tr>
<td>[1, −3, −1, −5, 0.5]</td>
<td>L</td>
<td>0.986</td>
<td>14</td>
<td>13.69</td>
</tr>
<tr>
<td></td>
<td>U</td>
<td>0.525</td>
<td>24</td>
<td>53.02</td>
</tr>
</tbody>
</table>

Table 6.4: Algorithmic performance. L: lifted, U: unlifted formulation of the EFA. SL: average step-length, as fraction of full Newton’s step-length (1.0). Iters: average number of iterations to get to convergence. T: average total computation time. The average is computed over 50 data sets of 500 samples each, for each non-linearity.

approximation of the Hessian. All the expressions (cost function, constraints, sensitivities) are built using CasADi, a symbolic framework for algorithmic differentiation and numeric optimization [82], and the optimization problems are solved with IPOpt, Interior Point OPTimizer, [83] in Python.

6.3.3 Benchmark example

In this section, the EFA is tested on the benchmark example introduced in Section 2.1.4. In this case, however, we use the data affected by measurement noise only. The available dataset is divided into estimation and validation sets. As in [84], the BLA is fitted with 6 poles, 5 zeros and one sample delay. The estimated BLA pole/zero pattern is shown in Figure 6.7. It can be seen that the pattern does not really suffer of the conditioning problems described by Theorem 6.2.1 (no poles/zeros very close to each other). For this reason, the EFA provides the same split as the FA, see [75]. Once this initialization problem is solved, poles and zeros are placed in the identified positions and a final optimization is performed over all parameters. The final RMS error, as defined in [25], on validation data, is 0.291 mV, in line with other methods: 0.295 mV for the FA in [75], 0.286 mV in [84], 0.27 mV in [74]. Hence, since the benchmark does not suffer of conditioning problems, the overall performance of the identification procedure is in line with other methods. However, we can still compare the lifted formulation of the EFA
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Figure 6.7: Poles and zeros of the estimated BLA for the WH benchmark example. One real zero lies outside the unit circle, at -3.2.

<table>
<thead>
<tr>
<th></th>
<th>SL</th>
<th>Iters</th>
<th>T (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifted EFA</td>
<td>0.97</td>
<td>19</td>
<td>110.13</td>
</tr>
<tr>
<td>Unlifted EFA</td>
<td>0.65</td>
<td>24</td>
<td>118.8</td>
</tr>
<tr>
<td>FA</td>
<td>0.58</td>
<td>44</td>
<td>222.45</td>
</tr>
</tbody>
</table>

Table 6.5: Lifted EFA vs Unlifted EFA vs FA. Algorithmic performance on the benchmark. SL: average step-length, as fraction of full Newton’s step-length (1.0). Iters: number of iterations to get to convergence. T: average total computation time.

with other approaches, in terms of computation performance. Table 6.5 compares the lifted formulation EFA with its unlifted counterpart, and with the FA. Also in this benchmark case, the lifted formulation shows better performance, especially in terms of number of iterations to convergence and step-length.

6.4 Summary

In this chapter, we derived and analysed two initialization algorithms, based on the BLA, for the nonlinear identification of WH model structures. For both algorithms, the basic idea is to separate the identification of the parameters of the linear parts and of the nonlinearity. The parameters of the
two linear parts are, in fact, contained in the BLA and their identification boils down to find the correct partitioning of the BLA dynamics between $G_W$ and $G_H$. Therefore, the initialization algorithm has to perform this partitioning. In this way, the linear parts can be initialized to their true value, provided by the partitioning, and a final estimation in all models parameters results into a simpler problem to initialize and solve.

The partitioning problem has been addressed separately for the case of stochastic WH models (presence of both process and measurement noise) and non-stochastic WH model (presence of measurement noise only).

In this first case, the partitioning problem has been solved via the exhaustive search approach combined with ML estimates of the nonlinearity. All possible poles/zeros combinations from the BLA are tested and, for each combination, the nonlinearity is estimated via the partial re-sampling method, implementing the MLE. The combination providing the best value of the ML criterion is selected and the corresponding poles and zeros were used to initialize a final MLE problem in all model parameters. The approach showed good results when tested on simulated and experimental data. However, the complexity of the approach is combinatorial in the number of combinations to test and, hence, its use is limited to low order models (up to 10).

In the second case, we focused on initialization algorithm for WH models when only measurement affects the model’s outputs. In this case, the MLE problem boils down to nonlinear least squares problem and a more efficient algorithm for solving the partitioning problem can be used, i.e. the fractional approach. This approach makes use of fractional dynamics and it shows good performance in providing an initial estimate for the identification problem. However, we showed that it can become ill-conditioned for some pole/zero configuration of the two linear parts. The conditioning problem leads to a lack of identifiability of the parameters describing the splitting of the dynamics from the BLA. We showed that this issue can be solved via a series expansion of the fractional approach, which led to the development of the Expanded Fractional Approach (EFA). We proved that the EFA provides an implicit regularization in the estimation problem, which improves its conditioning.

Compared to the exhaustive search approach, the complexity of the fractional approach is lower, since it only requires the solution of one continuous optimization problem. However, so far its application is limited to the measurement noise framework only, since it has been developed for a consistent PEM estimator. Hence, one possibility to investigate is the combination of the fractional approach with the ML methods derived in Chapter 4, in order to reduce the complexity of the initialization algorithm for stochastic WH model too.
Part IV

Conclusions
Chapter 7

Conclusions and Recommendations for Future Work

7.1 Thesis conclusions and contributions

In the following, we summarize the main conclusions and contributions of the thesis.

The MLE and the intractability problem

In this thesis, we addressed the parameter estimation problem of stochastic nonlinear dynamical systems. For this class of systems, the main difficulty is the presence of a latent stochastic process affecting the system’s outputs through a non-invertible nonlinear transformation. The most commonly used tool for parameter estimation is the Maximum Likelihood estimator (MLE), due to its desirable statistical properties, i.e. consistency and asymptotic efficiency. However, for the considered stochastic models, the MLE problem is intractable, since the likelihood function cannot be computed in closed-form. Ignoring the existence of the latent process may result into inconsistent estimators. Therefore, in order to obtain consistent estimates, approximate solutions to the intractable MLE problem have been developed.

Finding the MLE for tractable models

In case of tractable models, two main iterative algorithms are used to find the MLE. They are the gradient-based and the Expectation-Maximization (EM) algorithm. The gradient-based algorithm makes use of the gradient of the likelihood to convergence to the closest optimizer. The EM, instead, uses
a proxy of the likelihood function, the $Q$-function, to iteratively maximize the likelihood. Unfortunately, for stochastic nonlinear models, both the likelihood (or its gradient) and the $Q$-function are intractable.

**Finding the MLE via Monte Carlo approximations**

A commonly used approach addressing the intractability problem is the Monte Carlo method. The gradient-based and the EM algorithms are modified by introducing Monte Carlo estimates of the gradient and of the $Q$-function. The resulting algorithms are Monte Carlo Maximum Likelihood (MCML) and the Monte Carlo Expectation Maximization (MCEM) methods. The advantage of methods based on Monte Carlo estimates is that they become exact as the Monte Carlo effort, i.e. the number of the required samples, goes to infinity. This also ensures the consistency results of the MLE. In practice, the actual sample size that can be used depends on the available computational resources. Hence, further modifications to the MCML and MCEM methods need to be developed.

**Reducing the required sample size**

One way to reduce the required sample size, while preserving accurate results, is to work with local Monte Carlo approximations in the parameter space. This can be achieved by making use of local sampling techniques. In this way, accurate, local approximations can be obtained from a relatively small sample size. However, these approximations depend on the current guess of the parameter, which may be far from the true solution. Thus, the local approximations have to be nested in an iterative loop: starting from an arbitrary initial guess of the parameter, a local approximation using MC integration is built, which is then maximized to obtain the next guess. This allows to keep the Monte Carlo error small. The procedure is then repeated in loop, until convergence. This idea is implemented in the nested MCML method, where MC estimates of the log-likelihood gradient are used.

**The noisy search problem**

The combination of MC estimates and optimization renders the nested MCML a *stochastic* parameter search algorithm. At each iterate of the loop, in fact, new random numbers (the samples) are generated and *noisy* MC estimates are used in the following optimization steps. As a result, the ML criterion is altered across the iterations. The main consequence is that the parameter search becomes noisy and, in some extreme cases, the search may become unstable.
The partial re-sampling method

An efficient solution to the noisy search problem is represented by the partial re-sampling method. In order to reduce the noise of the MC estimates used across the iterations, the proposed method tries to reuse as many samples as possible from previous iterations.

This is implemented by the sensitivity-based re-sampling rule, i.e., a re-sampling procedure that decides which samples from the current iteration can be used in future iterations too. The implicit function theorem provides an expression for the sensitivity of the parameter guesses w.r.t. the samples at each iteration. In this way, samples with high sensitivity are kept and reused in future iterations, while samples with low sensitivity are replaced by new generated samples. By controlling the threshold defining high and low sensitivity, it is possible to come up with an algorithm where both the noisy behaviour and the Monte Carlo error are reduced.

The optimization stage of the partial re-sampling method is solved via the Newton’s method. As the stability issues of the search are solved via the re-sampling rule, no line-search techniques are required and full Newton’s steps can be deployed at each iterate. This allows to achieve the quadratic convergence, typical of the Newton’s method, at least for the iterations in which the number of replaced samples reduces drastically. It has been observed that this happens, in particular, in the neighbourhood of the solution.

Finally, the efficient reuse of samples generated at previous iterations results into a general reduction of the complexity of the samples simulation operation. Since the sensitivity-based re-sampling rule does not assume any specific samples simulation technique, it can be generalized and adopted by any iterative method for finding the MLE based on MCMC or SMC techniques.

The local convergence problem

In case of nonlinear systems, finding the MLE boils down to solving a nonlinear and non-convex optimization problem. In this case, all the iterative algorithms solving the MLE problem have proven convergence only to a local optimizer of the likelihood function or of its proxy. However, the ML estimate is found at the global maximum of the likelihood function. Therefore, it is important to derive initialization algorithm that have the sole purpose of finding a good initial guess, i.e., an initial point of the iterative search that increases the chances of converging to the global maximum of the likelihood.
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Initialization algorithms for Wiener-Hammerstein systems

Addressing the problem of finding a good initial guess for general nonlinear models is a very challenging task. Thus, we focused on the Wiener-Hammerstein system. This is a block-oriented model structure where a static non-invertible nonlinearity is sandwiched between two LTI models. For this class of model, initialization algorithms rely on the fact that the best linear approximation (BLA) of the system contains the true linear dynamics WH model. In this way, initial estimates can be obtained by finding the right partition of these dynamics between the two linear parts. The remaining estimation problem in the parameters of the nonlinearity is in general easier to initialize and solve. In some cases, formal consistency of the initialization algorithm can be proved.

In this thesis, the partitioning problem has been solved via the exhaustive search approach and the fractional approach.

The exhaustive approach for stochastic WH systems

When a disturbance is present at the input of the nonlinearity, we are dealing with a stochastic nonlinear model. In this case, we proved that the BLA is still a consistent estimate of the linear dynamics and initialization algorithms based on linear approximations can be deployed. In particular, we developed an initialization algorithm by combining consistent ML estimates with the exhaustive search approach. For each possible combination of the linear dynamics contained in the BLA, the parameters of the nonlinearity are estimated via the partial re-sampling method. Since the partial re-sampling method is implementing the MLE, the estimated parameters are consistent and the combination providing the best value of the ML criterion corresponds to the right partition of the dynamics. These estimates are then used to initialize a final ML problem in all models parameters.

The fractional approach for WH systems

A major drawback of the exhaustive search approach is that its complexity is combinatorial in the number of possible partitions to test. An alternative solution to the partitioning problem is then represented by the fractional approach (FA). This initialization algorithm has been developed for the case of WH models only affected by measurement noise. The dynamics of the BLA are used to initialize both linear parts and fractional exponents are used to parametrize the partitioning. By estimating the fractional exponents, a partition of the dynamics can be decided in only one optimization problem. The approach show good performance in finding the initial guess for high
7.2 Possible future research directions

In this last section, we discuss some directions for possible future research.

Monte Carlo methods for MLE

Deriving efficient methods for MLE based on Monte Carlo approximations is a very active research area and still many issues need to be solved. In particular, it is quite challenging to scale these methods to high-dimensional models with many parameters. From this point of view, the solution derived in this thesis is a first attempt to reduce the overall complexity of the samples simulation operation, in order to allow the treatment of higher dimension problems. However, the complexity reduction was mainly a consequence of the actual goal we had in the second part of this thesis, i.e. the reduction of the noisy behaviour. Therefore, possible future work may investigate the improvement of the sensitivity-based re-sampling rule by addressing complexity issues directly. For example, the possibility of having a sample size M that changes across the iterations can be considered.

Connection with Bayesian estimation

As the sensitivity-based re-sampling rule implements an efficient use of the samples across local sampling explorations, it can be useful also in case of Bayesian estimation. The Bayesian framework, in fact, treats the parameter $\theta$ itself as a random variable and the parameter estimation method consists of computing the posterior distribution of $\theta$ given the observed data. Using Bayes’ theorem, we have that this posterior is given by

$$p(\theta|y) = \frac{p(y|\theta)p(\theta)}{p(y)},$$  \hspace{1cm} (7.1)

where $p(y|\theta)$ is the likelihood function that we extensively used in this thesis in case of frequentist framework, $p(\theta)$ is the a priori distribution describing the possible future research directions.
prior information available about the parameter, and \( p(y) \) is known as the \textit{marginal} likelihood, expressed as

\[
p(y) = \int p(y|\theta)p(\theta)d\theta. \tag{7.2}
\]

This integral, depending on the models and distributions specification, may be intractable. Hence, Monte Carlo methods can be used for approximating the integral and samples simulation techniques may be required. In this thesis we have also seen that, for stochastic nonlinear models, the likelihood \( p(y|\theta) \) has to be computed via the marginalization operation,

\[
p(y|\theta) = \int p(x,y|\theta)dx, \tag{7.3}
\]

which can be intractable too. Thus, the sensitivity-based re-sampling rule can be modified and adapted in case Monte Carlo methods based on local sampling explorations are needed to approximate the two intractable integrals (7.2) and (7.3).

\textbf{Fractional approach for stochastic WH models}

In this thesis, we presented and analysed the fractional approach as an initialization algorithm for the case of WH models affected by measurement noise only. One possible research direction is to extend the fractional approach to the case of stochastic WH model, i.e. when both measurement and process noise are present. To do this, the Monte Carlo Maximum Likelihood methods derived in the second part of this thesis have to combined with the fractional formulation of the dynamics required by the fractional approach. This may be challenging, since the overall optimization problem can become highly nonlinear. Hence, efficient modifications and, if needed, approximations, need to be investigated.
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Appendices
8.1 The Monte Carlo method

The Monte Carlo (MC) method is a non-deterministic approach for numerical integration, see [85]. Assume we are interested in approximating the following integral,

\[ I = \int_{\mathcal{X}} f(x)g(x)dx = \mathbb{E}_{g(x)}[f(x)], \quad (8.1) \]

where the function \( f(x) \) is defined over the set \( \mathcal{X} \) and it is integrable with respect to the probability distribution \( g(x) \). When this integral cannot be solved in closed form, it is possible to approximate it via numerical integration. If \( \mathbf{X}^M = \{X^{(m)}\}_{m=1}^M \) is a set of \( M \) random variables, i.i.d. according to \( g(x) \), then a Monte Carlo estimator of the integral (8.1) is

\[ \hat{I} = \frac{1}{M} \sum_{m=1}^{M} f(X^{(m)}), \quad X^{(m)} \sim g(x). \quad (8.2) \]

The quantity \( \hat{I} \) is an unbiased estimate of \( I \),

\[ \mathbb{E}_{g(x)}[\hat{I}] = \mathbb{E}_{g(x)} \left[ \frac{1}{M} \sum_{m=1}^{M} f(X^{(m)}) \right] = \frac{1}{M} \sum_{m=1}^{M} \mathbb{E}_{g(x)} \left[ f(X^{(m)}) \right] = \mathbb{E}_{g(x)}[f(x)] = I. \quad (8.3) \]

Furthermore, the weak law of large numbers, see [51], tells us that for any arbitrarily small \( \epsilon \),

\[ \lim_{M \to \infty} P(|\hat{I} - I| \geq \epsilon) = 0, \quad (8.4) \]

implying that we can achieve any required approximation accuracy if we use sufficiently large sample size \( M \). Finally, the central limit theorem [51] implies...
the convergence in distribution of the normalized Monte Carlo approximation errors,

$$\sqrt{M} \left( \hat{I} - I \right) \sim \mathcal{N}(0, \sigma^2), \quad (8.5)$$

where $\sigma^2 = \text{Var}(X^{(m)})$. The results (8.3)-(8.4)-(8.5) are independent on the dimension of the space $\mathcal{X}$, see [54].

Importance sampling is a common technique for reducing the variance of the MC estimate or when direct sampling from $g(x)$ is not possible. The basic idea is to introduce a importance sampling density $q(x)$, also called proposal, and to rewrite the integral (8.1) in the following way,

$$I = \int_{\mathcal{X}} f(x) g(x) q(x) q(x) dx. \quad (8.6)$$

In this way, a MC estimate of the integral can be obtained by drawing samples from the proposal $q(x)$,

$$\hat{I}_{IS} = \frac{1}{M} \sum_{m=1}^{M} f(X^{(m)}) g(X^{(m)}) q(X^{(m)}) q(x), \quad X^{(m)} \sim g(x), \quad (8.7)$$

where $g(x)/q(x)$ is defined as the importance ratio. Using the Cauchy-Schwarz inequality, it can be shown that the variance of $\hat{I}_{IS}$ is lower than the variance of $\hat{I}$, see e.g. [85].
8.2 The Fisher’s identity

In presence of a latent process \( x \), the Fisher’s identity is a useful tool to express the gradient of the log-likelihood function. The identity states that

\[
\nabla_\theta \log p(y; \theta) = \int \nabla_\theta [\log p(x, y; \theta)] p(x|y; \theta) \, dx. \tag{8.8}
\]

To prove the identity, we first recall that

\[
p(y; \theta) = \int p(x, y; \theta) \, dx, \tag{8.9}
\]

and that the differentiation rule of logarithm of a function is

\[
\frac{df(x)}{dx} = \frac{f'(x)}{f(x)}. \tag{8.10}
\]

Hence, we write the gradient of the log-likelihood as

\[
\nabla_\theta \log p(y; \theta) = \frac{\nabla_\theta p(y; \theta)}{p(y; \theta)}, \tag{8.11}
\]

and we express the likelihood as integral of the joint distribution, see Equation (8.9),

\[
\frac{\nabla_\theta p(y; \theta)}{p(y; \theta)} = \frac{\nabla_\theta \int p(x, y; \theta) \, dx}{p(y; \theta)}. \tag{8.12}
\]

Under the assumption of regularity conditions, see [46], we can perform change of integration and differentiation, obtaining

\[
\nabla_\theta \log p(y; \theta) = \int \frac{\nabla_\theta p(x, y; \theta)}{p(y; \theta)} \, dx. \tag{8.13}
\]

We use again the differentiation rule of the logarithm again, but this time on the gradient of the log-joint probability,

\[
\nabla_\theta \log p(x, y; \theta) = \frac{\nabla_\theta p(x, y; \theta)}{p(x, y; \theta)}, \tag{8.14}
\]

to obtain an expression for \( \nabla_\theta p(x, y; \theta) \),

\[
\nabla_\theta p(x, y; \theta) = \nabla_\theta \log p(x, y; \theta)p(x, y; \theta). \tag{8.15}
\]

By substituting this last expression in (8.13), we obtain,

\[
\nabla_\theta \log p(y; \theta) \rightleftharpoons \int \frac{\nabla_\theta \log p(x, y; \theta)p(x, y; \theta)}{p(y; \theta)} \, dx, \tag{8.16}
\]
and we recall that, according the Bayes’ rule,

$$\frac{p(x, y; \theta)}{p(y; \theta)} = p(x|y; \theta). \quad (8.17)$$

Finally, we have

$$\nabla_\theta \log p(y; \theta) = \int \nabla_\theta [\log p(x, y; \theta)] p(x|y; \theta) dx. \quad (8.18)$$
8.3 Proof of Theorem 4.2.1 - Inconsistency of the standard PEM

By using the input-dependent transformation of the process noise after the nonlinearity, similarly to what has been done in [86], the true system can be written as

\[ y_t = G_H(q, \theta_H^0)[f(G_W(q, \theta_W^0)u_t, \theta_{NL}^0) + \tilde{w}_t] + e_t \quad (8.19) \]

where

\[ \tilde{w}_t = f(G_W(q, \theta_W^0)u_t + \tilde{w}_t^0, \theta_{NL}^0) - f(G_W(q, \theta_W^0)u_t, \theta_{NL}^0). \quad (8.20) \]

Statistical properties are not preserved in the transformation from \( w_t \) to \( \tilde{w}_t \). In particular, signal \( \tilde{w}_t \) is not independent of \( u_t \), as it happens for \( w_t \). This will be used later in the proof.

By using expression (8.20), the cost function \( V_N(\theta_W, \theta_{NL}, \theta_H) \) can be written as

\[ V_N(\theta_W, \theta_{NL}, \theta_H) = \frac{1}{N} \sum_{t=1}^{N} [G_H^0(f_t^0 + \tilde{w}_t) + e_t - G_H^0 f_t(\theta_{NL})]^2, \quad (8.21) \]

where, to simplify the notation, the following symbols are introduced,

\[ G_H = G_H^0 \triangleq G_H(q, \theta_H^0) \quad \text{(8.22a)} \]

\[ f_t^0 \triangleq f(G_W(q, \theta_W^0)u_t, \theta_{NL}^0) \quad \text{(8.22b)} \]

\[ f_t(\theta_{NL}) \triangleq f(G_W(q, \theta_W^0)u_t, \theta_{NL}). \quad \text{(8.22c)} \]

The approximate PEM criterion then, becomes

\[ V_N(\theta_{NL}) = \frac{1}{N} \sum_{t=1}^{N} [G_H^0(f_t^0 + \tilde{w}_t) + e_t - G_H^0 f_t(\theta_{NL})]^2 = \frac{1}{N} \sum_{t=1}^{N} [G_H^0(f_t^0 - f_t(\theta_{NL}))]^2 \]

\[ + \frac{1}{N} \sum_{t=1}^{N} [G_H^0 \tilde{w}_t + e_t]^2 \]

\[ + 2 \frac{1}{N} \sum_{t=1}^{N} [G_H^0 f_t^0 - f_t(\theta_{NL})(G_H^0 \tilde{w}_t + e_t)]. \quad (8.23) \]

Under the ergodicity assumption, the time averages tend to the mathematical expectations as \( N \) tends to infinity. The operator \( E \), then, denotes
both mathematical expectation and averaging over time. Since the measurement noise \(e_t\) is zero mean and signals \(u_t\) and \(w_t\) are independent, as \(N\) tends to infinity, the criterion tends to

\[
\bar{V}_N(\theta_{NL}) = \left[ G_0^H E(f_t^0 - f_t(\theta_{NL})) \right]^2 + \left[ G_0^H E \tilde{w}_t \right]^2 + 2|G_0^H|^2 \left[ E(f_t^0 - f_t(\theta_{NL})) \tilde{w}_t \right].
\] (8.24)

This cost is quadratic except for the last term \(E(f_t^0 - f_t(\theta_{NL})) \tilde{w}_t\), linear in \(f_t(\theta_{NL})\). We want to show that, due to the presence of this term, the estimation of \(\theta_{NL}\) is biased, i.e.

\[
\exists \theta_{NL}^* \neq \theta_{NL}^0 : \bar{V}_N(\theta_{NL}^*) < \bar{V}_N(\theta_{NL}^0).
\] (8.25)

Let us consider an arbitrarily small \(\varepsilon\) such that

\[
\theta_{NL}^* = \theta_{NL}^0 + \varepsilon.
\] (8.26)

Since \(\varepsilon\) is small, we can focus on the first order Taylor approximation of the term \(E(f_t^0 - f_t(\theta_{NL})) \tilde{w}_t\), at \(\theta_{NL}^0\). This will be

\[
-E \left[ \left. \frac{df_t(\theta_{NL})}{d\theta_{NL}} \right|_{\theta_{NL}^0} \tilde{w}_t \right] \varepsilon.
\] (8.27)

Since \(\varepsilon\) is arbitrary, it is enough to show that

\[
E \left[ \left. \frac{df_t(\theta_{NL})}{d\theta_{NL}} \right|_{\theta_{NL}^0} \tilde{w}_t \right] \neq 0.
\] (8.28)

Let us consider a linearly parametrized nonlinearity, i.e.

\[
f_t(\theta_{NL}) = \theta_{NL}^T g(x_t^0),
\] (8.29)

with \(x_t^0 = G_W(q, \theta_W^0)\). Thus,

\[
\left. \frac{df_t(\theta_{NL})}{d\theta_{NL}} \right|_{\theta_{NL}^0} = g(x_t^0).
\] (8.30)

On the other hand, \(\tilde{w}_t\) can be written, in terms of \(g(x_t^0)\), as

\[
\tilde{w}_t = \theta_{NL}^T \left[ g(x_t^0 + w_t) - g(x_t^0) \right]
\] (8.31)

Since \(g\) is a polynomial nonlinearity, it exists at least one \(n \geq 2\), such that \(g(x^0 + w) = (x^0 + w)^n \neq 0\). This term can be expanded as

\[
(x^0 + w)^n = x_0^n + nx_0^{n-1}w + \binom{n}{2} x_0^{n-2}(w)^2 + O(w^3).
\] (8.32)
8.3. Proof of Theorem 4.2.1 - Inconsistency of the standard PEM

Therefore we have

\[ g(x^0) = x_0^n \]
\[ \tilde{w}_t = \theta_{NL}^T[(x_0^n + nx_0^{n-1}w + \mathcal{O}(w^2)) - x_0^n], \]  

(8.33)

and, since \( w \) is zero mean, the expression (8.28) becomes

\[ \theta_{NL}^T E \left[ x_0^n \left( \binom{n}{2} x_0^{n-2} (w)^2 + \mathcal{O}(w^3) \right) \right]. \]  

(8.34)

Therefore, the argument of the expectation operator contains one term in the form \( x_0^{2n-2}w^2 \). Since, \( x_0 \) and \( w \) are independent and they are raised to positive powers, their expectation is different from 0.
8.4 Self-normalizing Importance Sampling

To make use of the importance sampling correction described in Section 4.3.1, we need to evaluate the posterior distribution \( p(x|y; \theta) \) on different values of \( \theta \) from the one used for samples simulation. However, the posterior is only known up to a normalizing constant, i.e. the likelihood \( p(y; \theta) \). Hence, the important weighting is implemented via a self-normalizing operation. Consider the importance sampling integration in (4.17), where we express the posterior in terms of joint and likelihood distributions, see (4.18),

\[
\hat{G}(\theta, X^M_k) = \frac{1}{M} \sum_{m=1}^{M} \Psi(X^{(m)}_k; \theta) \frac{p(X^{(m)}_k; y; \theta)}{p(X^{(m)}_k, y; \theta^{(k)})} \frac{p(y; \theta^{(k)})}{p(y; \theta)}.
\]

The self-normalization operation is implemented in the following way,

\[
\hat{G}(\theta, X^M_k) = \frac{\frac{p(y; \theta^{(k)})}{p(y; \theta)} \sum_{m=1}^{M} \Psi(X^{(m)}_k; \theta) \frac{p(X^{(m)}_k; y; \theta)}{p(X^{(m)}_k, y; \theta^{(k)})}}{\sum_{m=1}^{M} \frac{p(X^{(m)}_k; y; \theta)}{p(X^{(m)}_k, y; \theta^{(k)})} \frac{p(y; \theta^{(k)})}{p(y; \theta)}}.
\]

The unknown constant ratios simplifies and we get

\[
\hat{G}(\theta, X^M_k) = \frac{1}{M} \sum_{m=1}^{M} \Psi(X^{(m)}_k; \theta) \frac{p(X^{(m)}_k; y; \theta)}{p(X^{(m)}_k, y; \theta^{(k)})}. \frac{1}{M} \sum_{m=1}^{M} \frac{p(X^{(m)}_k; y; \theta)}{p(X^{(m)}_k, y; \theta^{(k)})}.
\]

According to Assumption 2.3.1, all the quantities in this last expression can be evaluated. This provides Expression (4.19).
8.5 Proof of Theorem 5.2.1 - Consistency of the BLA

To prove the consistency result, we first recall Bussgang’s theorem about cross spectra transformation.

**Theorem 8.5.1. (Bussgang)** Let \( m_t \) and \( n_t \) be two real-valued, jointly Gaussian stationary process. Let \( f \) be a nonlinear function and \( g \) a stochastic process defined by

\[
g_t = f(n_t). \tag{8.35}
\]

Then the cross spectrum between \( m \) and \( n \) is proportional to the cross spectrum between \( m \) and \( g \):

\[
\Phi_{mg}(\omega) = k \Phi_{mn}(\omega) \tag{8.36}
\]

where \( k \) is areal-valued constant (that may be zero).

The proof can be found in [87]. Then, we recall the stochastic WH model equations,

\[
x_t = G_W(q, \theta_W)u_t + w_t,
\]

\[
z_t = f(x_t, \theta_{NL}),
\]

\[
y_t = G_H(q, \theta_H)z_t + e_t,
\]

and we define the following quantities, considering the true model description \( G^0_W, G^0_H, f^0 \),

\[
x_t = x^0_t + w_t, \quad x^0_t = G^0_W(q)u_t,
\]

\[
z_t = f^0(x_t)
\]

\[
y_t = y^0_t + e_t, \quad y^0_t = G^0_H(q)z_t.
\]

Since \( e \) and \( u \) are independent, the cross spectra between \( u \) and \( y \), \( y^0 \) will be the same: \( \Phi_{yu} = \Phi_{y^0 u} \). Since \( u \) and \( w \) are Gaussian, then \( x_t \) is also Gaussian and Bussgang’s theorem tells us that \( \Phi_{zu} = k \Phi_{xu} \). Signals \( u \) and \( w \) are also independent, then \( \Phi_{wu} = \Phi_{u^0 w} \). Thus, we have the following result,

\[
\Phi_{zu}(\omega) = k \Phi_{xu}(\omega) = k \Phi_{x^0 u}(\omega) = kG^0_W(e^{i\omega})\Phi_u(\omega). \tag{8.39}
\]

Similarly, for the second linear system, we get

\[
\Phi_{yu}(\omega) = G^0_H(e^{i\omega})\Phi_{zu}(\omega) = kG^0_H(e^{i\omega})G^0_W(e^{i\omega})\Phi_u(\omega). \tag{8.40}
\]

Now, we know that \( \hat{\theta}_N \), asymptotically, will minimize (see e.g. Chapter 8 in [2]) the function

\[
V(\theta) = E(y_t - G(q, \theta)u_t)^2
\]

\[
= \frac{1}{2\pi} \int [\Phi_y(\omega) - 2Re[G(e^{-i\omega}, \theta)\Phi_{yu}(\omega)]
+ |G(e^{i\omega}, \theta)|^2\Phi_u(\omega)]d\omega. \tag{8.41}
\]
In (8.41), we can add and subtract the quantity $k^2|G^0_W(e^{i\omega})G^0_H(e^{i\omega})|^2\Phi_u(\omega)$, obtaining

$$V(\theta) = \frac{1}{2\pi} \int \left( \Phi_y(\omega) + k^2|G^0_W(e^{i\omega})G^0_H(e^{i\omega})|^2\Phi_u(\omega) \
- k^2|G^0_W(e^{i\omega})G^0_H(e^{i\omega})|^2\Phi_u(\omega) \
- 2\text{Re}[G(e^{-i\omega}, \theta)\Phi_y(\omega)] \
+ |G(e^{i\omega}, \theta)|^2\Phi_u(\omega))d\omega. \quad (8.42)$$

Since $\Phi_y(\omega)$ and $k^2|G^0_W(e^{i\omega})G^0_H(e^{i\omega})|^2\Phi_u(\omega)$ are $\theta$-independent terms, minimizing $V(\theta)$ is the same as minimizing

$$W(\theta) = \frac{1}{2\pi} \int (k^2|G^0_W(e^{i\omega})G^0_H(e^{i\omega})|^2\Phi_u(\omega) \
- 2\text{Re}[G(e^{-i\omega}, \theta)\Phi_y(\omega)] \
+ |G(e^{i\omega}, \theta)|^2\Phi_u(\omega))d\omega. \quad (8.43)$$

We can substitute now the relation for $\Phi_y(\omega)$ from (8.40),

$$W(\theta) = \frac{1}{2\pi} \int (k^2|G^0_W(e^{i\omega})G^0_H(e^{i\omega})|^2\Phi_u(\omega) \
- 2\text{Re}[kG(e^{-i\omega}, \theta)G^0_H(e^{i\omega})G^0_W(e^{i\omega})\Phi_u(\omega)] \
+ |G(e^{i\omega}, \theta)|^2\Phi_u(\omega))d\omega. \quad (8.44)$$

that leads to

$$W(\theta) = \frac{1}{2\pi} \int |kG^0_W(e^{i\omega})G^0_H(e^{i\omega}) - G(e^{i\omega}, \theta)|^2\Phi_u(\omega)d\omega, \quad (8.45)$$

which is minimized by $G(e^{i\omega}, \theta) = kG^0_W(e^{i\omega})G^0_H(e^{i\omega})$. 
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8.6 Proof of Theorem 6.2.1 and Corollary 6.2.1

For the smallest eigenvalue of $M(\theta)$, the following is true

$$\lambda_{\text{min}} = \min_{||x||_2=1} x^T M(\theta) x \leq d^T M(\theta) d,$$

(8.46)

where $x, d$ are two non-zero, unit vectors. Thus, by expressing $M(\theta)$ in vector form,

$$\lambda_{\text{min}} \leq d^T \left( \frac{d\hat{y}(\theta)}{d\theta} \right)^T \frac{d\hat{y}(\theta)}{d\theta} \cdot d = ||\frac{d\hat{y}(\theta)}{d\theta}||_2^2$$

(8.47)

where $\hat{y}(\theta)$ is the vector collecting the model output for all time instants, $\hat{y}(\theta) = [\hat{y}_1(\theta), \ldots, \hat{y}_N(\theta)]^T$. The sensitivity of $\hat{y}(\theta)$ w.r.t. $\theta = [\alpha, \beta, \theta_{NL}]$ is

$$\frac{d\hat{y}(\theta)}{d\theta} = \frac{d}{d\theta} [\hat{G}_H(\alpha, \beta) f(\theta_{NL}, \hat{G}_W(\alpha, \beta) u)]$$

$$= \frac{d\hat{G}_H(\alpha, \beta)}{d\theta} f(\theta_{NL}, \hat{G}_W(\alpha, \beta) u) +$$

$$+ \hat{G}_H(\alpha, \beta) \left[ \frac{\partial f}{\partial \theta_{NL}} + \frac{\partial f}{\partial \hat{v}} \frac{d\hat{G}_W(\alpha, \beta)}{d\theta} u \right],$$

(8.48)

with $u = [u(1), \ldots, u(N)]^T$ and $\hat{v} = \hat{G}_W(\alpha, \beta) u$. The unitary vector $d$ can be chosen in order to select two specific directions in the parameters space, related to the two cases of the theorem. Thus, we consider

$$d = [0, \ldots, 0, d_i, 0, \ldots, 0, d_j, 0, \ldots]^T,$$

(8.49)

where $d_i, d_j$ refer to parameters $\theta_i, \theta_j$ defined, for the two cases of the theorem, as: 1) $[\theta_i, \theta_j] = [\beta_i, \alpha_j]$, associated to a zero $z_i$ and a pole $p_j$; 2) $[\theta_i, \theta_j] = [\beta_i, \beta_j]$, associated to two zeros $z_i, z_j$, or $[\alpha_i, \alpha_j]$, associated to two poles $p_i, p_j$. Thus, by using the vector (8.49), the inequality (8.47) becomes

$$\lambda_{\text{min}} \leq ||\frac{d\hat{y}(\theta)}{d\theta_i} d_i + \frac{d\hat{y}(\theta)}{d\theta_j} d_j||^2.$$  

(8.50)

For Case 1, and from (8.48), it follows that

$$\frac{d\hat{y}(\theta)}{d\beta_i} d_i + \frac{d\hat{y}(\theta)}{d\alpha_j} d_j =$$

$$= \left( \frac{d\hat{G}_H}{d\beta_i} d_i + \frac{d\hat{G}_H}{d\alpha_j} d_j \right) f(\theta_{NL}, \hat{G}_W u) +$$

$$+ \hat{G}_H \left[ \frac{\partial f}{\partial \hat{v}} \left( \frac{d\hat{G}_W}{d\beta_i} d_i + \frac{d\hat{G}_W}{d\alpha_j} d_j \right) u \right].$$

(8.51)
The fractional dynamics (6.11) can be expressed as

\[
\hat{G}_W = \hat{G}_W' \frac{(1 - z_i q^{-1})^{\beta_i}}{(1 - p_j q^{-1})^{\alpha_j}}, \quad \hat{G}_H = \hat{G}_H' \frac{(1 - z_i q^{-1})^{1 - \beta_i}}{(1 - p_j q^{-1})^{1 - \alpha_j}},
\]

where \( \hat{G}_W', \hat{G}_H' \) are the factors of \( \hat{G}_W, \hat{G}_H \) not depending on \( \beta_i, \alpha_j \). The distance between the zero \( z_i \) and the pole \( p_j \) is \( \Delta \). Thus, by defining \( z_i = p_j + \Delta \), we can linearise in \( \Delta \). Since the assumption is that \( \Delta \) is small, we can focus on the first order term of the expansion. It can be easily verified that the sensitivities of the fractional dynamics w.r.t the parameter \( \beta_i \) and \( \alpha_j \) can be expressed as

\[
\frac{d\hat{G}_W}{d\beta_i} = \gamma_W^0(q) + \gamma_W^1(q)\Delta + \mathcal{O}(\Delta^2), \quad (8.52a)
\]

\[
\frac{d\hat{G}_W}{d\alpha_j} = -\gamma_W^0(q) + \gamma_W^2(q)\Delta + \mathcal{O}(\Delta^2), \quad (8.52b)
\]

\[
\frac{d\hat{G}_H}{d\beta_i} = -\gamma_H^0(q) + \gamma_H^1(q)\Delta + \mathcal{O}(\Delta^2), \quad (8.52c)
\]

\[
\frac{d\hat{G}_H}{d\alpha_j} = \gamma_H^0(q) + \gamma_H^2(q)\Delta + \mathcal{O}(\Delta^2), \quad (8.52d)
\]

where the \( \gamma \)'s functions are the zero and first order Taylor terms. By inserting (8.52) in (8.51), we have

\[
\frac{d\hat{y}(\theta)}{d\beta_i}d_i + \frac{d\hat{y}(\theta)}{d\alpha_j}d_j \approx (-\gamma_W^0 d_i + \gamma_W^1 \Delta d_i + \gamma_W^2 d_j + \gamma_W^2 \Delta d_j) f(\theta, \hat{G}_W u) + \hat{G}_H \left[ \frac{\partial f}{\partial \hat{v}} (\gamma_W^0 d_i + \gamma_W^1 \Delta d_i - \gamma_W^0 d_j + \gamma_W^2 \Delta d_j) u \right]. \quad (8.53)
\]

Choosing \( d_i = d_j \), the expression simplifies and

\[
\frac{d\hat{y}(\theta)}{d\beta_i} + \frac{d\hat{y}(\theta)}{d\alpha_j} = \Gamma(\theta)\Delta + \mathcal{O}(\Delta^2), \quad (8.54)
\]

where

\[
\Gamma(\theta) = (\gamma_H^1 + \gamma_H^2) f(\theta, \hat{G}_W u) + \hat{G}_H \left( \frac{\partial f}{\partial \hat{v}} (\gamma_W^1 + \gamma_W^2) u \right).
\]

Hence for small \( \Delta \) and by using (8.47), we conclude that

\[
\lambda_{\min} \leq |\Gamma(\theta)|^2,
\]
which proves Theorem 6.2.1 for Case 1. By setting $\Delta = 0$, (8.54) satisfies Equation (6.18), yielding $\mu = 1$. This proves Corollary 6.2.1 for the Case 1.

In an analogous way, for Case 2, we have that, from (6.11),

$$\hat{G}_W = \hat{G}'_W \left(1 - p_i q^{-1}\right)^{\beta_i} \left(1 - z_i q^{-1}\right)^{\alpha_i}$$

(8.55a)

$$\hat{G}_H = \hat{G}'_H \left(1 - p_i q^{-1}\right)^{-\alpha_i} \left(1 - z_i q^{-1}\right)^{-\beta_i}$$

(8.55b)

with $p_j = p_i + \Delta$, in case of a pole in $G_W$ is in the neighbourhood of another pole in $G_H$, and

$$\hat{G}_W = \hat{G}'_W \left(1 - z_i q^{-1}\right)^{\beta_i} \left(1 - z_j q^{-1}\right)^{\alpha_i}$$

(8.56a)

$$\hat{G}_H = \hat{G}'_H \left(1 - z_i q^{-1}\right)^{-\beta_i} \left(1 - z_j q^{-1}\right)^{-\alpha_i}$$

(8.56b)

with $z_j = z_i + \Delta$, in case of in case of a zero in $G_W$ is in the neighbourhood of another zero in $G_H$. Similar derivations of the sensitivities via Taylor expansion lead to

$$\frac{d\hat{y}(\theta)}{d\theta_i} d_i + \frac{d\hat{y}(\theta)}{d\theta_j} d_j \approx \left(\gamma_i^H d_i + \gamma_j^H d_j \right) f(\theta, \hat{G}_W u)$$

$$+ \hat{G}_H \left[ \frac{\partial f}{\partial \hat{v}} (\gamma_i^W d_i + \gamma_j^W d_j) u \right].$$

(8.57)

where $[\theta_i, \theta_j]$ can be either $[\alpha_i, \alpha_j]$ or $[\beta_i, \beta_j]$. By setting $d_i = -d_j$, the expression simplifies and

$$\frac{d\hat{y}(\theta)}{d\beta_i} - \frac{d\hat{y}(\theta)}{d\alpha_j} = \Gamma(\theta) \Delta + O(\Delta^2),$$

(8.58)

where

$$\Gamma(\theta) = \left(\gamma_1^H - \gamma_2^H \right) f(\theta, \hat{G}_W u)$$

$$+ \hat{G}_H \left( \frac{\partial f}{\partial \hat{v}} (\gamma_1^W - \gamma_2^W) u \right).$$

Hence, also in this case, for small $\Delta$ and by using (8.47), we conclude that $\lambda_{\min} \leq ||\Gamma(\theta)\Delta||^2$, which proves Theorem 6.2.1 for Case 2. Finally, by setting $\Delta = 0$, (8.58) satisfies Equation (6.18), yielding this time $\mu = -1$. This proves Corollary 6.2.1 for the Case 2. \[\square\]
8.7 Proof of Theorem 6.2.2

Similarly to the proof of Theorem 6.2.1, we can derive Equations (8.46) to (8.51), where $\hat{G}_W$ and $\hat{G}_H$ are replaced with their expanded versions. We expand only the two factors of $\hat{G}_W$ and $\hat{G}_H$ containing the pole and the zero close to each other. Thus, $n_A = n_B = 1$ and the lowest expansion orders fulfilling Property 1 are $n^W = n^H = n^W = n^H = 1$. By performing the expansions, we get

\[
\hat{G}^{EFA}_W = \hat{G}'_W \frac{1-\beta iz_1q^{-1}}{1-\alpha j p_j q^{-1}},
\]
\[
\hat{G}^{EFA}_H = \hat{G}'_H \frac{1-(1-\beta_1)iz_1q^{-1}}{1-(1-\alpha_1) p_j q^{-1}}.
\]

By defining $z_i = p_j + \Delta$, we can linearise in $\Delta$. Since $\Delta$ is small, we focus on the first order term of the expansion. The sensitivities of the expanded fractional dynamics w.r.t the parameter $\beta_i$ and $\alpha_j$ become

\[
\frac{d\hat{G}^{EFA}_W}{d\beta_i} = \gamma^{W}_{\beta_0}(q) + \gamma^{W}_{\beta_1}(q) \Delta + \mathcal{O}(\Delta^2),
\]
\[
\frac{d\hat{G}^{EFA}_W}{d\alpha_j} = \gamma^{W}_{\alpha_0}(q) + \gamma^{W}_{\alpha_1}(q) \Delta + \mathcal{O}(\Delta^2),
\]
\[
\frac{d\hat{G}^{EFA}_H}{d\beta_i} = \gamma^{H}_{\beta_0}(q) + \gamma^{H}_{\beta_1}(q) \Delta + \mathcal{O}(\Delta^2),
\]
\[
\frac{d\hat{G}^{EFA}_H}{d\alpha_j} = \gamma^{H}_{\alpha_0}(q) + \gamma^{H}_{\alpha_1}(q) \Delta + \mathcal{O}(\Delta^2),
\]

where the $\gamma$’s functions are the zero and first order Taylor terms. Therefore, Equation (8.53) for the EFA case becomes

\[
\frac{d\hat{y}(\theta)}{d\beta_i} d_i + \frac{d\hat{y}(\theta)}{d\alpha_j} d_j =
\]
\[
= (\gamma^{H}_{\beta_0} d_i + \gamma^{H}_{\alpha_0} d_j) f(\theta, \hat{G}_W u)
\]
\[
+ \hat{G}_H \left[ \frac{\partial f}{\partial v} \left( \gamma^{W}_{\beta_0} d_i + \gamma^{W}_{\alpha_0} d_j \right) u \right]
\]
\[
+ (\gamma^{H}_{\beta_1} \Delta d_i + \gamma^{H}_{\alpha_1} \Delta d_j) f(\theta, \hat{G}_W u)
\]
\[
+ \hat{G}_H \left[ \frac{\partial f}{\partial v} \left( \gamma^{W}_{\beta_1} \Delta d_i + \gamma^{W}_{\alpha_1} \Delta d_j \right) u \right]
\]
\[
+ \mathcal{O}(\Delta^2).
\]

Thus, for the smallest eigenvalue of $M(\theta)$, see (8.46), it holds that

\[
\lambda_{\text{min}} = \min_{||d||_2 = 1} \left| |\Gamma_0(\theta, d) + \Gamma_1(\theta, d)\Delta||^2 \right|
\]
8.7. Proof of Theorem 6.2.2

where

\[ \Gamma_0(\theta, d) = (\gamma^H_{h0}d_i + \gamma^H_{a0}d_j) f(\theta, \hat{G}_W u) \]

\[ + \hat{G}_H \left[ \frac{\partial f}{\partial \hat{v}} (\gamma^W_{h0}d_i + \gamma^W_{a0}d_j) u \right], \]

\[ \Gamma_1(\theta, d) = (\gamma^H_{h1}d_i + \gamma^H_{a1}d_j) f(\theta, \hat{G}_W u) \]

\[ + \hat{G}_H \left[ \frac{\partial f}{\partial \hat{v}} (\gamma^W_{h1}d_i + \gamma^W_{a1}d_j) u \right]. \]

Thus, the smallest eigenvalue of \( M(\theta) \) does not go to zero with \( \Delta \). Furthermore, when \( \Delta \equiv 0 \),

\[ \lambda_{\min} = \min_{||d||_2=1} ||\Gamma_0(\theta, d)||^2 = \min_{||d||_2=1} d^T \Gamma_0(\theta)^T \Gamma_0(\theta) d, \]

where

\[ \Gamma_0(\theta) = \begin{pmatrix} \gamma^H_{h0} f(\theta, \hat{G}_W u) + \hat{G}_H \left[ \frac{\partial f}{\partial \hat{v}} (\gamma^W_{h0} u) \right] \\ \gamma^H_{a0} f(\theta, \hat{G}_W u) + \hat{G}_H \left[ \frac{\partial f}{\partial \hat{v}} (\gamma^W_{a0} u) \right] \end{pmatrix}^T, \]

and \( d = (d_i, d_j)^T \). The two components of \( \Gamma_0(\theta) \) only differ in the linear filters \( \gamma^H_{h0}, \gamma^H_{a0} \) and \( \gamma^W_{h0}, \gamma^W_{a0} \). Those filters are linear independent if

\[ \hat{\nu}_H \in \mathbb{C} : \gamma^H_{h0}(e^{i\omega}) + \nu_H \gamma^H_{a0}(e^{i\omega}) = 0, \forall \omega, \]

\[ \hat{\nu}_W \in \mathbb{C} : \gamma^W_{h0}(e^{i\omega}) + \nu_W \gamma^W_{a0}(e^{i\omega}) = 0, \forall \omega. \]  \hfill (8.61)

Assuming that the input \( u \) is persistently exciting, the condition (8.61) holds. Hence, the two components of \( \Gamma_0(\theta) \) are linearly independent, and \( \lambda_{\min} \neq 0 \) even when \( \Delta = 0 \).
8.8 Proof of Lemma 6.2.1

We first note that the system \( g(x) = \bar{g} \) can be written in the homogeneous form \( g(x) - \bar{g} = 0 \), so that \( \bar{g} \) is included in the \( b_k \) terms of the pseudo-linear definition. The last equation of the system is

\[
g_M(x) - \bar{g}_M = 0 \tag{8.62}
\]

and, according to the pseudo-linear definition, this equation is linear when evaluated on the solution manifold of the previous equations, i.e.

\[
S_{M-1} = \{ x \mid g_i(x) - \bar{g}_i = 0, \, i = 1, ..., M - 1 \} \tag{8.63}
\]

This manifold can be expressed as a linear combination of the \( M \)-th component \( x_M \) of \( x \). Therefore, if \( M = n \), the last equation (8.62) will be only function of \( x_M \), and a unique value for this element can be found. By analytically propagating the solution backwards, from \( i = M \) to \( i = 1 \), a unique solution for each element of \( x \) is found.
8.9 Proof of Theorem 6.2.3

To prove that $A(\eta)$ is pseudo-linear, first we define a recursive procedure to generate a pseudo-linear function $\hat{A}(\eta)$ and then we prove that $A(\eta)$ can be derived by using the recursive procedure, i.e. $A(\eta) = \hat{A}(\eta)$. Consider the set $S_0 \equiv \eta \in \mathbb{R}^n$, then the element $\hat{A}_1(\eta) = \sum_{j=1}^{n} a_j \eta_j$ is linear for $\eta \in S_0$. Consider now the element $\hat{A}_2(\eta) = \sum_{j=1}^{n} a_j \eta_j [\hat{A}_1(\eta) - a_j]$. This element is linear for $\eta \in S_1 = \{ \eta | A_1(\eta) = 0 \}$. By generalizing this procedure we get the following recursive law, which satisfies Definition 1,

$$\hat{A}_k(\eta) = \sum_{j=1}^{n} a_j \eta_j \phi^j_{k-1}(\eta) \ \forall k \geq 1$$  \hspace{1cm} (8.64a)
$$\phi^j_k(\eta) = \hat{A}_k(\eta) - k a_j \phi^j_{k-1}(\eta) \ \forall k \geq 1$$  \hspace{1cm} (8.64b)
$$\phi^j_0(\eta) = 1$$  \hspace{1cm} (8.64c)

The $k$-th element of $A(\eta)$ is the $k$-th order Taylor coefficient of the expansion of $G(\eta, x)$, see (6.25). Thus, to prove that $A(\eta)$ can be derived using the 8.64’s, we need to prove that the 8.64’s hold for $G(\eta, x)$ as well. In terms of $G(\eta, x)$, the recursive procedure (8.64) is

$$G^{(k)}(\eta, x) = \sum_{j=1}^{n} a_j \eta_j (1 + a_j x)^{-1} \hat{\phi}^j_{k-1}(\eta, x) \ \forall k \geq 1$$  \hspace{1cm} (8.65a)
$$\hat{\phi}^j_k(\eta, x) = G^{(k)}(\eta, x)$$  \hspace{1cm} (8.65b)
$$-k a_j (1 + a_j x)^{-1} \hat{\phi}^j_{k-1}(\eta, x)$$
$$\hat{\phi}^j_0(\eta, x) = G^{(0)}(\eta, x) = G(\eta, x)$$  \hspace{1cm} (8.65c)

This will, in fact, provide $\hat{A}(\eta)$ when $x \equiv 0$. Hence, it remains to prove that the (8.65)’s also provide the $k$-th order derivative of $G(\eta, x)$, see (6.24), in order to get $A(\eta)$. By using induction, we get the following. For $k = 1$, the relation (8.65a) becomes

$$G^{(1)}(\eta, x) = \sum_{j=1}^{n} a_j \eta_j (1 + a_j x)^{-1} G(\eta, x)$$  \hspace{1cm} (8.66)

which is the expression for the first order derivative of $G(\eta, x)$ with respect to $x$. Thus, for $k = 1$, the (8.65)’s hold. Assuming that the (8.65)’s hold for a generic $k$, we want to show that, by computing $G^{(k+1)}(\eta, x)$ as the derivative of $G^{(k)}(\eta, x)$, we get the relations as in (8.65), at $k + 1$. In the following, for simplicity, explicit dependence on $\eta, x$ for $G^{(k)}$ and $\hat{\phi}^j_k$ will be
omitted. Since (8.65a) holds for $k$, we have that
\[ G^{(k+1)} = \frac{\partial}{\partial x} G^{(k)} = \frac{\partial}{\partial x} \left[ \sum_{j=1}^{n} a_j \eta_j (1 + a_j x)^{-1} \tilde{\phi}_k^{-1} \right] \]

By computing the partial derivative, we get that
\[ G^{(k+1)} = \sum_{j=1}^{n} a_j \eta_j (1 + a_j x)^{-1} \times \left( \frac{\partial}{\partial x} \tilde{\phi}_k^{-1} - a_j (1 + a_j x)^{-1} \tilde{\phi}_k^{-1} \right). \]

In order to get the relation (8.65a), we have to prove that the following is valid
\[ \frac{\partial}{\partial x} \tilde{\phi}_k^{-1} - a_j (1 + a_j x)^{-1} \tilde{\phi}_k^{-1} = \tilde{\phi}_k^j, \quad (8.68) \]

where, from (8.65b), $\tilde{\phi}_k^j = G^{(k)} - k a_j (1 + a_j x)^{-1} \tilde{\phi}_k^{-1}$. To show this, we can use induction again. For $k = 1$, the right-hand side of (8.68) becomes
\[ \tilde{\phi}_1^j = G^{(1)} - a_j (1 + a_j x)^{-1} G^{(0)} ; \]

and the left-hand side
\[ \frac{\partial}{\partial x} \tilde{\phi}_0^j - a_j (1 + a_j x)^{-1} \tilde{\phi}_0^j = G^{(1)} - a_j (1 + a_j x)^{-1} G^{(0)} . \]

Thus, for $k = 1$, (8.68) holds. Assuming that (8.68) is true for $k$, we want to show that it is also valid for $k + 1$. At $k + 1$, the right-hand side of (8.68) can be expressed, using (8.65b), as
\[ \tilde{\phi}_{k+1}^j = G^{(k+1)} - (k + 1) a_j (1 + a_j x)^{-1} \tilde{\phi}_k^j, \quad (8.69) \]

while the left-hand side becomes
\[ \frac{\partial}{\partial x} \tilde{\phi}_k^j - a_j (1 + a_j x)^{-1} \tilde{\phi}_k^j = \]
\[ = \frac{\partial}{\partial x} \left[ G^{(k)} - k a_j (1 + a_j x)^{-1} \tilde{\phi}_k^{-1} \right] - a_j (1 + a_j x)^{-1} \tilde{\phi}_k^{-1} \]
\[ = G^{(k+1)} - k a_j \left( -a_j (1 + a_j x)^{-2} \tilde{\phi}_k^{-1} \right) \]
\[ + (1 + a_j x)^{-1} \frac{\partial}{\partial x} \left[ \tilde{\phi}_k^{-1} \right] - a_j (1 + a_j x)^{-1} \tilde{\phi}_k. \]

We can now use the assumption (8.68) to substitute $\frac{\partial}{\partial x} [\tilde{\phi}_k^{-1}]$. Hence, we obtain that the previous expression is equal to $G^{(k+1)} - (k + 1) a_j (1 + a_j x)^{-1} \tilde{\phi}_k^j$, also equivalent to (8.69). Therefore, the recursive procedure (8.65) is an alternative way to derive the $k$-th order derivative of $G(\eta, x)$ and, thus, $\tilde{A}(\eta) = A(\eta)$. 
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