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Abstract: A multi-channel reception scheme that allows each node to receive an arbitrary set of wavelengths synchronously (i.e., collision-free) is proposed for optical interconnects. The proposed scheme only needs to use a few receivers and fixed-wavelength filters that are designed based on error-control coding theory. Experiments with up to four channel collision-free reception units are carried out to demonstrate the feasibility of the proposed scheme.
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1. Introduction
In recent years, optical interconnects have been introduced to sustain the ever-increasing traffic demand in data center networks (DCNs) [1, 2]. To provide high power efficiency, passive optical interconnects (POIs), which use only passive optical components for servers’ interconnections have been proposed [3–7]. It has been demonstrated in [3] that the power consumption can be reduced by a factor of ten when the commodity switches are replaced by POIs. Besides, the POIs also bring other advantages, such as low cost, high reliability, easy maintenance and transparency to the data rate and modulation format. Most of the existing POIs use either couplers [3, 4] or arrayed waveguide gratings (AWGs) [5–7] for interconnection. The coupler-based solutions suffer from a high insertion loss and cannot afford large-size interconnects [8]. The issue of high insertion loss can be avoided by the AWG-based solutions because the insertion loss of a cyclic AWG is relatively low and independent on the size of the interconnects.

![Fig. 1. A possible collision that could occur at reception in an AWG-based POI. WTT: wavelength tunable transmitter; Rx: receiver.](image)

Without loss of generality, we take a typical AWG-based POI architecture presented in [5] as an example to illustrate its operation principle (see Fig. 1). Each node is usually equipped with a wavelength tunable transmitter (WTT) and a receiver (Rx) for data transmission and reception. Due to the cyclic wavelength routing property of the $N \times N$ AWG, each node can transmit a signal to any other nodes by tuning the wavelength. Node $i$ is able to send data to Node $j$ via $\lambda_j \mod N = 1$. For example, Node 1 sends data to Node 2 (Node $N$) via $\lambda_2$ ($\lambda_N$). The routing is achieved by using WTTs and an AWG, so the Rx in each node is not necessarily wavelength-selective. It helps to reduce the complexity compared to the coupler-based POIs. However, in such an AWG-based POI, a reception collision, which means that several nodes send data to the same destination simultaneously, still exists. Figure 1 depicts a possible reception collision, where Node 2 receives the signals transmitted from Node 1 and Node $N$ at the same time.

Considering unicast traffic (one-to-one connection), where all $N$ nodes have an equal opportunity to choose any other nodes as the destination, the probability that one node receives the signals from $M$ other nodes at the same time is $\frac{(N-1)!}{M!(N-1-M)!} \frac{(N-2)!}{(N-M-1)!}$. Although the probability of simultaneous arrivals is a function of $N$, the difference caused by changing the value of $N$ is minor. In the limit of large $N$, the probability of $M$ signals colliding at a given receiver is $1/e^M$. If there is only one receiver at each node, the probability of reception collision (i.e., $M \geq 2$) is more than 25% (exactly $1-2/e = 26.4\%$ for large $N$). Thus, if no specific scheme is employed to handle collisions, the blocking probability exceeds 25%, which is not acceptable. This probability for $M$ simultaneous signals are, if $N$ is large, 18.4, 6.1, and 1.5% for $M = 2, 3,$ and 4, respectively, and only 0.4% for $M \geq 5$. It means the blocking at the receiver is expected to be of very low possibility if one can receive multi-channel (e.g., up to 4) signal without collision.

One solution to mitigate the risk of reception collisions is to make each node capable of receiving multiple channels simultaneously. A straightforward way is to have a demultiplexer and $N-1$ receivers equipped at each node. However, such a method is not cost-effective, especially for large-scale POIs, and has quite low utilization of the receivers because the signals that simultaneously arrive are usually from no more than 4 nodes (the possibility of receiving
combined signals from more than 4 nodes is only 0.4%). An alternative way is to equip each node with a limited number of receivers, each of which needs a wavelength-tunable filter (WTF) to dynamically select the wavelength. However, it is very challenging to have WTFs with a high tuning speed and a large tuning range [9], which satisfies the switching requirements in the optical interconnects.

We propose a multi-channel reception scheme that only uses a limited number of wavelength-fixed filters and receivers, allowing each node connected with the AWG-based interconnects to receive multiple wavelengths simultaneously. As an extension of our previous work [10], this paper includes the following new contributions: (i) we present a general theory for the proposed multi-channel reception scheme, not just one special case as in [10]; (ii) we perform an extensive analysis, including the calculation of the probability of simultaneous arrivals, a thorough treatment of signal recovery, more case studies for different parameters and an example of our improved filter matrix design; (iii) besides the experimental demonstration of the feasibility of our scheme, we also improve the transmission performance by equalization to meet a lower FEC limit requirement or even eliminate the FEC requirements for some cases.

The remainder of the paper is organized as follows. We present the introduced matrix reception scheme and illustrate its operation principle in Section II. In Section III, we propose filter matrix design strategies that minimize the number of required wavelength-fixed filters with any given set of system parameters, e.g., the total number of wavelengths and the number of channels that are able to receive multiple signals simultaneously. Section IV presents the experimental results, where up to 4-channel reception is carried out. The bit error rate (BER) performance can achieve the second generation of forward error correction (FEC) limit without any specific equalization schemes, and can be further enhanced to reach the first generation of FEC limit (i.e., G.709 GFEC) by implementing equalization. Finally, conclusions are drawn in Section V.

2. Matrix Receiver

The proposed multi-wavelength reception scheme is illustrated in Fig. 2. Our scheme consists of a $1 \times F$ splitter, $F$ filters, and $F$ receivers. Each filter is a multibandpass filter which allows one or a few channels to pass. Each receiver follows one filter, and its received wavelength channels are constrained by the filter. To achieve optimized system configuration, the passbands of the filters, collectively represented as a filter matrix, need to be carefully designed (see the next section). The control plane should collect all communication requests from all nodes and avoid that more than $M$ nodes transmit to the same destination simultaneously. The signals to be sent to this node are synchronized on the bit level and adjusted to the same power. The control plane informs the receiver about the wavelengths of the arrived signals. The arrived
signals (carried by different wavelengths) are first split and sent to all filters. For each branch, the wavelengths that are in passbands pass through the filter and are received by the following receiver. At reception, there may be null, a single signal, or a combination of multiple signals carried by different wavelengths that are received. Then all received signals are sent to a processor to recover the origin signals by a matrix operation.

The recovery process of multi-channel signals can be explained as follows. The received signals carried by different wavelengths $\lambda_1, \ldots, \lambda_N$ is denoted by a data vector $d = [d_1, \ldots, d_N]^T$, where each element $d_i$ is the signal carried by the wavelength $\lambda_i$. If wavelength $\lambda_i$ does not arrive, $d_i$ is zero. The passbands of the filters are represented by an $F \times N$ filter matrix $A$, where $F$ represents the number of filters. Each row of $A$ corresponds to a filter and each column corresponds to a wavelength. Each element has the value of “1” or “0”, meaning that the wavelength can or cannot pass the corresponding filter, respectively. The received signal vector $r = [r_1, \ldots, r_F]^T$ is obtained as $r = Ad$. Thus, $F$ linear equations are obtained: $r_i = \sum_{j=1}^{N} a_{ij} d_j \ (i = 1, \ldots, F)$. If these $F$ equations are solvable, then the signals $d_i$ from the $F$ filters can be recovered. Solving a linear system of $F$ equations needs additional digital signal processing (DSP), while the number of optical receivers can be reduced from $N$ to $F$. Therefore, the proposed receiver trades optical complexity for electronic complexity, which is attractive since the cost of high-speed DSP has dropped dramatically in recent years.

As discussed in the previous section, it is of low probability that signals carried by more than four wavelengths arrive at one node simultaneously. It means most of elements in $d$ are zero. Assuming that signals carried by $M$ wavelengths arrive at one time, there are $M$ non-zero elements in $d$. We denote the positions of these nonzero elements by $k_1, \ldots, k_M$ and define $d' = [d_{k_1} \ldots d_{k_M}]$. Similarly, we define the receiver matrix $A'$ composed of columns $k_1, k_2, \ldots, k_M$ of $A$. Now the equations are simplified to $r_i = \sum_{j=1}^{M} a_{i(k_j)} \times d_{k_j} \ (i = 1, \ldots, F)$, or, equivalently, $r = A' d'$. If the rank of $A'$ is $M$ (in other words, all $M$ columns in $A'$ are linearly independent), then the equations $r_i = \sum_{j=1}^{M} a_{i(k_j)} \times d_{k_j} \ (i = 1, \ldots, F)$ are solvable, meaning that $M$ simultaneously arrived signals can be recovered by using only $F$ receivers.

![Fig. 3. Matrix recovery for $M$ simultaneously arrived signals.](image)

Figure 4 shows one example of our scheme. Four filters are used in each node to support in total 15 wavelengths for interconnection. In the filter matrix, any two columns are linearly independent, so the rank of any two-column receiver matrix in this scheme is always two. Such a scheme could recover two simultaneously arrived signals carried by any two wavelengths. For example, $d_3$ and $d_{11}$ carried by wavelengths $\lambda_3$ and $\lambda_{11}$ arrive at the same time. The receiver matrix now is composed of the third and eleventh columns of the filter matrix. By transforming the receiver matrix, we can solve the receiver equations recover $d_3$ and $d_{11}$ from $r_1$ and $r_2$. 
The scheme in Fig. 4 is applicable to receive any two channels because any two columns in the filter matrix are linearly independent. If more than two channels arrive simultaneously, the feasibility of collision-free recovery depends on whether or not the corresponding columns in the filter matrix are linearly independent. If the three simultaneously arrived signals are $d_3$, $d_7$, and $d_{11}$ carried by the wavelengths $\lambda_3$, $\lambda_7$, and $\lambda_{11}$ (see Fig. 5 (a)), then columns 3, 7, and 11 of the filter matrix are extracted into a receiver matrix. The three columns are linearly independent, so the signals ($d_3$, $d_7$, and $d_{11}$) can be successfully recovered. On the other hand, if $d_7$ is changed to $d_8$, recovery cannot be achieved because columns 3, 8, and 11 of the filter matrix are no longer linearly independent (see Fig. 5 (b)).

3. Filter Matrix Design

As illustrated above, the signals carried by different wavelengths can be recovered if and only if the columns of the receiver matrix are linearly independent. To ensure that the data carried by any $M$ wavelengths can be recovered, any $M$ columns in the filter matrix should be linearly independent. In general, a filter matrix should be designed to maximize the number of
wavelengths $M$ that can be simultaneously received, for a given total number of wavelengths $N$ and a given total number of filters and receivers $F$ in each node, or to minimize $F$ for given $N$ and $M$. An optimized filter matrix is an $F \times N$ binary matrix, in which any $M$ columns are linearly independent.

We propose to use error-control coding theory to design filter matrices. A binary block code with parameters $(n, k, d)$ is a set of $2^k$ binary codewords with a length of $n$, such that every pair of distinct codewords differ in at least $d$ positions. If the code is linear, it is fully specified by a parity-check matrix $H$. $H$ is an $(n-k) \times n$ binary matrix in which any $d-1$ columns are linearly independent [11, Sec. 2.1.2]. With parameters $N=n$, $F=n-k$, and $M=d-1$, any parity-check matrix $H$ for a binary block code $(n, k, d)$ can be used as a filter matrix $(N, F, M)$. There is a rich literature on binary block code design and extensive tables of the best known number of codewords of a binary block code for given $n$ and $d$ are available [12-14].

According to the relation among $n$, $k$, and $d$ in [14], we are able to determine the required number of filters $F$ as a function of $N$ and $M$ (see Fig. 6). It can be seen that the minimum $F$ is much smaller than $N$. For a given $N$, $F$ increases with $M$. Furthermore, $M$ could be increased from two to three or from four to five at the cost of just one more filter (and Rx), because the optimum $k$ for any pair $(n, d)$ with $d$ even is the same as for $(n-1,d-1)$.

![Fig. 6. Relations from coding theory among the numbers of required filters $F$, wavelengths $N$, and simultaneously received signals $M$.](image-url)

In the error-control coding theory, linear independence is defined in the binary Galois field GF(2). For $M=2$, the condition of linear independence in GF(2) is equivalent to linear independence in the real-number field. The binary block codes with parameters $(n, k, 3)$ always provide the optimal filter matrix design. Such codes are referred to as Hamming codes, for which $k=n-[\log_2(n+1)]$ ($[ ]$ is the ceiling function). Thus, $F$ filters are able to support $2F-1$ (1 is the floor function) wavelengths. However, when $M$ is larger than 2, linear independence in GF(2) is a sufficient but not necessary condition for linear independence in the real-number field. Thus, optimal binary block codes do not always provide the optimal solution to the filter-design problem. We take the matrix design with $M=3$ as an example, which has the highest possibility when a reception collision occurs with $M>2$, to illustrate the possibility of further reducing the number of required filters. We construct a filter matrix where the number of “1” elements in any column ranges from $p$ to $2p-1$, for any integer $p$. In this way, the sum of any two columns has no less than $2p$ “1” elements, which cannot match any third column. Therefore, any three columns in the filter matrix are linearly independent. There are in total $\sum_{p=0}^{2p-1} \frac{F^p}{p}$ available column candidates for such a matrix. To get the largest $N$, the optimum $p$ should be $[(F+1)/3]$. Compared with the matrices provided by binary block codes, the improved ones could save one filter (and one Rx) in some cases when $M=3$ (see Fig. 7).
Fig. 7. $F$ vs. $N$ for $M = 2$ and 3.

One example of the improved matrix ($F=4$, $N=10$, and $M=3$) and the corresponding filters is shown in Fig. 8. The four filters in Fig. 8 can support three-channel collision-free reception over ten wavelengths.

![Receivers Matrix and Filter Passbands](image)

Fig. 8. An improved filter matrix for $F = 4$, $N = 10$ and $M = 3$.

### 4. Multi-Level Signal Reception Experiments

Proof-of-concept experiments were carried out to verify the capability of multi-level reception. Four 10 Gb/s on-off-keying (OOK) signals were generated. To cover both wide and narrow channel spacing cases, the wavelengths were chosen as 1530, 1550, 1555, and 1556 nm. After bit synchronization and power adjustment, the signals were combined and then detected by a photo-detector. Measured eye diagrams and BERs for the received signals with data carried by two, three, and four wavelengths are shown in Fig. 9. The BER of the combined signals are estimated based on the Q factors of the eye diagrams. As each bit of the signal carried by one wavelength already brings some noise, the combination of more wavelengths shows worse performance.

![BER vs. received optical power](image)

Fig. 9. BER vs. received optical power: (a) without any equalization and (b) optimized.

As reported in our ECOC paper [10], a 4-channel reception can reach the second generation hard-decision FEC limit at 7% overhead, i.e., $BER = 3.8 \times 10^{-3}$. Considering this FEC limit, the
receiver sensitivities are $-22.3$, $-19.8$, and $-16.5$ dBm for the combinations of two, three, and four wavelengths, respectively (see Fig. 9(a)). The sensitivities for the combinations of two, three and four wavelengths have 3, 5, and 6 dB difference compared with the receiver sensitivity for each signal carried by one wavelength. This is because the measured received power is the sum of all the received wavelengths and the signals for each wavelength are of the same power. Thus, the receiver sensitivity of each wavelength channel is $-25.3$, $-24.8$, and $-22.5$ dBm, respectively. The total link loss consists of an AWG loss (typically $5$ dB), a power splitter loss (typically $6–12$ dB for $F = 4–16$) and a filter loss (typically $1$ dB). The required transmitting power can be kept below $0$ dBm, which implies that commercially available transceivers are sufficient for the proposed scheme.

In this work, we implemented electrical equalization (7 feed-forward taps and 3 feed-back taps) to further improve the transmission performance. The results are shown in Fig. 9(b). Compared to the cases without equalization, implementing equalization improves the sensitivities (under the second generation FEC limit) for the combinations of two, three, and four wavelengths to $-22.9$, $-21.6$, and $-19$ dBm, respectively, while the receiver sensitivity of each wavelength channel is $-25.9$, $-26.6$, and $-25$ dBm, respectively. The electrical equalization could provide another 2.5 dB power budget margin for 4-channel reception. It should be also noted that the 4-channel reception after equalization can reach the G.709 GFEC limit (i.e., $\text{BER} = 8 \times 10^{-5}$) [15]. G.709 GFEC is known as the first-generation FEC limit, which greatly reduces the complexity of FEC compared to the second-generation FEC limit. The sensitivity under the G.709 GFEC limit is $-15.2$ dBm for the combination of four wavelengths, while the sensitivity for each channel is $-21.2$ dBm. The required transmitting power can still be kept below $0$ dBm, for which commercially available transceivers are also sufficient. For the cases $M = 2$ and $M = 3$, 8 filters are enough to support more than 100 wavelengths, so the splitter loss will be no more than 9 dB. The BERs reach $1 \times 10^{-9}$ at $-18.8$ dBm ($M = 2$) and $-13.5$ dBm ($M = 3$). If the receiver is designed only for 2-channel or 3-channel collision-free reception and the transmitter power is above $1.5$ dBm, FEC is no longer required. For modern AWGs with hundreds of channels, the power budget needs to be increased and the trade-off between performance and power considered. As illustrated in Figs. 7–8, the required number of filters, and hence the splitting loss, grows relatively slowly with the number of wavelengths.

5. Conclusions

A matrix reception scheme, which allows for receiving multiple wavelengths simultaneously, was proposed to avoid reception collision in optical interconnects. With only a few wavelength-fixed filters, the proposed multi-channel reception scheme is able to recover all signals, no matter by which wavelength they are carried. The optimized filter matrix design was achieved using error-control coding theory. For receivers that are able to receive more than two wavelengths, an improved filter matrix design was introduced. Experimental demonstrations verified the capability of receiving up to four wavelengths with a line rate of $10$ Gb/s, which can be realized by commercially available transceivers. Implementing electrical equalization can further improve transmission performance, providing another 2.5 dB power margin for 4-channel reception.

For future optical interconnects operating beyond $10$ Gb/s, transmission performance is expected to be degraded. To maintain acceptable quality, either the number of signals that can be simultaneously received needs to be reduced or a more complicated equalization scheme is required, which calls for future work.
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