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A Flow Control Study of a Simplified, Oscillating Truck Cabin Using PANS

This work presents an application of the partially averaged Navier–Stokes (PANS) equations for an external vehicle flow. In particular, the flow around a generic truck cabin is simulated. The PANS method is first validated against experiments and resolved large eddy simulation (LES) on two static cases. As a consequence, PANS is used to study the effect of an active flow control (AFC) on a dynamic oscillating configuration. The oscillation of the model represents a more realistic ground vehicle flow, where gusts (of different natures) define the unsteadiness of the incoming flow. In the numerical study, the model is forced to oscillate with a yaw angle $10 \text{ deg} > \beta > -10 \text{ deg}$ and a nondimensional frequency $St = f W / U_{inf} = 0.1$. The effect of the periodic motion of the model is compared with the quasi-static flow condition. At a later stage, the dynamic configuration is actuated by means of a synthetic jet boundary condition. Overall, the effect of the actuation is beneficial. The actuation of the AFC decreases drag, stabilizes the flow, and reduces the size of the side recirculation bubble. [DOI: 10.1115/1.4040225]

1 Introduction

Partially-averaged Navier–Stokes (PANS) [1,2] simulations have been successfully used for several different flow and heat transfer studies around ground vehicles and more generally bluff bodies [3,4]. Examples are the flow around a square-back Ahmed body [5], the flow around a simplified passenger vehicle influenced by crosswind [6,7], the flow around a landing gear [8], heat transfer applications [9,10], active flow control (AFC) applications for bluff bodies [11,12], and real vehicle flow studies [13,14]. The general conclusion is that PANS predictions of flows around simplified vehicles are in good agreement with the experimental observations. Furthermore, the PANS method captures the main features of an unsteady flow, with smaller computational effort when compared to large eddy simulation (LES). In fact, the idea behind hybrid methods, such as PANS, is to decrease the resolution requirement normally needed for LES. LES resolution is indeed very high in the near-wall regions, and this is where the PANS method is expected to activate more turbulence modeling and thereby decrease the computational effort. Thus, the PANS method used by the authors is based on the variable switching coefficient $f_k$ that regulates the amount of turbulence modeling in the simulation. In other words, the coarsening of the computational grid results in activation of more turbulence modeling, while a grid refinement allows the release of more turbulence scales. This normally leads to small differences in the time-averaged results when the grid refinement study is performed. Nonetheless, PANS remains a good engineering tool for unsteady flow predictions of ground vehicles. With this in mind, this method is used to study the flow and its actuation around a simplified truck cabin.

When studying ground vehicle aerodynamics one can observe that any area of separated flow (Fig. 1(a)) contributes to an aerodynamic drag increase and to a creation of noise and soiling on the side and rear windows [15]. At present, the control of turbulent boundary layer is still one of the main issues in fluid mechanics [16], and the ultimate goal of this ongoing project is to implement an effective AFC able to minimize the side recirculation bubble of a truck cabin, as shown in Fig. 1(b). Previous works of similar aerodynamic conditions have shown the effectiveness of a flow control device, for both static stalled [17,18] and pitching [19,20] aerofoils. Studies on ground vehicle applications have approached this problem using different techniques, from suction and oscillatory blowing [21–23] to plasma actuators [24,25]. A preliminary LES [26] and experimental [27] works, show the effectiveness of flow control by means of synthetic jet actuation. In these two studies, an AFC was implemented both numerically and experimentally to reproduce the jet flow created by a moving membrane embedded at the A-pillar. An explanatory sketch is provided in Fig. 2(b). Following the same path, the implementation of a synthetic jet is applied to an oscillating model. Thus, this paper presents a prediction of a challenging vehicle flow condition. A three-dimensional bluff body, representative of a truck cabin, is oscillating with a yaw angle $\beta$. The unactuated configuration produces separation at the A-pillars, which is ultimately controlled by the synthetic jet actuation. The Reynolds number used in this study, based on the inlet velocity of $19.2 \text{ m/s}$ and the width of the model $W = 0.4 \text{ m}$, is $Re = 5 \times 10^5$. The oscillation of the model aims to reproduce a more realistic flow condition, where gusts, created by overtaking, atmospheric turbulence and cross wind, significantly influence the incoming flow. The use of an oscillating model to recreate realistic flow conditions was first explored in Ref. [28] and later investigated numerically and experimentally for a simplified car model in Refs. [29] and [30], respectively. Now, two parameters are chosen to define the oscillation of the model. The first one is the oscillation frequency, chosen as $St = f W / U_{inf} = 0.1$, and the second one is the yaw angle range $10 \text{ deg} > \beta > -10 \text{ deg}$. These choices are supported by “on road” experiments [31–33], which highlight the range of important frequencies in cross wind studies between $0.09 > St > 0.9$ and a most common lateral wind speed of about $4–5 \text{ m/s}$ [31] which, in particular, leads to the choice of the yaw angle range. In conclusion, the main objectives of this paper are listed below:

- PANS is validated to be a good engineering tool for unsteady flow prediction.
- The continuous yawing configuration is compared with the quasi-static condition. The flow structures are compared and analyzed highlighting the effect of the oscillation of the model.
- An active flow control is introduced to stabilize the separation during the yawing, to enhance the aerodynamic performance and to reduce the side recirculation bubbles.

The remainder of the paper is organized as follows: Sec. 2 details the numerical setup and formulation. Section 3 is divided...
into three main parts: first, the results regarding the validation of PANS compared to resolved LES results are presented; second, the quasi-static numerical solutions are compared with the dynamic results; third, an AFC application is simulated under dynamic oscillatory conditions. Conclusions are presented in Sec. 4.

2 Numerical Setup

Partially-averaged Navier–Stokes were employed for the numerical study of the AFC, while LES was used for a more complete validation of the first method. The numerical domain presented in Fig. 3 was used and the following boundary conditions. A homogeneous Neumann boundary condition was applied at the outlet. The surfaces of the body and the wind tunnel walls were treated as no-slip walls. A time varying velocity, Eq. (20), reproduced the jet flow described by Fig. 2(b). This figure shows how the motion of a membrane (e.g., a loud-speaker membrane) creates a periodic jet flow at the slot. When the flow is unactuated, the AFC surface was defined as a no-slip wall, likewise the rest of the body. The position of the actuator and the slot dimension are described by Fig. 2(a) and Table 1, respectively. The oscillation of the model around the vertical axis was obtained by deforming the computational grid. The deformation of the grid was made only in a circular region around the model (within a nondimensional radius $R_{	ext{rad}}/W = 2.5$). The simulations in this work are made with the commercial finite volume CFD solver, AVL FIRE [34]. AVL FIRE is based on the cell-centered finite volume approach.

2.1 Resolution and Numerical Schemes. Pope [35] suggested that a reliable LES grid should resolve 80% of the turbulent energy. In order to achieve this and resolve the near wall turbulent structures of the flow, the first grid point in the wall normal direction must be located at $n^+ < 1$, where $n^+ = (u^+n^+)/v^+$ with the friction velocity $u^+$. In this work, the grid resolution has an average value in the wall normal direction of $n^+ = 0.45$ and a maximum value of $n^+ = 1.7$ only at the sharp edges of the rear end of the model. The resolutions in the spanwise and streamwise directions are reported in Table 2. The number of computational cells of the PANS grid has been reduced by 75%, as compared to the LES grid. The coarsening procedure affects only the spanwise and streamwise directions ($z$ and $y$ directions). The chosen time-step, $\Delta t^r = \Delta t u_{\text{ref}}/W$, is $\Delta t^r = 9.6 \times 10^{-4}$ for all simulations, resulting in a CFL number lower than 1 in the entire domain. All simulations were run first until the flow was fully developed. This was followed by an averaging of $t^* = t u_{\text{ref}}/W = 20$. For LES, the convective fluxes are approximated by a blend of 96% linear interpolation of second-order accuracy (central differencing scheme) and of 4% upward differences of first-order accuracy (upwind scheme). In PANS, a second-order upwind scheme AVL SMART Bounded [37] was used to approximate the convective fluxes for the momentum equation in conjunction with the second-order bounded MINMOD scheme [38,39] for the equations describing the turbulence closure system. The time marching procedure is done using the implicit second-order accurate three-time level scheme.

2.2 The Partially-Averaged Navier–Stokes Equations. The PANS governing equations are defined by the following model [1,40]:

$$\frac{\partial U_i}{\partial t} = 0$$

$$\frac{\partial U_i}{\partial t} + U_j \frac{\partial U_i}{\partial x_j} = - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \nu_t \frac{\partial U_i}{\partial x_j} + \tau(V_i, V_j) \right) \quad (2)$$

where $\tau(V_i, V_j)$ is the generalized second moment [41] and represents the effect of the unresolved scales on the resolved field. The Boussinesq assumption is now invoked to model the second moment

$$\tau(V_i, V_j) = - 2 \nu_t S_{ij} + \frac{2}{3} \nu_t \delta_{ij} \quad (3)$$

Here, $\nu_t$ is the unresolved kinetic energy, $S_{ij} = (1/2) (\partial U_i/\partial x_j + \partial U_j/\partial x_i)$ is the resolved stress tensor, and $\nu_t = C_{\nu_t} k_{\text{rms}}^2 / u^+$ is the viscosity of the unresolved scales, where $\zeta = \sqrt{\nu_t / k_{\text{rms}}}$ is the velocity scale ratio of the unresolved velocity scale $\overline{U_{\text{rms}}}$ and unresolved turbulent kinetic energy $k_{\text{rms}}$. $\overline{U_{\text{rms}}}$ refers to the normal fluctuating component of the velocity field to any no-slip boundary. At this stage,
three transport equations for \( k_u \), \( e_u \), and \( \zeta_u \) and a Poisson equation for the elliptic relaxation function of the unresolved velocity scales are necessary to close the model. Thus, the complete PANS \( k-e-\zeta-f \) model is given by the following set of equations:

\[
\frac{\partial k_u}{\partial t} + U_j \frac{\partial k_u}{\partial x_j} = P_u - e_u + \frac{\nu_t}{\sigma_k} \frac{\partial^2 k_u}{\partial x_j^2} \tag{4}
\]

\[
\frac{\partial e_u}{\partial t} + U_j \frac{\partial e_u}{\partial x_j} = C_1 \rho \frac{e_u - k_u}{C_2} - \frac{e_u}{C_2} \frac{\partial^2 k_u}{\partial x_j^2} + \frac{\nu_t}{\sigma_e} \frac{\partial^2 e_u}{\partial x_j^2} \tag{5}
\]

\[
\frac{\partial \zeta_u}{\partial t} + U_j \frac{\partial \zeta_u}{\partial x_j} = f_u \frac{\zeta_u}{k_u} (1 - f_u) - P_u + \frac{\nu_t}{\sigma_{\zeta}} \frac{\partial^2 \zeta_u}{\partial x_j^2} \tag{6}
\]

\[
L^2 \nabla^2 f_u - f_u = \frac{1}{T_u} \left( c_1 + c_2 \frac{P_u}{e_u} \right) \left( \frac{\zeta_u}{2} - \frac{3}{2} \right) \tag{7}
\]

\( \nu_t = C_{\nu t} e_u \left( \frac{k_u^2}{e_u} \right) \) is the unresolved turbulent viscosity. \( P_u = -\nu \partial^2 U_j / \partial x_j^2 \) is the production of the unresolved turbulent kinetic energy, which is closed by the Boussinesq assumption, Eq. (3). The coefficients \( C_{\alpha 2} \) and \( C_{\alpha 1} \) are defined as

\[
C_{\alpha 2} = C_{\alpha 1} + f_k (C_{\alpha 2} - C_{\alpha 1}) \tag{8}
\]

\[
C_{\alpha 1} = 1.4 \left( 1 + \frac{0.045}{\sqrt{\nu_u}} \right) \tag{9}
\]

\( \sigma_{\alpha} = \sigma_{\alpha} (f_k^2 / f_u) \) and \( \sigma_{\alpha} = \sigma_{\alpha} (f_k^2 / f_u) \) are the counterpart of the unresolved kinetic energy and dissipation, respectively. In this way, \( f_k \) and \( f_x \) change to contributing to the turbulent transport Prandtl number contributing to the decrease of the unresolved eddy viscosity [42]. The constants appearing in Eqs. (4)–(7) are: \( \mu = 0.22, C_{\alpha 2} = 1.9 \), \( c_1 = 0.4, c_2 = 0.65 \), \( a_1 = 1 \), \( a_2 = 1.3 \), \( a_3 = 1.2 \), \( L_u \) and \( T_u \) are the length and time scales defined by using the unresolved kinetic energy

\[
T_u = \max \left[ \frac{k_u}{\epsilon}, C_1 \left( \frac{\nu_t}{\epsilon} \right)^{1/2} \right] \tag{10}
\]

\[
L_u = C_L \max \left[ \frac{e_u^{3/2}}{\epsilon}, C_6 \left( \frac{\nu_t^3}{\epsilon} \right)^{1/4} \right] \tag{11}
\]

where \( C_5 = 6, C_L = 0.36 \), and \( C_6 = 85 \). A more detailed explanation of the construction of the equations is given in Refs. [2] and [43].

The parameters \( f_k, f_x \) are the key factors that make the model act dynamically. \( f_k, f_x \) are the ratios between resolved to total kinetic energy and dissipation, respectively, and they can assume values between 1 and 0 according to the selected cutoff. These parameters can be chosen a priori, knowing the resolution of the given grid. However, it might be more efficient to have a solver that adapts its accuracy to the flow case and the given grid, having as its worst output a RANS simulation. Here is indicated the importance of having a dynamic parameter that feels the characteristics of both the flow and the grid, adapting to the resolvable level of structures. For a further but justified simplification, \( f_x \) is assumed to be constant and equal to 1. We recall the spatial resolution to resolve the dissipative scales, and the inertial sub-range is a near wall DNS resolution. These scales are unlikely to be resolved in most cases. Thus, all the unresolved dissipation is chosen to be RANS dissipation and is therefore modeled. Thus, the crucial step to developing an efficient model is the design of the last parameter \( f_k \). Ideally, at every time-step for every computational cell, the simulation should measure the smallest value of \( f_k \) which the grid can support. Using this approach, the dynamic parameter was proposed as the ratio between the geometric-averaged grid cell dimension, \( \Delta = (\Delta_x \Delta_y \Delta_z)^{1/3} \), and the Taylor scale of turbulence, \( \Lambda = \left( \left( k_u + k_{res} \right)^{3/2} / \epsilon \right) \) for the first time in Ref. [44]

\[
f_k(x,t) = \frac{1}{\sqrt{C_{\mu}}} \left( \frac{\Lambda}{\Delta} \right)^{2/3} \tag{12}
\]

2.3 The Large Eddy Simulation Equations. The governing LES equations are the spatially implicitly filtered Navier–Stokes equations, where the spatial filter is determined by the characteristic width \( \Lambda = (\Delta_x \Delta_y \Delta_z)^{1/3} \), and \( \Delta \) is the computational cell size in the three coordinate directions

\[
\frac{\partial \bar{u}_i}{\partial x_j} = 0 \tag{13}
\]

and

\[
\frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j \bar{u}_i}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial \bar{u}_j \bar{u}_i}{\partial x_j} - \frac{\partial \tau_{ij}}{\partial x_j} \tag{14}
\]

Here, \( \bar{u}_i \) and \( \bar{p} \) are the resolved velocity and pressure, respectively, and the bars over the variables denote the operation of filtering. The influence of the small scales in Eq. (14) appears in the sub-grid scale (SGS) stress tensor, \( \tau_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j \). The algebraic eddy viscosity model, described in Ref. [45], was employed in this work. The Smagorinsky model represents the anisotropic part of the SGS stress tensor, \( \tau_{ij} \) as

\[
\tau_{ij} = -\frac{1}{3} \partial_j \tau_{kk} = -2
\]

where the SGS viscosity

\[
\nu_{sgs} = (C_{f id}^2 \Lambda^2) |\bar{S}| \tag{16}
\]

and

\[
\bar{S} = \sqrt{2 \bar{S}_{yy} \bar{S}_{yy}} \tag{17}
\]

where

\[
\bar{S}_{yy} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) \tag{18}\]

The Smagorinsky constant, \( C_{s} = 0.1 \), previously used in bluff body LES [46], is used in this work. \( f_{id} \), in Eq. (16), is the Van Driest damping function

\[
f_{id} = 1 - \exp \left( \frac{-n^+}{25} \right) \tag{19}\]

where \( n^+ \) is the wall normal distance in viscous units.

2.4 Actuation’s Parameters. The magnitude of the velocity at the actuation region (\( G \) in Fig. 2(a)), \( U_{act} \), was defined by the time varying boundary condition as follows:

\[
U_{act} = 0.26U_{inf} \sin(2\pi f_a) \tag{20}\]

where \( U_{inf} \) is the magnitude of the freestream velocity, and \( f_a = 150 \) Hz is the actuation frequency. Two nondimensional parameters describe the performance of the actuation. The first parameter is the momentum coefficient, \( C_p \). This is an indicator of the energy spent for the actuation (\( \bar{P} \)) with respect to the energy of the unactuated flow.
\[ T_j = \left( \frac{2}{\pi} \right) \rho_j G \int_0^{T/2} U_{2e}^2(t) dt \]  
(21)

\[ C_q = \frac{T_j}{\frac{1}{2} \rho W U_{inf}^2} \]  
(22)

Here, \( \rho_j = \rho \) is the flow density, and \( T \) is the actuation period. \( C_q = 1.22 \times 10^{-3} \) is low but sufficient to excite the thin boundary layer that characterizes the attached flow before its separation. All the frequencies in this work are described in terms of the second nondimensional parameter, the reduced frequency \( F^+ \):

\[ F^+ = \frac{f_a}{U_{inf}/W} \]  
(23)

Here, \( f_a \) represents the actuation frequency in Hertz. In this work \( F^+ = 3.1 \).

### 3 Results and Discussion

An extensive validation of the PANS method for the static configuration is reported in Ref. [12]. In the mentioned study, PANS results are compared against resolved LES simulations and experimental particle image velocimetry data. As a continuation of the previous work, the dynamic PANS simulation is compared in this paper with dynamic resolved LES results. After the validation procedure, the PANS method was further used to compare the effect of the periodic oscillation of the model to the static condition. At last, the introduction of a flow control strategy is applied. In particular Fig. 4 shows the location and the description of the slot producing the synthetic jet actuation.

#### 3.1 Partially-Averaged Navier–Stokes Validation

Dynamic simulations have been run for both PANS and LES. Velocity was probed in specific locations (see Fig. 5) during the simulations.

Fig. 4 A sketch of the model used in this study. (a) A three-dimensional representation of the simplified truck cabin. The red line indicates the AFC position, the blue dashed lines indicate location of the pressure tabs. (b) A top view of the model; two configurations at \( \beta = 0 \) deg and \( \beta = 10 \) deg.

Fig. 5 Probing points located on the horizontal plane \( z = 0 \) (model centerline). Flow from left to right.

Fig. 6 Time history of four points located in the side recirculation bubble (for points’ locations refer to Fig. 5). LES gray and PANS black. \( T \) corresponds to one complete oscillation period.

Fig. 7 Time history of four points located in the wake (for points’ locations refer to Fig. 5). LES gray and PANS black. \( T \) corresponds to one complete oscillation period.

Figures 6 and 7 show that PANS and LES velocity time history signals match for all probed locations, both in the side recirculation bubble, Fig. 6, and in the wake region, Fig. 7. Nevertheless, LES shows a more complicated signal characterized by a larger range of oscillations. In particular, the comparison of the fast Fourier transform (FFT) analysis of two probed signals, presented in Fig. 8, shows clearly a wider range of peaks when the LES calculation is considered (gray solid lines). This is also corroborated by Fig. 9 which compares the multitude of structures resolved by LES. As visible, PANS is capable of resolving only large structures present in the flow, while LES captures finer eddies that define, for example, the separated flow. Wake spectra of the turbulent kinetic energy are commonly computed to find out whether they exhibit a \(-5/3\) behavior. This method is used to verify the resolution of the computed mesh and if the turbulence structures are well captured by the computation. Following this, both the unactuated and actuated PANS cases are also compared with the wake spectrum obtained from LES and Fig. 10 shows that the \(-5/3\) turbulence decay slope is well captured by the coarse PANS
calculations. The drag $C_d$ and side force $C_s$ coefficients are also compared with LES for a complete validation. Figure 11 shows both the hysteresis of the coefficients of the dynamic case (solid lines) and the comparison of two static cases (dots). In the dynamic configuration, the coefficients were phase averaged over four oscillation periods. This could explain the nonperfect match between the hysteresis of LES and PANS coefficients. Nevertheless, the values are in the same range and the behavior of the hysteresis is similar in both calculations. Concerning the static cases (dots in Fig. 11), the zero yaw case gives values in good agreement between the fine LES and the coarse PANS. Nonappreciable discrepancies are observed in terms of forces, and the difference between the two calculations remains within 1%. More challenging is the prediction of the $b = 10$ deg case. In this case, the severe separation at the leeward side is well captured by PANS. On the other hand, considering the windward separation, PANS predicts a larger separated region, while the pressure value of the base is under-predicted. The consequence is that PANS over-predicts the LES value by a 3% when $b = 10$ deg (the mentioned over-prediction of the pressure values is reported in Ref. [12], Fig. 6). However, this value can be still considered acceptable for the qualitative analysis of this study that aims to observe drag reduction and recirculation bubble suppression, once active flow control is applied. Overall, PANS is shown to capture the main features of the flow and to produce reliable results for such a challenging case.

3.2 Quasi-Static Versus Dynamic Case. A static study of three different yawed configurations, between 0 deg and 10 deg, is reported and compared with the dynamic study of the flow. Figures 12–14 show the difference in the flow structures between the static and the dynamic configurations at the same yaw angle. The fluctuations introduced by the periodic movement of the model enhance the aerodynamic performance. The separated region appears reduced in the dynamic case, where smaller and less organized structures characterize the wake. As an example, the static configuration presented in Fig. 14 shows a recursive and regular separation at the leeward side. This separation is not visible for the dynamic case, where the oscillation of the model breaks the larger and well-organized structures. The result of this is a chaotic formation of eddies that does not have time to develop and organize a large recirculation bubble. In fact, observing the static case, the side-separated flow merges into the wake for both $b = 5$ deg and $b = 10$ deg (Figs. 13(a) and 14(a), respectively). On the contrary, for the oscillating case, the side-separated flow does not directly interact with the wake and, in particular, often tends to...

**Fig. 8** Fast Fourier transform (FFT) spectra for PANS (black) and LES (gray). Point 4 (a) and point 6 (b) (for points’ locations refer to Fig. 5).

**Fig. 9** Isosurface of the second invariant of the velocity colored by the streamwise flow velocity. PANS (a) and LES (b) dynamic simulations. $b = 5$ deg clockwise rotation.

**Fig. 10** Turbulent kinetic energy $E_k$ spectra at points 9 (for point’s location refer to Fig. 5). LES gray and PANS black: (a) LES against unactuated PANS case and (b) LES against actuated PANS case. The dashed line shows the $-5/3$ slope.

**Fig. 11** Forces values comparison: (a) $C_d$ and (b) $C_s$. Static simulations values are represented with dots and dynamic unactuated simulation values with solid lines. LES results are shown in gray and PANS results in black.

**Fig. 12** Instantaneous streamwise flow velocity (a), (c), and (e) and isosurfaces of the second invariant of the velocity colored by the streamwise flow velocity (b), (d), and (f). The static (a) and (b), the dynamic configuration at $b = 0$ deg during a counter clockwise (positive) rotation (c) and (d) and a clockwise (negative) rotation (e) and (f).
to reattach at the rear end of the model, Figs. 13(c), 13(e), and 14(c). This behavior explains the reduction of the drag. In particular, Fig. 11(a) shows the overall reduction of the aerodynamic drag for the dynamic case when compared to the quasi-static configuration. As mentioned before, the oscillation mitigates the pronounced separation observed in the quasi-static configuration, decreasing the coefficient of drag $C_d$ for every yaw angle, while the side force coefficient $C_s$ remains in the same range for both configurations. The introduction of the oscillation also creates the hysteresis effect visible in Fig. 11 (solid lines). When the model is forced to a solid movement, the surrounding flow tends to follow the rotation, experiencing an inertial effect (which leads to the hysteresis) when the rotation changes sign. This phenomenon is documented by Figs. 12–14. Figures 12(c) and 12(e) represent the model at $\beta = 0$ deg during a counter clockwise (positive) and a clockwise (negative) rotation, respectively, while Figs. 13(c) and 13(e) show the flow instant when $\beta = 5$ deg during a positive and a negative rotation, respectively. In both cases, the inertial effect of the rotation sign change, is clearly visible. The wake is never aligned to the model, as it was for the static case, and the flow at the leeward side almost reattaches at the rear end of the body. Moreover, as shown in Fig. 13(e), the sign change has just occurred, and the inertia of the flow enlarges the already pronounced separation at the leeward side. Looking at the structures visualized in Figs. 13(d) and 13(f), one can notice the strong agglomeration of eddies at the leeward side when a negative rotation has just finished (Fig. 13(f)), while the eddies are more evenly distributed toward the end of a positive rotation period (Fig. 13(d)). The same inertial behavior, and the consequent agglomeration of eddies, is still present when the rotation (positive depicted in Fig. 12(d) and negative reported in Fig. 12(f)) is in the middle of its period. The counter-clock and clockwise rotation, obviously, give the opposite inertial effect to the wake that is pulled periodically toward the opposite direction of the rotation. Observing this first comparison, it is clear that a gusty flow condition (formed by the oscillation of the model) produces a fundamentally different flow from the quasi-static configuration. Thus, it is of major
importance to investigate and understand the possibilities of an AFC under this flow condition.

3.3 Unactuated Versus Actuated Case. Active flow control is applied to the A-pillar of the oscillating model in order to stabilize the flow, minimize the hysteresis effect, and reduce the recirculation bubble. The ultimate goal is to observe drag reduction during the rotation of the model. The plot depicted in Fig. 15(a) shows drag signals of quasi-static (dots), dynamic unactuated (solid line), and dynamic actuated (dashed line) cases. From a first look, one can observe a small reduction of the hysteresis and a consistent reduction of drag when the flow is actuated for all yaw angles. In particular, drag is reduced by a maximum of 18%, when $\beta = \pm 2.5\,\text{deg}$, to a minimum of 4%, when $\beta = \pm 10\,\text{deg}$, producing a mean value of 10.5% of drag reduction during one complete oscillation.

Attention should be also paid to the behavior of the side force coefficient $C_s$, shown in Fig. 15(b). In this case, the hysteresis has been almost suppressed by the introduction of the AFC, indicating a more homogeneous flow on both sides during one complete sweep. This can be interpreted as a positive effect on the stability of the model. In general, the inertial effect of the flow is mitigated and stabilized, having, in contrast to the unactuated case, almost no side force at $\beta = 0\,\text{deg}$. On the other hand, it is also clear that the actuation is not able to recover the heavily separated flow at the leeward side, when the yaw angle increases. In fact, the plot of the side force of the actuated case follows the quasi-static side force measurement trend (dashed line and dots shown in Fig. 15(b), respectively). Figure 16 corroborates and clarifies the side force behavior so far described. Figures 16(a) and 16(b) shows the instantaneous coefficient of pressure (unactuated case) on D and B faces, respectively, at $\beta = 0\,\text{deg}$, during a counter-clockwise rotation. The $C_p$ is fundamentally different from one face to the other. On the leeward side (see Fig. 16(b)) the separation and reattachment of the flow are clear and strong, and the averaged value of the pressure coefficient on this face is $C_{p,\text{mean}} = 0.97$. On the windward side (see Fig. 16(a)), instead, the $C_p$ variation is weaker, and its value is more homogeneous over the surface, with a $C_{p,\text{mean}} = 0.83$. The result is a large difference in the mean value of the pressure force acting on each face, which brings an explanation to a nonzero side force for $\beta = 0\,\text{deg}$, when the flow is unactuated (see Fig. 15(b)). On the contrary, Figs. 16(c) and 16(d) shows a more similar pressure distribution on both faces D (Fig. 16(c)) and B (Fig. 16(d)).
with a $C_{p,\text{mean}} = 0.80$, and B (Fig. 16(d)), with a $C_{p,\text{mean}} = 0.75$. The very similar mean $C_p$ values explain the reduction of the side force to zero for $\beta = 0$ deg, when the flow is actuated. Comparing Figs. 16(a)–16(b) and 17(a)–17(b), one can notice that at $\beta = 0$ deg the $C_p$ distribution inverts sides, from a positive (counter clockwise), shown in Fig. 16, to a negative, shown in Fig. 17, rotation of the model. In contrast to that, the swapping of the side pressure map, due to the change of the rotation sign, is still visible but mitigated when the flow is actuated, Figs. 16(c), 16(d), 17(c), and 17(d). Overall, the pressure recovery, operated by the AFC, is clearly visible. Indeed, the time-averaged pressure distribution on the side face over four complete sweeps, depicted in Fig. 18, shows a shorter recirculation bubble in favor of the actuated case. This is reflected in the drag coefficient reduction, previously visualized in Fig. 15.

Now, in an ideal case, the AFC should suppress both side separations, reducing to the minimum drag and side force effects. Further studies needs to be conducted to verify the possibility to suppress both side separations, also in extreme conditions (gusty wind). To conclude, Figs. 19–21 compare the flow field and flow structures before and after the introduction of the AFC, during a positive and a negative rotation. As stressed before, it is more challenging to manipulate the flow on the leeward side, where the separation is more pronounced. Nonetheless, the leeward separation is controlled to some extent by the AFC, and in addition, the windward side separation is always suppressed, as highlighted by Fig. 21. Illustrated in more detail, Figs. 19 and 20 (c) and (h) show a notable reduction of the separated flow on the leeward side, and a stronger deflection of the shear layer toward the surface of the body (h). Figure 20 also shows a general, notable decrease of eddies formed at the A-pillar separation, when the flow is actuated, indicating a more stable flow around the model.

It is also of interest to look into how the actuation modifies the surrounding flow and eventually suppresses the wind gusts impinging the truck cabin. The FFT plots of two probed velocity signals probed by points surrounding the model are shown and computed in Fig. 22. Both signals are normalized by the maximum peak of the unactuated flow case signal. In this way, the mentioned plots show the reduction of the peak representing the oscillation frequency of the model ($F^- = 0.1$) in favor of more evenly distributed energy spectra (dashed line) when the actuation is applied. In other words, the dominant frequency created by the wind gusts is mitigated by the AFC also in the surrounding flow.

4 Conclusions

This work shows the potential of the PANS method when employed to simulate challenging, unsteady flow conditions. In particular, the case studied here presents two challenging features. The first consists of the dynamic oscillation of the truck cabin between $-10 \deg < \beta < 10 \deg$, achieved by deforming the mesh around the solid model. The second one is the implementation of a sinusoidal inlet boundary condition, which reproduces the suction and blowing of a synthetic jet actuator. The PANS method was first validated for the static flow conditions, and then, the same method was employed to study the quasi-static, dynamic, and dynamic-actuated flow conditions. The following goals are achieved in the study:

- The potential of PANS in predicting an unsteady flow field using coarse grids is shown.
- An extensive static validation is performed in Ref. [12], and a further investigation of the PANS dynamic
simulation is performed analyzing forces and time history velocity signals compared with well-resolved LES results.

- A study of the effect of a dynamic movement of a generic truck cabin is investigated.
- The flow field of the dynamic configuration is fundamentally different when compared to the quasi-static analysis.
- The inertia of the flow due to the movement of the model recreates a hysteresis of the $C_d$ and $C_s$ signal.
- The oscillation is beneficial for the aerodynamic performance. The rotation breaks the large structures of a separated flow. This defines the higher drag observed in the quasi-static configuration.

- The effects of the actuation on the dynamic case are studied.
- The flow is stabilized by the AFC. The hysteresis of the $C_d$ signal is reduced, and the hysteresis of the $C_s$ is almost suppressed.
- A $C_d$ reduction is observed for every yaw angle swept by the rotation.
- The strong influence of the oscillation is mitigated both on the lateral surfaces and in the surrounding flow. The flow control is in fact able to recreate a more homogeneous pressure distribution on both sides of the model during the oscillation.

To conclude, PANS is shown to be a good engineering tool to predict challenging flow conditions, preserving the accuracy of the calculation. This opens the possibility for the prediction of industrial aerodynamic flows that require limited computational resources and a good accuracy of the results. The control strategy used here is beneficial for the control of a flow characterized by wind gusts. Significant reduction of drag and a more stable flow were observed, when side force is taken into account. With this in mind, this paper relates to a larger project, which intends to ultimately study the application and the implementation of an AFC solution for a real truck.
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