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10 Josephson and charging effect in mesoscopic superconducting devices

10.1 Introduction and historical background

In this chapter we consider Josephson junctions at the submicron and nanoscale. Much progress has been made since the pioneering work on nanoscale point-contact junctions. The modern era of Josephson devices has been strongly influenced by the combined continuous progress in material science and nanotechnologies. Both have strongly influenced the development of superconducting devices based on the Josephson effect at three fundamental levels: basic physics, device and circuit innovation, and materials science and process development. Advances in nanotechnologies applied to superconductivity frequently offer solutions to relevant material science problems, for example scaling barriers and interfaces, and handling prebuilt barriers for instance in nanowires (NWs) and flakes of graphene or of a topological insulator. Hybrid junctions are an obvious consequence of the combined progress of material science and nanotechnology.

The story behind the Josephson effect [1] is marked by the use of special materials and techniques at some key moments. At the very beginning, thermal cycling stability problems for lead alloy-based junctions were definitely overcome by the use of rigid superconductors such as Nb [2, 3]. Replacement of Nb oxide barriers by artificial barriers was key in the development of Nb technology. Al was revealed as the perfect solution forming a natural, self-limiting, high-quality, insulating oxide [4]. The impact of high critical temperature superconductors (HTS) was also impressive for Josephson device development activities [5, 6]. Most of the unconventional materials since HTS have benefited from the notions and techniques developed to build HTS Josephson junctions and to handle their complexity as much as possible. This obviously includes innovative methods for building barriers in intrinsically nonhomogeneous materials. Meanwhile (in the 1990s), the advent of mesoscopic physics was changing some conceptual paradigms also in superconductivity, and more importantly nanotechnologies started offering new experimental tools to build completely new fami-
lies of devices. These techniques applied to Josephson junctions became more mature only later. Progress in material science means new materials and new superconductors, and novel abilities to build interfaces and for precise control of heterostructural growth. Also tunnel junction barriers are now designed and fabricated with unprecedented precision, opening the route to better performing devices even for technologies based on well-established low critical temperature superconductors (LTS).

In conclusion, we have never had so many different families of superconducting materials and so many different types of Josephson junctions as today, with so many fundamental open questions on their nature. Here we focus on specific aspects of the nanoscale junctions, directing the reader looking for a more detailed account of Josephson phenomenology to the traditional textbooks [2, 3] and extensive reviews [5, 6].

10.2 Brief introductory notes on the Josephson effect: main equations, scaling energies and quantum implications

Most of the common ways of placing a barrier between superconducting electrodes are shown in Figure 10.1, and will be discussed in the following. Josephson coupling can also take place at grain boundaries (GBs) [5, 6]. Josephson predicted the existence of tunnel currents carried by Cooper pairs between two superconductors S and S’ separated by a thin (typically less than 1 nm) insulating layer I [1] (see Figure 10.1a) [1–3].

The two basic Josephson equations originally derived for an S-I-S’ junction are:

\[ I_S = I_c \sin(\phi) \]  \hspace{1cm} (10.1)

\[ \dot{\phi} = \frac{2eV}{\hbar} \]  \hspace{1cm} (10.2)

where \( \phi = \phi_1 - \phi_2 \) is the phase difference between the two superconducting electrodes \( \phi_1 \) and \( \phi_2 \), and \( e \) and \( \hbar \) are the electron charge and the Planck constant, respectively. \( I_c \) is the maximum critical current. The microscopic derivation can be found in [1–3]. We have the Josephson effect as long as the macroscopic wave functions of the two electrodes overlap in the barrier region.

Coulomb \( E_c = e^2/(2C) \) and Josephson \( E_J = \Phi_0 I_c/(2\pi) \) energies will be associated with each junction, with the flux quantum \( \Phi_0 = \hbar/(2e) \). Quantum Josephson junctions (JJ)s with either a well-defined charge or phase variable will depend on the relative magnitude of \( E_c \) and \( E_J \) (phase for \( E_J \gg E_c \), charge for \( E_J \ll E_c \), respectively) [2, 3].

The Josephson effect is also observed in junctions with more transmissive barriers (normal metal (N), semiconductors (Sm), ferromagnets (F),…). The resulting S – N(Sm, F) – S’ structure will exhibit the Josephson effect for barrier thickness (L) of the order of the coherence length in the barrier, which is for a metal \( \xi_N = (\hbar D_n/k_B T)^{1/2} \) (\( T \) is the temperature, \( k_B \) is the Boltzmann constant and \( D_n = v_F l/3 \) is the normal metal diffusion constant, where \( v_F \) is the Fermi velocity and \( l \) the electron mean free path,
Fig. 10.1: a) Window-type geometry for a sandwich junction with insulating or normal metal barrier. The normal metal can be replaced by a semiconductor or a ferromagnetic layer. (b) Coplanar variable-thickness bridge; the barrier is grown before the deposition of the superconductor. Part of the superconducting layer is then removed to separate the two electrodes. (c) Two superconducting electrodes, grown on an insulating substrate, can be connected through a thin layer deposited on the top. The barrier can be a flake of graphene or of a topological insulator (d), or a nanowire (e), which in the suspended configuration can be deposited on the superconductor. In this case a trench separating the two electrodes has been previously drilled. In all these configurations one of the critical parameters is the distance between the electrodes $L$, which needs to be of the order of the coherence length in $N$, $\xi_N$. In (f) an edge-type variable-thickness bridge is shown. The barrier is deposited on the edge of the superconductor that has been suitably etched and treated. This configuration is particularly advantageous for the realization of submicron junctions and for devices based on anisotropic superconductors such as HTS, exploiting coherence in the $a-b$ planes. In (g) a sketch of the layout typically used for intrinsic junctions is shown. A focused ion beam can give a special shape to the variable-thickness bridge and oblige the current to pass through a narrow channel perpendicular to the substrate. For HTS this is intended to force the current to pass through a selected number of planes.

respectively). Apart from a dramatic change in resistance ($R_n$), a first obvious consequence of replacing an I with an N as a barrier is a change in the effective capacitance. New physical “processes” take place on different scaling lengths and energies, and can dominate over tunnel effects. These have been traditionally expressed in terms of the proximity effect (PE), the mutual influence of a superconducting layer in contact with a normal metal or a semiconducting or ferromagnetic layer, and in the last 20 years more and more commonly, in terms of Andreev reflection (AR) [7], the microscopic process in which a dissipative electrical current is converted at an S/N interface into a dissipationless supercurrent. The mutual influence between S and N is also con-
trolled by the nature of the interface and by the boundary conditions, which involve the respective $\xi_{N,S}$ and the thickness of the N and S layers [8, 9].

Other classical ways to form a Josephson junction exploit the concept of a tip mechanically approaching a bulk superconductor (point contact) and the more recent atomic contacts [10], or the creation of a microrestriction in a superconducting thin film [2, 3]. In this last case the Josephson effect only takes place for $L < 3.5\xi$ independently of the width $W$ [8]. Phenomena associated with phase slips ($W < \xi$) or with the motion of Abrikosov vortices ($W > \xi$) will take place for $L > 3.5\xi$ [8].

More transmissive barriers require a more general expression of the current-phase relation:

$$I_s(\phi) = \sum_{n \geq 1} (I_n \sin(n\phi) + J_n \cos(n\phi)).$$

The d.c. Josephson equation (10.1) represents the particular case of this general expression. The $I_n$ contribution depends on the barrier transparency $D$ as a $D^n$ power law and corresponds to the $n$-multiple reflection process. The $J_n$ vanish if time-reversal symmetry is not broken [11].

Deviations from $\sin(\phi)$ behavior are acquiring more and more importance not only because of d-wave HTS and superconductor-ferromagnet-superconductor (SFS) JJs but also for all unconventional junctions [8, 9]. The $I_s(\phi)$ relation is a characteristic Josephson “code” and is the input to define most junction parameters commonly measured in experiments. We refer for a detailed treatment and for all original references against to reviews [8, 9].

The dependence of $I_c$ on the magnetic field is another well-defined code, widely described in textbooks [2, 3], where several anomalous behaviors have been investigated in detail. A simple example of how the magnetic response can be modified in a nanoscale hybrid junction is shown in Figure 10.2. In diffusive S–N–S junctions the Fraunhofer pattern transforms in a monotonic decay when the width of the normal wire $W$ is smaller than the magnetic length $\xi_H = \sqrt{\Phi_0/H}$, where $H$ is the externally applied magnetic field, as shown in Figure 10.2 [12]. This behavior is intimately related to the appearance of a linear array of vortices in the middle of the normal wire, the properties of which are very similar to those in the mixed state of a type II superconductor [12]. Edge states in wide coplanar nanojunctions (where the barrier is typically a flake of graphene or of a topological insulator) tend to transform the response in a superconducting quantum interference device (SQUID)-like pattern. HTS 0–$\pi$ corner junctions offer another characteristic reference pattern with two symmetric maxima at finite $H$ [13, 14]. When increasing the number of 0–$\pi$ facets, symmetric maxima move to higher $H$ and a number of small $I_c$ oscillations proportional to the number of facets appear [15]. If the order parameters were to comprise an imaginary s-wave admixture, the pattern for the arrays would display distinct asymmetries, especially for low fields. A series of anomalous behaviors has been carefully classified and correlated to grain boundary morphology and intrinsic phase variation [5, 6]. Flux focusing effects can also play a relevant role and change the periodicity between two
10.2 Brief introductory notes on the Josephson effect

Fig. 10.2: Schematic dependence of $I_c$ on the magnetic field for diffusive S–N–S junctions: $I_c(H)$ strongly depend on the barrier dimensions. In the inset a sketch of the junction is shown with its dimensions (partly adapted from [12]).

minima of the magnetic pattern [16, 17]. In the thin limit approximation, for instance, the effective area of the Josephson junction scales as the square of $W (\propto 1/W^2)$ rather than as the usual $1/(W(2\lambda + L))$ dependence [17]. A prevailing second harmonic can also induce a dramatic change in the flux periodicity as occurring in HTS 0-$\pi/4$ grain boundary junctions [18, 19] and spin filter junctions [20, 21].

10.2.1 Josephson effect from quasiparticle Andreev-bound states

Andreev reflection (AR) is the scattering mechanism describing how an electron excitation slightly above the Fermi level in a normal metal is reflected at the interface as a hole excitation slightly below the Fermi level [7]. The missing charge of $2e$ is removed as a Cooper pair. This is a branch-crossing process that converts electrons into holes and vice versa, and therefore changes the net charge in the excitation distribution. The reflected hole (or electron) has a shift in phase compared to the incoming electron (or hole) wave-function: $\phi_{\text{hole}} = \phi_{\text{elect}} + \phi_{\text{super}} + \arccos(E/\Delta)$ ($\phi_{\text{elect}} = \phi_{\text{hole}} - \phi_{\text{super}} + \arccos(E/\Delta)$), where $\Delta$ and $\phi_{\text{super}}$ are the gap value and the superconducting phase of S, respectively. The macroscopic phase of S and the microscopic phase of the quasiparticles are therefore mixed through AR. To provide an intuitive idea of the effects related to AR, the Andreev-reflected holes act as a parallel conduction channel to the initial electron current, thus doubling the normal state conductance of the S/N interface for applied voltages less than the superconducting gap $eV < \Delta$ [22]. Blonder, Tinkham and Klapwijk [22] (BTK) introduced the dimensionless parameter $Z$, proportional to the potential barrier at the interface, to describe the barrier transparency.
The Landauer conductance expression has been extended to the case of an S–N interface through scattering matrix theory [23]:

\[ G_{NS} = \frac{2e^2}{\pi h} \sum_{n=1}^{N} \frac{D_n^2}{(2 - D_n)^2} \]  

(10.4)

Here the \( D_n \)'s are the transmission eigenvalues of the disordered normal part. The difference in the behavior of the transmission eigenvalues \( D_n \) will lead to different mesoscopic behaviors of tunnel junctions and metallic weak links. While in the former case many small \( D_n \)'s are relevant, in the latter most \( D_n \)'s are close to zero or unity. This expression is valid at zero voltage and zero magnetic field. Application of either a voltage or a magnetic field reduces the contact resistance of the NS junction by a factor of two.

A very interesting property of the Andreev reflection in a \( S_1–N–S_2 \) structure is that the electron obtains an extra phase of \( \phi_1 - \phi_2 + \pi \) in each period. The Josephson effect can be reformulated in terms of this property and of quasiparticle bound states. The spectrum of the elementary excitations of an N layer in contact with S on both sides is quantized for \( E < \Delta \). In particular the expression of the bound state energy in a S–N–S one-dimensional system, in the short junction limit \( L \ll \xi_N \), is [24]:

\[ E = \pm \Delta \sqrt{1 - D \cdot \sin^2(\phi/2)} \],

where \( D \) is the average transmission probability. There is a general relation between the current through the Andreev state and the phase dispersion of the energy of the Andreev state, \( I_s = (2e/h) dE/d\phi \). This equation can be derived directly from the Bogoliubov-deGennes equation or deduced from the thermodynamical equation by using a microscopic expression for the junction free energy [9, 23, 25]. The total supercurrent is given by a summation over the contributions of the current-carrying states which all depend on the phase difference between the two superconductors. These notions are used to calculate the junction properties in the different layouts at the nanoscale.

Something special happens with Andreev reflection for graphene/superconductor (G/S) interfaces, because of the unusual electronic properties of the charge carriers in graphene (no Fermi surface at zero doping and conical band structure) [25]. Differently from the usual case, where the electron and hole both lie in the conduction band, at a G/S interface specular AR occurs if an electron in the conduction band is converted into a hole in the valence band. In undoped graphene, when \( E_F = 0 \), Andreev reflection is interband at all excitation energies. This has obvious consequences for the Josephson coupling [25].

Junctions with graphene barriers fall within the emerging category of hybrid devices, also in the sense that the barrier is not a thin film but an exfoliated flake. Hybrid in this context may also be interpreted as prebuilt components of the junctions, produced via different techniques and mechanically assembled in the last stage of fabrication. S-NW-S junctions have for instance been proposed as host and sensor of phenomena associated with the presence of Majorana fermions [26–29]. Majorana fermions enable the tunneling of single electrons (with a larger probability \( D^{1/2} \)). The switch
from $2e$ to $e$ as the unit of transferred charge between the superconductors amounts to a doubling of the fundamental periodicity of the Josephson energy, from $E \propto \cos \phi$ to $E \propto \cos(\phi/2)$ [28, 29]. In contrast to ordinary Josephson currents, this contribution reflects tunneling of half of a Cooper pair across the junction. Such a fractional Josephson effect was later established in other systems supporting Majorana modes and in direct junctions between $p$-wave superconductors.

### 10.2.2 I-V characteristics and phase dynamics, the Resistively Shunted Junction Model

I-V curves are the first imprinting of the nature of the junction. We briefly summarize some standard arguments based on the Resistively and Capacitively Shunted Junction (RCSJ) model, first introduced by McCumber and Stewart [30, 31] to classify some of the I-V curves more commonly observed in experiments. For greater detail we refer the reader to traditional textbooks and reviews [2, 3]. Representing the displacement current by a capacitor ($C$) and the sum of the quasiparticle and insulator leakage current by a resistance $R$, we can devise an equivalent circuit for the junction (see Figure 10.4a):

$$I + I_N = I_c \sin(\phi) + \frac{V}{R} + C \frac{dV}{dt} \quad (10.5)$$

The noise source $I_N$ is associated with its shunt resistance. A wide variety of I-V characteristics can be described through an opportune choice of the parameters. We can therefore pass from a regime where capacitance plays a marginal role and no hysteretic behavior is present (see Figure 10.3a) to a tunnel-like behavior with high values of the capacitance, characterized by a hysteretic behavior and by the presence of switching currents (see Figure 10.3b).

This behavior is characteristic of tunnel junctions, and hysteresis is directly associated with the dielectric nature of the barrier and its capacitance (underdamped regime). The switch from the superconducting (S) to the normal state resistive (N) branch follows a distinctive distribution, a direct consequence of fundamental fluctuation processes influenced by dissipation (see Subsection 10.2.2.1). Hysteresis can be incomplete with finite retrapping currents depending on dissipation (see for example Figure 10.3c), with qualitatively different leakage currents, and the possible presence of subgap step structures. Indications on the damping of the junctions are obtained from the resistance, which may depend on the voltage (Figure 10.3c) and on the frequency [32, 33]. The reference value $R_n$ is the normal state value at voltages much higher than the gap value. Let us indicate with $\Delta_{sw}$ the voltage value appearing in the junction after the switch from the S branch to the N state. $\Delta_{sw}$ does not necessarily correspond to the sum of the gap values of the electrodes as in the ideal tunnel case, because of a less ideal barrier generating additional competing transport mechanisms. A series of other anomalies can appear in the I-V curves such as for instance the pres-
Fig. 10.3: I-V curves of overdamped (a) and underdamped (b) junctions. The (b) behavior is characteristic of tunnel junctions, and hysteresis is directly associated with the dielectric nature of the barrier and its capacitance. The switch from the S to the N branch follows a peculiar distribution indicated in (b) (see the text and Subsection 10.2.2.1). (c) Hysteresis can be incomplete with finite retrapping currents depending on dissipation and accompanied by voltage-dependent leakage currents. (d) For moderately damped junctions (phase diffusion regime) a low-voltage state appears before the switch to the normal state (inset of d, note the voltage scale). The current dependence of the voltage in the diffusion state prior to switching is directly related to the shape of the dissipation barrier (see the text).

Fig. 10.4: (a) Equivalent circuit of a real Josephson junction with a current bias; (b) and (c) washboard potential for different values of the bias current.
ence of the excess current $I_{\text{ex}}$. $I_{\text{ex}}$ is defined as the current axis intercept obtained by extrapolating the linear part of the I-V characteristics for large voltages [3, 34].

Neglecting the noise term and setting $V = h/2e \cdot (\partial \phi / \partial t)$ in Equation (10.5), we obtain:

$$I = \frac{\Phi_0}{2\pi} C \frac{\partial^2 \phi}{\partial t^2} + \frac{\Phi_0}{2\pi} \frac{1}{R} \frac{\partial \phi}{\partial t} + I_c \sin(\phi)$$

(10.6)

which can be expressed as:

$$\left( \frac{\Phi_0}{2\pi} \right)^2 C \frac{\partial^2 \phi}{\partial t^2} + \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{1}{R} \frac{\partial \phi}{\partial t} + \frac{\partial}{\partial \phi} U = 0$$

(10.7)

where

$$U = -\Phi_0/(2\pi)(I_c \cos(\phi) + I\phi).$$

(10.8)

Considerable insights into the nonlinear dynamics of the junction can be gained by realizing that this equation describes the motion of a ball moving on the tilted washboard potential $U$ [30, 31]. The term involving $C$ represents the mass of the particle, the $1/R$ term represents the damping of the motion, and the average tilt of the washboard is proportional to $I$. Damping is however strongly influenced by the environment, i.e., the circuitry connected to the junction and some aspects will be discussed in the next section.

For values of $I < I_c$, the particle is confined to one of the potential wells, where it oscillates back and forth at the plasma frequency $\omega_p = (2\pi I_c/\Phi_0 C)^{1/2}(1 - (I/I_c)^2)^{1/4}$ (see Figure 10.4b), which can also be seen as the electrical resonance of the junction capacitance, $C$, with the mechanical Josephson inductance of the junction, $L_J = \Phi_0/(2\pi I_c)$. In this case the average voltage across the junction is zero. When the current $I$ exceeds $I_c$, the particle rolls down the washboard (see Figure 10.4c); in this case a voltage appears across the junction.

The McCumber–Stewart damping parameter $\beta_c = 2\pi I_c R^2 C / \Phi_0$ determines the amount of damping [2, 3]. The strength of the friction is also commonly expressed through the junction quality factor $Q = \omega_p R C = (\beta_c)^{1/2}$. While $\omega_p$ does not depend on the size of the junctions, $Q$ decreases with the area of the junction, since the effective resistance $R$ is mostly dominated by the high-frequency impedance of the circuit the junction is embedded into (see Subsection 10.2.2.1). Junctions are underdamped, with hysteretic I-V curves, and hence latching for $\beta_c > 1$. For $\beta_c < 1$ they are overdamped, with nonhysteretic I-V, and nonlatching. For hysteretic junctions the nature of the switch from the superconducting to the resistive branch requires more refined analysis, as demonstrated by measurements of the switching current distributions, commonly used for the demonstration of macroscopic quantum phenomena (see Subsection 10.2.2.1).
10.2.2.1 Phase dynamics from thermal activation to macroscopic quantum tunneling

A closer inspection of the washboard potential allows one to understand basic macroscopic quantum phenomena [35], which are relevant to establishing how the junction is coupled to the environment. These studies are relevant for the development of qubits. All fundamental concepts from the notion of tunneling processes in the washboard potential to the real measurement of the switching current distribution (SCD), and the study of the behavior of its first and second momenta (the mean $\bar{I}$ and the width $\sigma$) are illustrated in the “flowchart” of the SCD measurements in Figure 10.5. Two distinct typical examples of SCDs are given in Figure 10.5b and e as a function of the temperature $T$. The widths $\sigma$ are finally reported as a function of $T$ (Figure 10.5c and f). These two cases summarize different phase dynamics processes, which are the main target of this chapter and are represented in Figure 10.5d and g, respectively.

When ramping the bias current $I$, the tilt of the energy potential increases and the height $\Delta U(I) = 4\sqrt{2}/3 \cdot E_p(1-I/I_c)^{3/2}$ of the energy barrier between consecutive wells decreases (see Figure 10.5d). Because of effects of thermal fluctuations and quantum tunneling the junction may switch to the finite voltage state for values of $I < I_c$. The relative weight of these two escape processes depends on the temperature of the system. For $k_B T \gg \hbar \omega_p$, the escape process is dominated by Thermal Activation (TA) (black dashed line in Figure 10.5d) with a rate [36]:

$$\Gamma_T(I) = a_T \frac{\omega_p(I)}{2\pi} \exp\left(-\frac{\Delta U(I)}{k_B T}\right), \quad (10.9)$$

where $a_T \approx 4(1+Qk_B T/1.8\Delta U)^{1/2} + 1$ is a prefactor of the order of one. At low enough temperatures the escape is dominated by Macroscopic Quantum Tunneling (MQT) (blue dashed curve in Figure 10.5d) with a rate [37]:

$$\Gamma_q(I) = a_q \frac{\omega_p(I)}{2\pi} \exp\left[-7.2 \frac{\Delta U(I)}{\hbar \omega_p} \left(1 + \frac{0.87}{Q}\right)\right] \quad (10.10)$$

with $a_q = 864\pi \Delta U/\hbar \omega_p$. Once the phase particle overcomes the barrier by fluctuations, it keeps running, provided that the damping is below some critical value. The escape from this metastable state corresponds to the appearance of a finite voltage across the junction and the particle runs down the washboard potential with a damping $Q^{-1}$. The transition to the running state (see Figure 10.5d) only occurs if the kinetic energy gained by the phase particle running down the tilted washboard potential is not all dissipated, but enough energy remains to carry the phase over the next barrier. This occurs if the junction is in the underdamped regime ($Q \gg 1$) [32, 38].

In the moderately damped regime ($1 < Q < 5$), which commonly occurs in junctions of reduced dimensions with small values of $I_c$, following an escape event the particle may travel down the potential for a few wells and then be retrapped in one of the following minima of the potential (Figure 10.5g) [33]. The analytical expression for
Fig. 10.5: The SCDs are reported as a function of temperature in (b) and (e). They are extracted from hysteretic I-V curves as shown in (a). The different temperature evolutions of the SCDs translate in characteristic dependence of the widths $\sigma$ of the distributions, as reported in (c) and (f), respectively. (d) The particle/phase overcomes the barrier by Thermal Activation (TA) or by Macroscopic Quantum Tunneling (MQT), then it rolls in the running state. $T_{cr}$ signals the crossover between the TA and the MQT regimes and is tuned by the magnetic field (see text for details). (g) Retrapping processes may occur for intermediate levels of dissipation determining a phase diffusion (PD) regime. $T^*$ separates TA from PD.

The retrapping rate is given by:

$$\Gamma_r(I) = \omega_p \frac{I - I_r}{I_c} \left( \frac{E_J}{2\pi k_B T} \right)^{1/2} \exp \left[ -\frac{E_J Q^2}{2 k_B T} \left( \frac{I - I_r}{I_c} \right)^2 \right]$$

(10.11)

where $I_r = 4I_c/\pi Q$ is the retrapping current in absence of thermal fluctuations [30]. At low bias the process of escape and retrapping may occur multiple times generating diffusion of the phase (Figure 10.5g) until an increase of the tilt of the potential, due to a change in the bias current, raises the velocity of the particle and the transition to the running state occurs. This is known as the Phase Diffusion (PD) regime [33]. The measured distribution of the switching probability $P(I)$ is used to compute the escape rate out of the zero-voltage state as a function of the bias current [39]:

$$\Gamma(I) = \frac{1}{\Delta I} \frac{dI}{dt} \ln \left( \frac{\sum_{i \geq I} P(I)}{\sum_{i \geq I+\Delta I} P(I)} \right)$$

(10.12)

where $dI/dt$ is the current ramp rate and $\Delta I$ is the channel width of the analog-to-digital converter. In an underdamped junction ($Q > 10$) [38], below a crossover temperature $T_{cr}$ the escape process is due to MQT, marked by a temperature-independent $\sigma$, while above $T_{cr}$ the process of escape is due to TA above the potential barrier, with a distinctive increase of $\sigma$ with temperature as $T^{2/3}$, see Figure 10.5c. The
crossover temperature $T_{cr}$ between the thermal and quantum regimes is given by:

$$T_{cr} = \left( \frac{\hbar \omega_p}{2 \pi k_B} \right) \left\{ \left( 1 + 1/4Q^2 \right)^{1/2} - 1/2Q \right\}.$$  

A tuning of $T_{cr}$ is a powerful in situ knob to prove MQT. This is commonly realized by applying a magnetic field $H$ which modifies $I_c$ and as a consequence the plasma frequency $\omega_p$, thus tuning $T_{cr}$. In Figure 10.5c the red curve with a reduced $T_{cr}$ shows variations induced by $H$ on $\sigma$.

A detailed experimental protocol has been established to prove the quantum behavior of the phase $\phi$ across a JJ and its crossover to the thermal regime [32, 38], used in most later experiments. The relevant parameters of the junction and the dissipation level have been determined in situ in the thermal regime from measurements of resonant activation in the presence of microwaves. Such method still represents the most powerful way to characterize the dissipation level in the underdamped regime. Complex impedance seen by the junction at microwave frequencies because of the bias circuitry, ultimately determines the overall dissipation measured in the experiments.

In moderately damped junctions [33] a transition from the TA to PD regime occurs at a crossover temperature $T^* > T_{cr}$. $T^*$ corresponds to a distinctive change in the sign of the temperature derivative of $\sigma$, with $d\sigma/dT > 0$ for $T < T^*$ and $d\sigma/dT < 0$ for $T > T^*$, see Figure 10.5f.

The extension of the basic RCSJ equation (10.7) to include current fluctuations, through a white noise driving force $\xi(t)$ (Langevin equation):

$$\ddot{\phi} + \frac{\dot{\phi}}{Q} + \frac{dU}{d\phi} = \xi(t) \quad (10.13)$$  

allows a quantitative treatment also of the PD regime. In this equation the time is normalized to $1/\omega_p$, the plasma frequency at zero bias current. The white noise driving force $\xi(t)$ is such that: $\langle \xi(t) \rangle = 0$; $\langle \xi(t), \xi(t') \rangle = \sqrt{\hbar k_B T/Q}E_J \delta(t - t')$. In a more general approach, the damping parameter $Q$ has a frequency dependence better responding to the need of including external shunting impedance [32]. A phase diagram can be built on the basis of $E_J$ and $Q$ through Monte Carlo simulations. It explains how the transition from the TA to PD regime is controlled by $I_c$ and by the shunting $C$ of the JJ, and how a direct crossover from PD to MQT can take place for moderately damped JJs [40–42]. The considerations above can be extended to a more complicated tilted washboard potential $U$, where effects related to the presence of a second harmonic in the $I_s(\phi)$ are taken into account. For large values of the second harmonic component the potential has the shape of a double well profile (for details see [42–44]). This is of more interest for instance for HTS [43] and ferromagnetic JJs [21, 44].

In nanoscale junctions cross sections and hence capacitance are small. As a consequence phase fluctuations are basically no longer regulated by the junction itself, but by the circuit in which it is embedded. Thus, Josephson phenomena in such junctions strongly depend on the environment. The effective capacitance can for instance incorporate some stray capacitive effect of the leads close to the junction. In other words, in a small unshunted current-biased junction connected to a resistive and capacitive (RC) impedance, the process of switching from a phase diffusion branch to a voltage branch is not dominated by thermal activation over the usual washboard
potential barrier (or quantum tunneling through this barrier) occurring in large area junctions. It is rather due to thermal activation above a more complex dissipation barrier for which an expression can be found in the large friction limit [45].

Phase diffusion phenomena may even appear in I-V curves [46–49] (see Figure 10.3d). Low \( I_c \) values lead to small \( E_J \) values, which turn out to be comparable with \( E_C \). When \( E_C \) is comparable to \( E_J \), it is necessary to go beyond the common approximation used up to now, and the Josephson junction is described by the more general Hamiltonian \( \mathcal{H} \) [48],

\[
\mathcal{H} = -4E_C \frac{d^2}{d\phi^2} - E_J \cos \phi
\]

The value of the ratio \( x = E_C/E_J \) is a measure of how strongly the charging energy acts in delocalizing the phase, and is related to the width \( \delta \phi \) of the phase wave function. An important consequence of phase delocalization is the existence at very low temperatures of a regime of phase diffusion in which the representative point moves steadily down the tilted-washboard potential in the above-mentioned diffusive motion, without escaping and jumping up to the gap voltage. Such a motion gives rise to a measurable finite slope in the superconducting branch [33, 46–49]. A frequency-dependent damping explains the coexistence of hysteresis and phase diffusion.

### 10.3 Why scale junctions to the ‘nanoscale’? From fabrication to general properties and main parameters

There are several motivations to scale junctions to the submicron and possibly to the nanoscale. In some cases new functionalities and phenomena can arise, for instance mesoscopic and low-dimensional effects.

In other cases this is motivated by the need of reaching well-defined values of the junction parameters. It might be the only way to avoid too large values of \( I_c \) or too small values of \( R_n \) to match the circuit environment [50]. Reducing the junction size changes the range of junction parameters. \( I_c \) decreases while \( R_n \) increases, but scaling ultimately depends on barrier uniformity. The total capacitance of the Josephson junctions depends not only on the junction area and barrier material, but also on the immediate surroundings of the junction, which adds parasitic capacitance. Especially in the case of extremely small junction areas this parasitic capacitance can dominate the total capacitance. Submicron dimensions are also the strategy to increase clock frequency and integration density for superconducting digital electronic circuits. So, e.g., at a current density \( J_c \) of 100 kA/cm\(^2\) the junction area has to be in the range of 0.1 \( \mu \text{m}^2 \) compared to 10 \( \mu \text{m}^2 \) at 1 kA/cm\(^2\). Scaling to submicron or smaller scales is also important for special applications in metrology, qubits or single charge tunneling devices. The first submicron S-I-S-type tunnel junctions were prepared by an aluminum shadow evaporation technique [50, 51]. Several modified processes were
developed in order to fabricate JJs with submicron tunneling areas, including HTS. The chemical-mechanical polishing (CMP) technique [50, 52] was an important contribution to solving the isolation problem and to strongly improving the quality of wiring connections by minimizing the step heights in circuits with a large number of layers. Keeping in mind that \( I_c L \approx \Phi_0 \) [53] and it is hard to fabricate a loop with a low inductance, \( I_c \) should not exceed a few tens to a few hundreds \( \mu \)A (at the same time the Josephson coupling energy, i.e., \( I_c \), should surpass the thermal noise energy). To fulfill this demand, junctions with submicron size are required. Submicron size lines and junctions may be of advantage in HTS components and circuits. To scale junctions to the submicron range for HTS JJs is particularly important to better isolate specific transport channels and mechanisms. The various transport modes are averaged out by impurities of variable size, by faceting and by local inhomogeneities. The scaling of junctions to the deep submicron is a great chance to improve yield, homogeneity and reproducibility of the junctions, and to have access to the intrinsic properties of HTS JJs with a series of potential advantages. A GB is inhomogeneous in several length scales and some disturbing defects may be avoided by using small dimensions.

In other cases junctions exist only at the nanoscale, when for instance the barrier is a nanowire or a flake of graphene or topological insulator.

10.3.1 Fabrication

Electron beam lithography is the key towards the realization of submicron and nanoscale junctions. It will drive choices for all technologies which cooperate to fabricate the devices, from lift-off to the materials used for the masks, and so on. Fabrication procedures for the realization of nano-SQUIDs, of single-electron transistors (SETs) and even of the more challenging Cooper pair box used for the realization of qubits [54–56] are well consolidated on some materials and for some processing. It is obvious that every nanoscale device is the magic result of a series of nanotechnological processes which will respond differently to the various materials and depend on the layout of the device, thus generating a proliferation of specific recipes.

Another type of tool is the Focussed Ion Beam (FIB). This is used to remove part of the material and takes advantage of the small size of the beam and of the possibility to orient the beam to pattern a large variety of bridges and junctions. It is used for instance for HTS intrinsic Josephson junctions (see Figure 10.1g and Chapter 12).

10.3.2 Hybrid coplanar structures: from 2d-gas to graphene and topological insulator barriers

When we use the term superconducting hybrid device, we traditionally mean a coplanar structure upon which a barrier with special functions, such as for instance
a semiconductor (Sm), was deposited and treated prior to the patterning of the superconducting banks. This junction configuration avoids the extremely challenging critical step of Sm deposition on the superconducting film, and better exploits the capability of growing multilayered Sm heterostructures with high control of the doping level of each single layer. Among the semiconductors, In$_x$Ga$_{1-x}$As and especially InAs are the most used because they favor more transparent rather than Schottky barriers [57]. In S-Sm-S systems, interface effects and boundary conditions will eventually tune the superconducting proximity effect and the capability of transferring coherence from the electrodes to the barrier [2]. The induced coherence length in the semiconducting barrier $\xi_{\text{Sm}}$ depends on the carrier density through the diffusion constant and can be tuned, for instance, through a gate voltage for a high transmittance S-Sm interface [2, 57, 58]. These barriers are commonly schematized as two-dimensional electron gas (2DEG) systems and can be tuned through the gate from the weak localization to the strongly localized regime. The values of $I_c$ and $R_n$ can be adjusted in a wide range which covers about three orders of magnitude by applying 20 V [58]. The gate voltage strongly modifies I-V curves and the amplitude of the hysteresis. One of the ultimate targets for this type of device with an Sm barrier has always been the challenging realization of a superconducting Josephson field-effect transistor (Jo-FET) [59].

Of recent conception are all layouts employing flakes of graphene and topological insulators (TI) [60–66] (see Figure 10.1d), and nanotubes [67, 68] and nanowires (InAs, Ge, …) [70–73] (see Figure 10.1e) as barriers. The ability to handle flakes and nanowires combined with the possibility of nanopatterning has paved the way to the realization of these new families of hybrid Josephson junctions. Epitaxial HgTe layers for instance may readily be turned into a topological insulator by inducing strain in the material [64]. In contrast to Bi compounds, such materials exhibit no bulk conductance. These junctions do not have any immediate impact on applications in superconducting electronics, but are of relevance because they allow us to explore new types of interfaces with possibly unique properties and potentials. The use of these junctions as potential ‘sources and sensors’ of Majorana fermions (MF) and topological states of matter [26–29] is the most fashionable and recent example. If one thinks of the first generation of point contact junctions [2] or of HTS junctions using a single crystal as a counter-electrode [13], one has the idea of how pioneering structures can be very important to promote further developments in specific directions.

In the standard configuration a nanowire (NW) or a flake is placed on a substrate. The sample is then suitably patterned to define through e-beam lithography the regions where superconducting electrodes will be deposited. The surface of the NW or of the flake is gently polished through ion milling or a more drastic chemical etching, a key step for an acceptable barrier transparency. Superconducting contacts according to current technical limits are typically not closer than 60–100 nm for nanowires and for flakes depending on the specific material, its actual microstructure and granularity, and technological handling. Different layouts and materials have been used and some of them are collected in Table 10.1. The table is instructive because it gives a
survey on the employed materials, and of the typical values of $I_c$ and $I_c R_n$. The range of parameters of the junctions are quite enlarged in hybrid junctions because of Sm. Carrier density can change by orders of magnitude, mesoscopic effects become ubiquitous, Thouless energy and new relevant disorder scales for quantum transport become active terms of comparison (see the references of Table 10.1). $I_c$ values for NW-based junctions never exceed a few μA, and typically range from tens to hundreds of nA. The radius of the NWs “typically ranges” from 50 to 100 nm, while a typical length is about 1 μm. It is not straightforward to estimate $J_c$ because of possible nonuniform distribution of the current at the cross section. This can be even more significant in two-dimensional barriers, which are typically a few microns wide. Here edge current effects and preferential current paths may play a quite relevant role, because of the intrinsic nature of the material in a confined geometry.

In NW-based JJs modulation of $I_c$ is not commonly observed as a function of the magnetic field $H$, because the small cross section of the NW would require too high values of $H$ to enclose a flux quantum, thus destroying superconductivity in the LTS electrodes (typically Al). Theoretical $I_c(H)$ have been calculated as a function of the size of the barrier as shown for instance in Figure 10.2 [12]. Fraunhofer patterns have been measured in graphene- and TI-flake barriers (see for instance [61, 63, 65]). Here deviations may be due to anomalous current distribution along the barrier, screening currents in the banks confining flux, and possible generation of vortex entities [69]. Shapiro steps have been observed with expected power dependence [70]. The transport parameters of the NW- and flake-barriers combined with the magnitude of $I_c$ and with the dependence of $I_c$ on the electrode distance (barrier length $L$), suggest for most cases diffusive transport.

Electrodynamics of these junctions is poorly understood because of difficulties in modeling effective capacitance and dissipation of the junctions. Here heating effects may have more dramatic effects because of the lower dimensionality of the system. Hysteresis in I-V curves is controlled by heating nonequilibrium modes rather than a consequence of the capacitance associated with the dielectric nature of the barrier [74, 75]. This can be reasonably inferred from the lack of general consistency of the set of electrodynamical parameters describing the junction [75]. $I_c$ can be relatively low, but $J_c$ can be high.

An alternative design to those described above, has been proposed and realized for HTS [76] and also tested on Al [73, 77]. It can in principle be extended to all materials whose deposition conditions of multilayer structures are delicate. The InAs NW is suspended over the superconducting banks, over a trench, typically a few micron wide and about 100–200 nm long, and is finally electrically connected to the electrodes. The proposed layout circumvents the compatibility problems stemming from the peculiar growth condition requirements of HTS and its coupling with device-quality semiconductors. In fact, the integration of Sm and HTS components takes place at room temperature after suitable surface treatments assembling prebuilt blocks. The ability to connect HTS banks with InAs NWs implies that several technological issues have
Table 10.1: Properties of different types of nanoscale hybrid Josephson junctions. Some more complete sets of data on junctions with barriers of NWs (Ti) can be found in [77, Table 1] ([65]), respectively. In most cases Al stands for a bilayer Ti/Al where Ti guarantees a better electrical contact. Data from [78] are taken at $V_{\text{gate}} = 35 \text{ V}$.

<table>
<thead>
<tr>
<th>Type of junction</th>
<th>$L$ (nm)</th>
<th>$I_c$ (nA)(at T, mK)</th>
<th>$I_c R_n$ (μV)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb/InAs(NW)/Nb</td>
<td>$\approx 140$</td>
<td>110 (400)</td>
<td>50</td>
<td>[79]</td>
</tr>
<tr>
<td>Nb/InN(NW)/Nb</td>
<td>$\approx 100$</td>
<td>5000 (800)</td>
<td>450</td>
<td>[72]</td>
</tr>
<tr>
<td>Al/InAs(NW)/Al</td>
<td>from 100 to 450</td>
<td>135 (40)</td>
<td>2–60</td>
<td>[70]</td>
</tr>
<tr>
<td>Al/InAs(NW)/Al</td>
<td>140</td>
<td>60 (300)</td>
<td>11</td>
<td>[77]</td>
</tr>
<tr>
<td>Al/GeSi/Al</td>
<td>$= 100$</td>
<td>120 (60)</td>
<td>200</td>
<td>[71]</td>
</tr>
<tr>
<td>Al/Graphene/Al</td>
<td>$= 400$</td>
<td>35 (30)</td>
<td>120</td>
<td>[60]</td>
</tr>
<tr>
<td>Al/Graphene/Al</td>
<td>$= 400$</td>
<td>500 (60)</td>
<td>50</td>
<td>[61]</td>
</tr>
<tr>
<td>MoRe/Graphene/MoRe</td>
<td>$= 1500$</td>
<td>120 (50)</td>
<td>50</td>
<td>[78]</td>
</tr>
<tr>
<td>Al/Carbon NT/Al</td>
<td>$= 470$</td>
<td>3 (30)</td>
<td>20</td>
<td>[67]</td>
</tr>
<tr>
<td>Al/Carbon NT/Al</td>
<td>$= 200$</td>
<td>0.06 (35)</td>
<td></td>
<td>[68]</td>
</tr>
<tr>
<td>Nb/Bi$_2$Te$_3$/Nb</td>
<td>$= 50$ ($W = 500 \text{ nm}$)</td>
<td>25 000 (260)</td>
<td>50 (shunted)</td>
<td>[63]</td>
</tr>
<tr>
<td>Al/Bi$_2$Se$_3$/Al</td>
<td>$= 300$–400</td>
<td>228–1670 (300)</td>
<td>10 (shunted)</td>
<td>[65]</td>
</tr>
<tr>
<td>Nb/HgTe/Nb</td>
<td>$= 200$</td>
<td>3800 (25)</td>
<td>200</td>
<td>[80]</td>
</tr>
</tbody>
</table>

been solved and is the basis for further advances [77]. In particular a) trenches of minimum size of the order of 100–150 nm can be successfully created in a very reproducible way without a severe degradation of the properties of YBCO, which is always protected by a thin Au layer in all fabrication steps (the contact between HTS and InAs always needs a thin ‘inert’ layer of Au of thickness of the order of 10–20 nm to reduce interface contamination); b) an InAs NW can be in situ polished through passivation etching without severe damage to the superconducting YBCO thin film, c) submicrometer rectangular areas can be patterned on InAs NWs suspended on YBCO banks, thus defining the areas for contacts [77]. Further progress on NW positioning is expected in the coming years.

### 10.3.3 Submicron HTS Josephson junctions, energy scales and mesoscopic effects

Looking at the large amount of data available in the literature, the apparent contrast of several results, or the fact that some predicted phenomena derived from well-established effects have not yet been clearly detected or only intermittently (such as the second harmonic component, time-reversal symmetry breaking, all derived from d-wave order parameter symmetry [6]), the only reasonable explanation is to assume that several different tunneling and diffusive processes are active in the transport, but only the morphology of the barrier and of the GB will discriminate the role of each transport mechanism. The microstructure acts as a filter determining additional...
constraints on the various transport modes, and nanostructures may help to isolate the various contributions.

The first studies on bicrystal submicron JJs gave encouraging results such as the reduction of decoherence, the presence of the second harmonic component or of Andreev-bound states [6]. As already mentioned above recently submicron biepitaxial junctions have been realized down to about a few hundreds nm by using both e-beam lithography and C and Ti masking [81]. Yield and reproducibility have been improved at this width scale, junctions exhibit a more uniform barrier and d-wave-induced effects are even more controlled [81]. The low dissipation of the junctions and a much reduced number of facets have also emerged as characteristic features. These achievements pave the way to the ultimate target, i.e., a reproducible, single-facet junction a few hundreds nanometers wide. This classical controllable top-down approach is accompanied by some types of bottom-up technique [82]. The complex growth process may determine self-assembled nanochannels of variable dimensions, ranging typically from 20 to 200 nm. These nanocontacts can be considered self-protected as far as they are enclosed in macroscopic impurities. Even if this very last technique is not ideal on the long range for applications, since it needs an additional critical step to locate the nanobridges and etch the HTS thin film, it can be really helpful to understand the ultimate limit of junction performances and to understand the transport mechanisms. These channels may be the origin of mesoscopic effects with a characteristic Thouless energy of the order of 1 meV [83]. The idea to use the self-protected GB growing in between impurities has been pursued in [82] by using standard e-beam techniques combined with FIB. By using the competition between the superconducting YBCO and the insulating Y$_2$BaCuO$_5$ phases during film growth, nanometer-sized GB junctions of the order of 100 nm were formed in the insulating Y$_2$BaCuO$_5$ matrix. FIB has also been used to produce nano-SQUIDs employing bicrystal junctions of widths down to 80 nm [84]. One of the next steps to be understood is whether the scale of 100 nm (coming out from the different experiments discussed above) is representative of the intrinsic nature of HTS or not. A matrix of filaments of smaller size, related to the nature of HTS rather than to the macroscopic artifacts formed during the build-up of the GB, could result for instance from intrinsic stripes or from regions where strong correlations are not uniformly distributed along the GB.

Biepitaxial submicron junctions have shown improved uniformity [49, 81]. Most submicron junctions apparently fall in the moderately damped regime without any excess current. It has been found $\Delta_{sw} \approx I_c R_n$ up to about 4 mV [81], with $I_c$ less than a few μA. $I_c$ can be reproducibly controlled down to a few nA with a minimum $E_j$ comparable with the estimated $E_c$ [49]. Evidence for frequency-dependent damping of these devices has been given.

This work follows the observation of MQT for biepitaxial junctions with a lobe of the order parameter facing a node, thus in the presence of low-energy quasiparticles [43], and studies of the phase dynamics in the moderately damped regime [41, 75, 85]. MQT, TA and PD, see Subsection 10.2.2.1, along with the transitions from one
10.4 Charging effects in ultrasmall junctions

10.4.1 Introduction to single-electron tunneling and parity effect

The Single-Electron Transistor (SET) consists of a normal conducting or superconducting island connected to two electrodes (source and drain) through two tunnel junctions (see Figure 10.6). A gate electrode is capacitively coupled to the island. If the island and the electrodes are made of a normal metal the total charge is well quantized when the resistances $R_{j1}$, $R_{j2}$ of the tunnel junctions are much larger than the quan-
tum resistance, $R_Q = h/4e^2 \approx 6.5\, \text{k}\Omega$, and the charging energy, $E_c = e^2/2C_\Sigma \gg k_B T$, with $k_B T$ defining the thermal energy. Here $e$ is the electron charge and $C_\Sigma$ is the total capacitance of the island defined as the sum of the junction capacitances ($C_{j1}$ and $C_{j2}$) and gate capacitance ($C_g$) (see Figure 10.6). If these conditions are realized electrons tunnel one by one on the island and a gate voltage can vary the charge on it.

The electrostatic energy stored in the capacitances of the junctions and in the gate capacitance is given by the simple expression $U(n) = E_c(n - n_g)^2$ with $n_g = C_g V_g/e$ the normalized induced charge, and $V_g$ is the applied potential to the gate electrode. At small source-drain voltages ($V_{sd} \ll E_c/e$) a source-drain current flows only when two neighboring parabolas cross at half-integer induced gate charge values (see red dots in Figure 10.7[a]). At all other gate values charge transport is forbidden since the energy needed to tunnel on or off the island is larger than the supplied bias voltage. As a consequence the current through source and drain $I_{sd}$ in a normal island SET is $e$-periodic as a function of the gate voltage (see Figure 10.7a, b).

In a mesoscopic island made of a conventional superconductor, instead, the free energy required to add one electron to an island with an even number of excess electrons is enhanced with respect to the odd case because of the presence of a condensate of Cooper pairs and of an energy gap in the excitation spectrum. At very low temperatures the even-odd free-energy difference of the island with an isotropic gap $\Delta$ can be written as

$$F(T) = \Delta - k_B T \ln (N_{\text{eff}}(T)),$$

(10.15)

where $N_{\text{eff}}$ represents the number of quasiparticle states within the thermal energy $k_B T$ above the gap in the island volume. The resulting energy bands for a SET with a superconducting island including also the even-odd free energy difference is shown in Figure 10.7(c). Here all the odd parabolas are shifted by $F$ in energy with respect to the even parabolas. Therefore, a finite $F$ results in a $2e$ periodic modulation (parity effect) of $I_{sd}$ as a function of the gate-induced charge (Figure 10.7d). One can determine $F$ from the measured $I_{sd}$ as a function of the normalized gate charge [87].

For a conventional superconductor, $F$ decreases with increasing temperature of the island [89] or by independently decreasing the energy gap $\Delta$, for example, by applying an external magnetic field [90] (see Equation 10.15)).

---

**Fig. 10.6:** Circuit diagram of a single-electron transistor. The crosses represent the Josephson tunnel junctions characterized by a junction capacitance $C_j$ and resistance $R_j$. The source-drain current $I_{sd}$ through the single-electron transistor is a function of the source-drain voltage $V_{sd}$ and gate voltage $V_g$, which is applied through the gate capacitor $C_g$. 

*Fig. 10.6: Circuit diagram of a single-electron transistor.*
A SET is therefore a very powerful tool that allows one to directly measure two characteristic energies in a mesoscopic island: 1) the thermodynamically defined free energy difference $F$ between even and odd number of electrons on the island, by the detection of the parity effect (bulk property of the island), 2) the island superconducting gap, by the current voltage characteristics of the transistor as a function of the gate voltage (surface property of the island). While the detection of a gapped surface density of states is straightforward, i.e., by measuring the current voltage characteristic [87], the observation of a gapped bulk density of states through the measurement of $F$ is an extremely challenging task. This is even the case for low critical temperature superconductors (LTSs).

From extensive studies of the parity effect in LTS SETs the mechanisms preventing the observation of an even-odd free energy difference in a fully gapped superconducting island may be classified as follows:
1. overheating of the SET island;
2. quasiparticle poisoning, i.e., nonequilibrium quasiparticles whose origin is still under debate;
3. very long quasiparticle relaxation times;
4. charge noise (which is limiting the energy resolution of the transistor).

Overall the observation of an island free energy difference $F$ is an extremely difficult task because it involves material-related aspects and specifics of the measurement set up (such as high-frequency filtering of the measurement lines). Moreover, the presence of any quasiparticle state at the Fermi energy of the island would prevent the observation of the parity effect. It is therefore not surprising that it has been previously observed only in Al nanoislands [89] and never, for example, in Nb. Indeed comparative studies of Al and Nb SETs suggested that the elusiveness of parity effects is related to the material properties, in particular the formation of a surface oxide layer under ambient conditions [91, 92]. While Al tends to form a few nanometer-thick insulating oxide layer, niobium is prone to oxidize forming metallic NbOx compounds. This process then leads to localized metallic states in the island, which prevents parity control.

The measurement of an odd-even free energy for unconventional superconductors and/or more complex metal superconductors used for hybrid devices can have groundbreaking implications because of the thermodynamical nature of the single-electron tunneling phenomenon probing the lowest energy state of the island. Very recently the parity effect has been observed in more complex superconductors like an NbTiN island coupled to Al electrodes [93]. The NbTiN compound forms transparent contacts with spin-orbit coupled semiconductor nanowires [27], and has become a preferred superconductor to investigate topological superconductivity and Majorana bound states. The observation of long lifetimes for the parity effect in such a superconductor, exceeding the order of magnitude of the required gate time for the manipulation and braiding of Majorana fermions [94] has strong implications for topological quantum computing.

### 10.4.2 Unconventional parity effect in $d_{x^2−y^2}$ superconductors

A few years ago the parity effect was also observed in YBCO $d_{x^2−y^2}$ superconductors. This was quite unexpected, since in cuprate superconductors the presence of nodes, together with effects due to disorder and scattering, results in a finite quasiparticle density of states even at zero energy [95]. Therefore there should be no gain in energy by the recombination of unpaired electrons as instead happens for conventional superconductors. Instead it came rather as a surprise the observation of a parity effect in a (103) YBCO island separated by the (001) YBCO oriented electrodes by grain boundary junctions (see Figure 10.8).

The explanation of this experimental result requires a fully gapped superconductivity which can be achieved, in cuprate superconductors, by considering an additional imaginary subdominant order parameter of the type $i s$, or $i d_{xy}$, which allows one to recover a full gap and therefore a parity-dependent free energy. Surprisingly,
Fig. 10.8: (a) AFM image of a YBCO SET. (b) Source-drain current as a function of the normalized induced charge at zero applied magnetic field. (c) Source-drain current as a function of the normalized induced charge of an externally applied field of 2 T. The 2e periodicity clearly demonstrates the occurrence of a fully developed superconducting gap. For comparison see Figure 10.7d.

the parity effect increases with magnetic field rather than being reduced as for conventional superconductors (from Equation (10.15) a reduction of $\Delta$ due to a magnetic field would reduce the value of $F$). This unconventional parity effect is a peculiar feature of a YBCO island and certainly needs more study to be properly understood. It may be possibly related to an imaginary order parameter, which lowers the energy of the ground state of the system, predicted to appear in the presence of a local charge density wave order (CDW) [96]. CDW has been demonstrated in all cuprate families both hole [97] and electron [98] doped. This local order is enhanced in underdoped HTS systems, like the (103) island forming the SET, and in the presence of a magnetic field. It is therefore possible that the associated imaginary superconducting order parameter also increases with an applied magnetic field $B$ giving higher values of $F$ in the field. This experiment gives an account of how a SET transistor can be considered a very powerful spectroscopic tool at the nanoscale allowing us to obtain an energy resolution orders of magnitude better than any other technique [87]. It has been fundamental to detect the appearance of a full superconductive gap in an underdoped YBCO island and may be instrumental in studying evolution in a magnetic field of the superconducting ground state in YBCO nanodots with different dopings and size. These studies could be instrumental to obtaining clear answers about the hierarchy of different competing/cooperating local orders in HTS cuprates, possibly helping us to uncover the microscopic origin of HTS.
10.5 Conclusions

We have revisited some key concepts and some of the most recent advances in the physics of Josephson junctions. Progress in material science and nanotechnology has allowed us to enlarge the ‘parameter space’ of the Josephson junctions to unprecedented values and control. The continuous progress in well-established LTS JJs consolidates expectations for a series of applications, while unconventional junctions keep opening up novel interesting problems.
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