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ABSTRACT

A digital transformation is taking place, where information is available about almost anything, changing how work is performed and anticipated. More digitized information enabled by the digital technologies is supporting businesses to measure more about their processes and thereby also to know more. The same transformation is taking place in the manufacturing domain, which is referred to as the fourth industrial revolution. There are numerous national initiatives to approach the fourth industrial revolution and the aim is to make the manufacturing industry more digitalized and increase competitiveness. Digitalization is making more information about processes available, but it is first when data is informing decisions in an organization it will add value.

Along with all the benefits and potential values of the digital transformation, much of the attention has been on the technologies and systems that can enable the digitalization. Less focus has been spent on how the technologies and systems should be put into practice in the organizations to fulfill the needs of the manufacturing domain. New knowledge about digital technologies in combination with already existing expertise about manufacturing processes is needed. The aim of the thesis is to identify the value of data for decision-making. The approach outlined in this thesis will identify the values gained from the raw data itself and from the further processed data to provide decision support. The distinction between these two forms of data, raw data and further processed data, is important because it is believed that these can provide different values and that they involve different challenges for the organization.

5G telecommunication and 3D laser scanning serve as digital technologies in this thesis to enable more data in digital form on a production system. 5G was used for connecting a machine enabling the collection of data about critical machine components. 3D laser scanning was used to collect the spatial data in a factory environment. The results show that more data available about the connected machine provide values to the organization to know the status of the machine, be able to compare the designed system against the behavior in the real-world setting, a better understanding of the process and to learn from data. Spatial data provide values by being able to represent the production system as-is in a very accurate and photorealistic way. The values identified from having more data available for the decision support were in the daily operations to know the condition of the machine, for the manufacturing organization to plan proactive actions, and for the production engineer to understand the behavior of the designed system in the real-world context. The spatial data could both support when making changes to the physical setup and when planning the design of the factory environment in an offline mode.

The initial studies presented in this thesis supported to build the understanding of the current practice of data as decision support in the production organization. The understanding that data should support decision-making was high, but the data availability in the current state was scarce or of poor quality. This strengthens the aim of the thesis, to provide results that can show the value of data for decision-making. “To measure more is to know more” (McAffee and Brynjolfsson, 2012) is a statement serving as a cornerstone throughout this thesis and has also been justified by the results presented to answer research question 1 and 2. Data enabled by digital technologies can support multiple roles in the manufacturing organization throughout the different phases of the production system, for example in daily operations and maintenance.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>Three dimensions</td>
</tr>
<tr>
<td>5GEM</td>
<td>5G Enabled Manufacturing</td>
</tr>
<tr>
<td>CPS</td>
<td>Cyber-Physical Systems</td>
</tr>
<tr>
<td>CPPS</td>
<td>Cyber-Physical Production Systems</td>
</tr>
<tr>
<td>CSI-lab</td>
<td>Chalmers Smart Industry Laboratory</td>
</tr>
<tr>
<td>DES</td>
<td>Discrete Event Simulation</td>
</tr>
<tr>
<td>ERP</td>
<td>Enterprise Resource Planning</td>
</tr>
<tr>
<td>HMI</td>
<td>Human Machine Interface</td>
</tr>
<tr>
<td>IVSM</td>
<td>Improved Value Stream Mapping</td>
</tr>
<tr>
<td>IIoT</td>
<td>Industrial Internet of Things</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technologies</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Light Detection and Ranging</td>
</tr>
<tr>
<td>MOST</td>
<td>Mobile Operator Support System</td>
</tr>
<tr>
<td>MQTT</td>
<td>Message Queuing Telemetry Transport</td>
</tr>
<tr>
<td>noSQL</td>
<td>not only Structured Query Language</td>
</tr>
<tr>
<td>OPC UA</td>
<td>Open Platform Communications Unified Architecture</td>
</tr>
<tr>
<td>PLC</td>
<td>Programmable Logical Control</td>
</tr>
<tr>
<td>RCA</td>
<td>Root Cause Analysis</td>
</tr>
<tr>
<td>RPI</td>
<td>Raspberry Pi</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>VNM</td>
<td>Value Network Mapping</td>
</tr>
<tr>
<td>VSM</td>
<td>Value Stream Mapping</td>
</tr>
</tbody>
</table>
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INTRODUCTION

The introduction will initially give a background to the research area followed by stating the research gap and problem formulation for this thesis. The vision and aim for the research will be introduced leading into the defining the research questions. Further on will stakeholders to this thesis be stated, the delimitations clarified, and the structure of the remaining of the thesis explained.

1.1 BACKGROUND

The digital transformation taking place is changing how work is performed and anticipated in almost every industry (“5G systems”, 2017). Everything which can gain value from having a network connection is expected to have one in the future (“More than 50 billion devices”, 2011). The almost daily advances in technology and techniques that mean that more details of companies’ operations can be managed (Davenport, 2006). More digitized business activities will entail new sources of information and, aided by ever-cheaper equipment, will bring society into a new era. This new era will comprise a large amount of digital information available on various topics of interest for the business. With more digitized information and sources, more can be measured about processes and more about the business can therefore also be known (McAfee and Brynjolfsson, 2012). However, not only is more information available than ever before, but information is also growing at a faster pace than has ever been experienced and the change in quantitative measures is becoming a qualitative change (Mayer-Schönberger and Cukier, 2013). The drivers for businesses to connect their devices will be a customer-service enhancement and the potential of a more cost-efficient and productive organization, as well as the ability to control and manage assets (“More Than 50 Billion Connected Devices”, 2011, Ericsson White Paper). In traditional sense, possessing knowledge meant that the past could be understood. Now, however, with all of the data available on almost anything, possessing knowledge is more about being able to predict the future (Mayer-Schönberger and Cukier, 2013).

Digitalization is bringing profound changes to businesses, in every industry, regarding how operations and work can be performed. The manufacturing domain is no exception and the fourth industrial revolution, or alternatively the second machine age (Brynjolfsson and McAfee, 2014), has been coined as an expression to describe this. The national initiatives to address this topic are many,
such as Industrie 4.0 in Germany, the Industrial Internet of Things and Smart Manufacturing in USA (Kang et al., 2016). The aim is to address the changes required in order to make the manufacturing industry more digitalized, and hence more competitive. All of these initiatives will combine digital connectivity, advanced analytics, artificial intelligence, and new cyber-physical systems for the realization of the physical goods as the output of the factory (Behrendt et al., 2017). Installed sensors in the manufacturing processes will provide a constant stream of data (Bughin et al., 2015). Communication between humans, machines, parts, and products will become close to real-time and data will be stored in the cloud, increasing the availability and accuracy of it. Both expected and unexpected changes in the organization will be handled as a result of more flexibility in the organization (Rüßmann et al., 2015). As the enabled data can inform decisions in the organization, this is when real value and competitive advantages can be gained by the organizations that implement and integrate the new technologies (Bughin et al., 2015).

1.2 RESEARCH GAP AND PROBLEM FORMULATION

The amount of internal and external data available today in organizations has increased as a result of digitalization. The urge in the organization to make something useful of the data has therefore also become more important (Gillon et al. 2012) and organizations are starting to view data as an asset (Khatri and Brown, 2010). So far much of the attention has been on the technologies and systems that enable digitalization and less on how these should be used in practice in the organizations (Gillon et al., 2012). Applying the big data concept has potential benefits in the decision-making process but it will not guide the decision itself (Poleto et al., 2015) and it can only be leveraged when it starts to drive decision-making (Gandomi and Haider, 2015). Data itself does not necessarily create value for the organization, but rather the more informed decision that can be made with more data to support it (Chatfield et al. 2015; Li et al. 2014). As an organization is transforming to a more data-driven state, it becomes more important to have high-quality data available that can be trusted by the organization and that describes the reality of what is attempted to be described by data (Brous et al., 2017). To transform to this state, which includes the design and building of the data value chain, requires new knowledge about digital technologies in combination with the already existing expertise about the manufacturing processes. There is a need to show how data provides value to the organization as decision support.

1.3 VISION FOR THE RESEARCH

The vision for the research is to show to the manufacturing field the applicability of the digital technologies that can digitalize data describing the production system and how benefits can be gained by supporting decisions with data. The future manufacturing company will need to be driven by fact-based decision support based on data instead of relying solely on intuition and experience. In order to achieve this vision, the research will provide studies that can prove the capability of digital technologies to provide more data and evaluate how making more data available brings values to the manufacturing organizations.

1.4 AIM OF THE LICENTIATE THESIS

The aim of the thesis is to identify the value of data for decision-making. The approach outlined in this thesis will identify the values gained from the raw data itself and from when this data has been further processed to provide decision support. The distinction between these two forms of data, raw data and further processed data, is important because it is believed that these can provide different values and that they involve different challenges for the organization.

1.5 RESEARCH QUESTIONS

This work relies on the precondition that data in a digital form that describes the reality of the production system has been scarce until the present day, which has hampered organizations in making informed decisions based on data. To state the current practice for data, the thesis will exemplify the availability
of data about the production system, challenges of data acquisition and the understanding by manufacturing personnel of the future use of data. To explore the values that can be provided by having more data available for decision-making, the current situation and the future situation, with more production data, will be explained for each study.

Digital technologies are used to capture and digitalize data from the workshop. Data describing the reality can be quantifiable facts about an event that has occurred, or spatial data describing the geometry of the workshop. Data can also effortlessly be copied, combined with other data, and can be used by multiple persons at the same time (Skoogh et al., 2012; Manyika et al., 2011). More exact data becoming more readily available should give insight to the organization for decision support. Organizations should be able to rely less on intuition and more on data. Figure 1 illustrates the process with data as the core.

Digital technologies are used to capture and digitalize data from the workshop. Data describing the reality can be quantifiable facts about an event that has occurred, or spatial data describing the geometry of the workshop. Data can also effortlessly be copied, combined with other data, and can be used by multiple persons at the same time (Skoogh et al., 2012; Manyika et al., 2011). More exact data becoming more readily available should give insight to the organization for decision support. Organizations should be able to rely less on intuition and more on data. Figure 1 illustrates the process with data as the core.

This thesis will focus on digital technologies that are able to provide an abundance of data to make information about the reality of the production system available and to support decision-making. The two research questions that will be addressed in this thesis cover firstly the data made available by digital technologies to describe the reality, and secondly the transformation of data to provide decision support that will guide the human when making decisions. As Figure 1 illustrates, both RQ1 and RQ2 focus on the move from one state to the next. Since it is believed that the organization can gain value from both steps of the data process, this will be explored in each respective research question.

RQ 1) What is the value of collecting data from a production system using digital technologies?

RQ 2) What is the value of decision support based on an increasing amount of digital data from a production system?

1.6 STAKEHOLDERS

As was explained in the background section, the digital transformation is impacting on multiple instances in society and has the potential to change how things are done. This holds true both within the industrial domain and in other areas. The thesis will present recent literature references from both the research community of manufacturing and from areas where the advancements in technology and application of big data are discussed. This is done to advance the manufacturing research, so the main approach of the thesis is the research community within manufacturing.

Another stakeholder group that this thesis is intended for are the practitioners in the manufacturing sector. The intended purpose is to show and identify values that can be gained for the production organizations as they start using more data as decision support. The real-world cases presented in the thesis and in the appended papers serve to present results gained from the research that can support the applicability and value of having more data available. The cases studied also support the understanding of how digital technologies can be used for making more data available.

1.7 DELIMITATIONS

The frame of reference will spend a whole section on the topic of big data, and this will also be a recurring topic throughout the chapter. One reason why this is given a lot of attention is the vast literature that now exists on the topic in comparison to traditional data analytics. Although the big data and
technologies explained in the frame of reference build the cornerstones of this thesis, it should be stated this is not a delimitation. Small data or any type of data that can provide more informed decisions are of relevance. It should also be stressed that the focus is not to explain how data analytics are performed in detail, and machine- and deep-learning algorithms are excluded from the content.

This thesis aims to provide results that can strengthen the idea that a more informed decision can support human decision-making in the production system. The intended recipient will be a human who has an interaction with the production system and needs the information for making a required action or change to the system. There will, therefore, be no results describing how more data can support the automated decision-making of machines. The thesis will also stop at the instance where data has become decision support since decision-making is a massive research area by itself and has been researched by numerous researchers before. The feedback loop to reality, when a change has been introduced to the production system to understand its impact, will also be excluded from the scope of the thesis for the same reason.

1.8 STRUCTURE OF THE THESIS

The structure of the thesis is to first present the theoretical framework that the thesis relies upon. This is presented in Chapter 2. The chapter covers the areas that are included in Figure 1, namely the reality, i.e., the production system, the data that is enabled and what the data sources in a production system are, the information that constitutes the decision support, and also the digital technologies that are the enablers in this thesis. Chapter 3 thoroughly explains the research approach that has been applied in the thesis and the individual studies in order to answer the research questions asked by this thesis. Chapter 4 explains the results from the studies that have been performed, divided into the different areas that have been studied. Chapter 5 answers the research question and in Chapter 6 the theory and results are combined in the discussion. Chapter 7 ends the thesis with the conclusions.
Frame of reference is presenting related work and references in the field that the thesis relies on. To motivate the importance of making use of data, the first section will present related work in the area of data-driven decision-making. Further on will the terminology be presented to give a background and understanding of what can expected form the remaining of the chapter. According to Figure 2, moving from left to right, will the chapter present the reality that in this thesis is a production system. Data and information will be presented including the concept of Big Data and data sources in a production system. Thereafter will the digital technologies be explained going through the different areas that are in the lower level of Figure 2. Lastly, decision support will be defined.

2.1 DATA-DRIVEN DECISION-MAKING – RELATED WORK

“You can’t manage what you don’t measure” begins the well-cited paper *Big data: the management revolution* (McAfee and Brynjolfsson, 2012), where the authors let the meaning state the potential of the big data era for decision-making. “To measure is to know” is another saying to underline the same idea, that a phenomenon that can be measured can be understood (Mayer-Schönberger and Cukier, 2013). Previously data has been costly or difficult to extract, which has motivated basing decision-making on the intuition of people, meaning that they state their opinions about the future and act according to this intuition. Current possibilities for making use of data call for a new way to make decisions. The two MIT scholars McAfee and Brynjolfsson, authors of the paper *Big data: the management revolution*, describe the idea in brief as “data-driven decisions are better decisions – it’s as simple as that.” As data becomes available to managers, they can make decisions based on the evidence of what is happening in reality rather than on some peoples’ experience and intuition. The paper takes a positive stance towards the benefits that more data can have for organizations in decision-making. The paper has been well cited within the research community and provides real-world cases that can strengthen this idea. It relies, however, on the precondition that technology development has provided us with more information available in digital format.

*The World’s Technological Capacity to Store, Communicate, and Compute Information*, written by Hilbert and López (2011) published in Science magazine, has made an estimation of the technological
capacity to store, communicate, and compute information in the world. This has been done by tracking these abilities for 60 analog and digital technologies over the time period spanning 1986 to 2007. In this context, storage is defined as the maintenance of information, communication as the amount of information that can be sent and received over a considerable distance, and computation as the meaningful transformation of information. During this period for the study, the capacity of the general-purpose computer was growing at an annual rate of 58%, which implied that in 2007 it was possible to store 2.9 × 1020 optimally compressed bytes, communicate almost 2 × 1021 bytes, and carry out 6.4 × 1018 instructions per second on general-purpose computers. At the same time, the annual growth rate for the capacity of bi-directional telecommunication was 28% and the globally stored information was increased by 28% per year.

McAfee and Brynjolfsson (2012) have a very positive stance towards the “data-driven decision-making” phenomena and Hilbert and López (2011) states the technological development increasing the world’s capacity to handle more digital information. The paper Big data: a fashionable topic with(out) sustainable relevance for research and practice? (Buhl et al., 2013) takes a more neutral stance in discussing what the potential benefits of big data are or if this is only a new buzzword for businesses. The term big data is a well-recognized term nowadays, both within academia and among practitioners, and of the publications dealing with the big data concept in 2012, 70% were published in the last two years (Pospiech and Felden, 2012). There is excitement about what big data can bring to a diverse set of areas, such as within science, governments, and industries. Despite the expressed excitement within all of these fields, a question raised by the authors is whether big data really is bringing something new or is just a new word for something data analytics have been doing for decades already? What has been seen from the analyses performed with big data is that it brings new challenges regarding volume, velocity, variety, and veracity of data that have not yet been solved. The authors also refer to both previously mentioned papers (McAfee and Brynjolfsson, 2012; Hilbert and López, 2011) to emphasize the potential of the big data concept. So instead of being viewed as a threat, the authors conclude that the big data concept should be handled as an opportunity for both academic and practitioners in further development.

2.2 TERMINOLOGY TO BE USED

Figure 1, presented in the introduction, contains the core of the thesis with the reality, data, and decision support. The reality in this context is defined as the production system, data as the digital representation of the production system that can describe its behavior and condition, and decision support is what should be based on the more digital data made available. To guide the content that will be presented in this chapter, Figure 2 is presented and explained. This figure visualizes the reality, data, and decision support and also the activities that take place in-between the three stages necessary for the realization.

The different steps of enabling more data, in the lower level of Figure 2, are adapted from literature about handling big data. This selection is made to support explaining what happens in these steps and how the technologies support in handling data, but this thesis is not limited to big data since any data that can support decision-making is of interest. Data sources and generation are data of primary or secondary type and new sources that can be extracted by technologies implemented in the production system, for example by sensors. Collection of data is where the generated data is made available digitally and transmitted, i.e., the communication of data by the digital technologies. Communication is the digital technology that supports from the stage where data is being collected to the end stage where the data is consumed by recipients. Storage of data is where data is maintained when not used and enables digital data to be available. For transformation from data to decision support, a computation, i.e., pre-processing and analysis takes place and this is where the data is transformed into insights and information, which are presented by a carrier and as content to a receiver of the information. What has been explained in brief in this paragraph will be explained more comprehensively in the remainder of this chapter.
In order to define the production system, systems theory has to be introduced. Systems can be identified everywhere and even though most systems differ from each other there are some key components that unite them and make them possible to describe with the same terminology regardless of scientific area (Skyttner, 2005). A system consists of separate elements that interact with each other and together perform an intended function (Kauffman, 1980). The elements are designed to fulfill the functions based on the desired objectives and purpose of the system (Frezzini et al., 2011). The system boundary can be set at different levels and it is first when the system boundary is identified that it can be regarded as a system. Everything outside the system is viewed as the external surrounding which can impact on the system’s goal but the system itself cannot impact on its surrounding (Churchman, 1968). The purpose of a system is defined by its function, which for the production system is the transformation of material to a product or service (Hubka and Eder, 1988; Bellgran and Säfsten, 2005).

Production is the transformation process where an input that goes into the system is transformed to an output (Wu, 1994). It is a process of combining material, resources, labor and capital in order to create products and/or services (CIRP, 1990; Jonsson and Mattsson, 2009). A number of areas are required for the transformation; technology, humans, energy, and information need to be organized and managed in an effective way to make the transformation possible (Bellgran and Säfsten, 2005). It is a sequence of value-adding activities and operations where the material is transformed to reach the final desired state (Jonsson and Mattsson, 2009). The production system requires a holistic perspective (Rampersad, 1994; Wu, 1994; Bellgran, 1998) and the sub-parts of the system contribute with their internal relations in order to realize the transformation (Bellgran and Säfsten, 2005). As the system is designed with a holistic perspective in mind, consideration is taken to all the sub-parts of the production system that implies both the technical and physical aspects as the human in the system and how work should be organized (Bennett, 1986). Facilities, humans, and equipment (e.g., machines), software and procedures are considered as elements of the production system which all have relations to each other (Löfgren, 1983; Chapanis, 1996). The transformation process in the production system is visualized in Figure 3.

Both manufacturing and production systems are used terms to refer to the transformation of products, but there is a distinction between them. Manufacturing production, or simply production, is the physical acts and processes where the material is transformed into a product. The definition of manufacturing, on the other hand, does not only include the physical transformation of material to a product, but also the interrelated activities that need to be performed in order to realize a product and get it out to the market. These activities are the design, selection, planning, production, quality assurance, management and marketing of products. In that sense, the manufacturing term can be viewed as overarching the definition of production and involves all activities within a company that realizes the product.
Until now, there have been three industrial revolutions; mechanization through water and steam, mass production in assembly lines, and automation using information technology. A fourth industrial revolution is now expected and it is termed Industrie 4.0 in Germany and Smart Manufacturing or Industrial Internet of Things in the United States. The complexity has increased for every revolution in the industrial domain, which needs to be managed by the right methods and tools. These initiatives describe the transition toward a heavy data focused, supply network-wide integration of information and communication technology (ICT), and increased automation with the human still involved in the system (Thoben et al., 2017).

Industry 4.0 describes the use of ICT in the industrial context and the idea is to make use of data to generate knowledge to decision support in all parts of the business (Schuh et al., 2017). Flexibility, speed, productivity and the quality of the production processes have the potential of being improved with Industry 4.0. The previously isolated, optimized cells will come together as a fully integrated, automated and optimized production flow as a result of the advancements in technology that Industry 4.0 rely on. This will change the relations between suppliers, producers, and customers as well as between the humans and machines in the production and will bring new values. The collection of data will be from various sources such as production equipment and systems as well as enterprise- and customer management systems. The extensive evaluation of the data will also be a decisive part to support decision-making in real-time (Rüßmann et al., 2015).

To optimize the use of resources for the realization of high-quality products as well as the ability to quickly adapt to changing conditions in the environment will be key for the realization of future manufacturing (Lu et al., 2015). The Smart Manufacturing Systems (SMS) involves the use of advanced technologies that can handle the rapid flow and widespread use of digital information that exists within a manufacturing system as well as between manufacturing systems (Shipp et al., 2012; Davis et al., 2012; SMLC, 2011). This is done with the aim to maximize the capabilities of a manufacturer that is critical for competitiveness, namely the cost, delivery, flexibility, and quality (Rodrique et al., 2014). SMS applies ICT together with software applications that can support in the optimization of labor, use of material and energy for the production of products with the attributes of high-quality, high customization and on-time delivery. A vision for SMS is that the product by itself will provide information telling the history of how, when, where it was manufactured (Lu et al., 2015).

Internet of Things (IoT) and Industrial Internet of Things (IIoT) rely on the standard technologies to connect and populate devices, or in some cases even unfinished products, with embedded computing capabilities. Field devices will thereby be able to communicate and interact with each other and features.
such as responses in real-time, decentralized analytics and decision-making will become possible to support (Rüßmann et al., 2015). The “smart” devices equipped with sensors and the ability to communicate seamlessly over the Internet with other devices or the cloud are preconditions for IIoT. Improved infrastructure for enhanced connectivity will also support IIoT. Two important features of IIoT will be (1) the benefits of cloud that can provide robust storage and computing power at low cost and (2) that the devices (edge) can process and store data. Sensors implemented in the production line will inform the manufacturing personnel about the status of the machine (Patel et al., 2017).

Cyber-Physical Systems (CPS), or also called connected systems, are systems that can interact with each other over the standard Internet-based protocols. They can analyze data in order to be able to predict failures, configure themselves and perform required actions to adapt to changes (Rüßmann et al., 2015) and in the core of this concept lies the use of smart devices (Lu et al., 2015). CPS are systems of computational entities, which are in connection with their surroundings, i.e., the physical world and are both providing and using data-accessing and data-processing services (Monostori, 2014). For the manufacturing system, the concept is more specifically termed as the Cyber-Physical Production System (CPPS). The development of production modules that will incorporate the smart devices will be realized with a reference architecture for CPPS. This together with other efforts will allow transparency of data in the system from the lowest to the highest level in the manufacturing system (Lu et al., 2015). The CPPS will have a significant impact on how the communication is carried out and it will be situation dependent and across all levels of the production over-riding the current hierarchy that exists in the system (Monostori, 2014).

2.3.1 Values in the Production System

Adam and Swamidass (1989) present a review of the literature in the field of manufacturing strategy research. The content variables that were mentioned most frequently among the references, both when it comes to empirical and conceptual writing, are presented in Table 1, adapted from Adam and Swamidass (1989). They are cost, flexibility, quality, and technology-process (manufacturing process and manufacturing technology) are here seen as interchangeable and the term technology-process is here used.

Table 1. Adapted from Adam and Swamidass (1989) with the four most frequently mentioned content variables for manufacturing strategy

<table>
<thead>
<tr>
<th>References (Authors and year)</th>
<th>Cost/price/productivity</th>
<th>Flexibility</th>
<th>Quality</th>
<th>Technology-process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hill (1985)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miller and Roth (1988)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schroeder et al. (1986)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Skinner (1978)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Swamidass (1986)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheelwright (1984)</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Cost is a strategic variable (Porter, 1980; Skinner, 1978) and in the manufacturing context is productivity a common substitute for it. This is because it more accurately puts a value on the efficiency in the transformation from input to output (Adam and Swamidass, 1989). Productivity can be applied at multiple levels; at the wider national level to the small-scale level to quantify employee productivity and everything in between (Kendrick, 1986). Besides the productivity and cost, quality is also an important aspect for the profitability of a company which is the degree of excellence a company manufactures products and can be divided to process and product quality (Son and Park, 1987). The common view of quality has been the classical cost-quality trade-off. Cost related to the quality of products are of the type prevention cost and to achieve competitive advantages when it comes to quality is to work with the prevention costs (Evans & Lindsay, 1989). Flexibility tells to what degree a manufacturing company can adapt its production system to changes introduced and can involve equipment, product, process or demand flexibility to mention some (Son and Park, 1987). The last
content variable relates to technology-processes and already in 1989, when Adam and Swamidass (1989) presented the review of literature in manufacturing strategy, the topic of advancements in technologies and their justification was discussed.

2.4 DATA AND INFORMATION

Data is a set of discrete, objective facts about an event that has occurred, which can be quantified, e.g., an event describing a cycle in a machine (Skoogh et al., 2012). To distinguish it from information, it can be explained as the raw material for the creation of information (Davenport and Prusak, 1998). Data is the raw indicator of an event, while information is the meaningful interpretation of the signals that provide insights for action. What differs data from other assets is its ability to effortlessly be copied, combined with other data and be used by multiple persons at the same time (Manyika et al., 2011). Data can still contain value even when it has been used and this is because it can be used over and over again. It does not wear out as it is being used by multiple persons, which is called “non-rivalrous” good. The value of a dataset may be gained first when it is combined together with another one, even a very different one. It is, however, the primary use of data that motivates and justifies the collection and processing of it, but if a secondary use is considered already at the collection stage this can support making the data suitable for multiple purposes, called extensible data. Even if the amount of value gained from its first use is low, the total value can be big when the data is exploited effectively (Mayer-Schönberger and Cuiker, 2013).

Information is a message (Davenport and Prusak 1998) from further processed data (Skoogh et al. 2012). By further processed, it implies that the data can be contextualized, categorized, calculated, and condensed. Information is data that has gained a purpose and relevance for the context and it is meant to impact on the receiver’s understanding of something (Davenport and Prusak 1998). By gaining information the uncertainty about the condition of reality can be decreased and from an information theory perspective, information is defined as the opposite of uncertainty (Shannon, 1948).

Data and information are no new phenomena, but what has previously been constraints for the collection of data do not longer exist to the same degree and that is what makes the current era different. Analyzing data has according to traditional measures involved to use statistical methods to analyze the data available. This involved to concentrate, extract, and refine the useful data among all the data available in the chaotic dataset and to extract the value of the data (Chen et al., 2014). The technology available today has reached a point where most data can be captured and recorded to a cost that is justifying the same. And at the same time as the power to process the data is increasing, the amount of data available is doing the same (Mayer-Schönberger and Cuiker, 2013). In the next section, the big data term will be further explained and explored.

2.4.1 Big Data

With more operations and processes becoming digitalized, more data has also become available and is often referred to as big data. The urge to make use of big data has grown rapidly during the last years and the interest for it is present within both academia and industry. Since data has increased in terms of volume in such an explosive way lately, the term of big data has mainly been used to describe the enormous datasets that need to be handled. The new datasets in the big data era typically include masses of data that are unstructured in character and need to be analyzed in a timelier manner hence in real-time compared to the traditional data analysis. This situation is providing new opportunities for discovering new values and to gain an in-depth understanding of the previously hidden values in the data. The new massive datasets available also imply new challenges, for instance how to handle and organize the data in an effective manner. Technical speaking the big data term should be used for the datasets where the size of them cannot be perceived, acquired, managed or processed by the traditional IT and software/hardware within an acceptable time frame (Chen et al., 2014). It comprehends the collection, storage, transportation and exploitation of big data (Zhou et al., 2014).

Besides the volume and large data sets that are related to the big data concept, it is also about the variety and velocity of data. The Gartner report from 2001 authored by Doug Laney is well-cited and has defined big data based on three Vs of data; volume, velocity, and variety of data (Laney, 2001). Lately, other authors have added more Vs to the definition, such as value, variability, and veracity of
data (Gandomi and Haider, 2015). Limiting the definition to the three Vs, volume implies the amount of data that is created which is something that has grown enormously and still is doubling every 40 months (McAfee and Brynjolfsson, 2012). The velocity of data incorporates that data should be retrieved fast, even in real-time for some cases, but also analyzed and acted upon in a fast manner (Gandomi and Haider, 2015). As the data become available in real-time, the organizations can respond to changes in a timelier manner and in some cases, the business success can be more dependent on how fast the data can be received than the volume of data (McAfee and Brynjolfsson, 2012). More sources of data are becoming available, enabling data that are both unstructured and heterogeneous. This is referred to as the variety of data and the potential will be to make use of data in the form of messages, updates, images, reading from sensors, the location from cell phones etc. (Gandomi and Haider, 2015; McAfee and Brynjolfsson, 2012).

In *Big data: A Survey* (Chen et al., 2014) the authors review the background and state-of-the-art for big data including the related technologies. The value chain of data explained in this paper, constitute four steps; the generation, acquisition, storage, and analysis of data. The data chain starts with the raw data material, that in the utilization process are generated and acquired, stored in the storage step and analyzed in the production step where the raw data are transformed to provide new values. The acquisition, in turn, involves three additional steps, namely the collection, transmission or transportation, and pre-processing of data. When acquiring big data, it involves new requirements for managing the data. As the data has been collected, a transmission mechanism needs to be utilized for efficiently sending the data to a storage management system that can support the different analytical applications for data analysis. In terms of capability of the storage system, the data center need to provide powerful backstage support since the big data concept has more stringent requirements on storage, processing, and network transmission capacity (Chen et al., 2014), see Figure 2.

Big data is, however, a resource and tool that is intended to be used for informing rather than explaining. Because depending on how well or poorly it is used, it can lead to an understanding or misunderstanding by the receiver of what the data tells. Big data is frankly a tool that can provide good-enough answers about the reality, but at the time being with the methods available, it is not giving any ultimate answers. What can be collected in terms of data will always only be a fraction of what actually exists and the real revolution of using more data is in the data in itself and how it is used. Humanity has long had the interest to quantify and understand the world. Big data makes an important step forward in this quest since things that never before has been possible to measure, store, analyze or share is now becoming datafied. The digital age, or information society, that was discussed in the introduction may finally reach its full potential with the big data era and encompass what the name is suggesting with the data in the center stage (Mayer-Schönberger and Cukier, 2013).

### 2.4.2 Data Generation – Sources of Data in the Production System

Data sources that are commonly used to describe the production system can be of either of primary or secondary type, see Figure 4. Measurements of discrete events in a production system recorded by the personnel for, e.g., a simulation purpose are termed as a primary source and the secondary data sources are the data that have been collected for other purposes. The secondary data sources include an external reference system, corporate business system, and project-specific data. Since data available in these sources have been collected for other purposes they can require some more processing before being used for the specific case (Skoogh et al., 2012) If data cannot be found in these sources for secondary data, data need to be collected, i.e., the primary data type (Skoogh et al., 2012).

For the simulation area, the absence of available data describing the process as well as the lack of quality in the data has been a known problem for long. Robinson and Bhatia (1995) have introduced a way of classifying data for simulation models based on the availability of data. The three categories are (Robinson 2004; Skoogh and Johansson 2008):

(A) *Available*: data is available, fits a simulation purpose, but requires validation.

(B) *Not available but collectable*: requires the investment of resources for its acquisition.

(C) *Not available and not collectable*: data should be based on an expert’s opinion, similar production processes, or historical data.
Besides the availability of data, another important aspect for data to provide decision support with high quality is the challenges that are involved with data acquisition. They have been introduced by Robertson and Perera (2002) and modified by Skoogh et al. (2012). (1) Accuracy is to what degree data is free from errors and requires investigation of the source and format of data. If a lack of (2) correctness appears it is due to lack of standards, communication problems, or because of incorrect labeling of data. The (3) duplication of data implies that two or more sources hold data about the same event. As different sources of data can hold data about the same event, (4) consistency of the data can become a problem and thereby imply that the sources have different values for the same event. The (5) timeliness of data can post challenges for the data acquisition since it means that the data item will change value over time and therefore becomes invalid after a period of time. (6) Validity is a problem when the data is not describing the behavior of the real-world system and (7) reliability when the data is not trustworthy to the stakeholders. When data is not (8) complete, assumptions need to be made or additional data will have to be collected.

<table>
<thead>
<tr>
<th>Simulation Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary Data</strong></td>
</tr>
<tr>
<td>Collected Data</td>
</tr>
<tr>
<td>Measuring, Stopwatch, Observations</td>
</tr>
<tr>
<td><strong>Secondary Data</strong></td>
</tr>
<tr>
<td>External Reference System</td>
</tr>
<tr>
<td>Industrial standards, Brochures, Industry domain expert</td>
</tr>
<tr>
<td>Corporate Business Systems</td>
</tr>
<tr>
<td>ERP, MES, PDM, MPS, MPR II, CAD, CAM</td>
</tr>
<tr>
<td>Project Specific Data</td>
</tr>
<tr>
<td>Simulation project team; model builders and industrial engineers</td>
</tr>
</tbody>
</table>

Figure 4. Categorizing data sources used for simulation projects (adapted from Skoogh et al. 2012)

Quality of data is a multidimensional concept impacting on the properties of information such as accuracy, timeliness, completeness, consistency, relevance and also fitness for use (Miller, 1996; Strong, Lee and Wang, 1997). Cleaning data is a process where inaccuracy, incompleteness or unreasonable data are identified so it can be modified or removed with the purpose to improve the quality of data. A common imperfection in datasets is the redundancy, repetition or surplus of data, which can increase the expenses when it comes to transmission of data and require large space for storage. This, in turn, can for the quality of data lead to inconsistency, reduction in data reliability and also damage the data (Chen et al., 2014).

According to the report from McKinsey (Manyika et al., 2011) the manufacturing sector, including both discrete and process manufacturing, have together the highest aggregated data stored in bytes. The intensity of data, however, ranks lower due to that they are divided by a large number of individual firms that do not share their data. To what extent they can manage to pool data across the manufacturing supply chains will be a decisive factor for if they will gain the potential value that lies in big data. Besides the volume of data that differs between the sectors, the type of data does as well. It can be data from video, images, audio or text/numeric and the manufacturing industry generates mainly from a historical perspective up until present, text and numerical data from their production processes. In addition to that is the R&D and engineering departments that are users of image data for design and development (Manyika et al., 2011).

2.5 DIGITAL TECHNOLOGIES

Digital technologies have had a tremendous impact on how society functions, how we live our daily life’s and how businesses operate. This has stimulated economic growth and supported to increase productivity. Examples of digital technologies are computer, robots, cell phones, digital watches, traffic lights to mention some. The common denominator for them is the integrated computer chip that controls
and runs them. A key characteristic of the computer chip, that has made it so successful, is that it can be integrated into a wide range of different devices in many different ways (Cortada, 2004). Computers brought devices for digital measuring and storage that made the datafying much more efficient and supported the mathematical analysis to uncover the unhidden value in the data (Mayer-Schönberger and Cuiker, 2013). As the computers were brought into the manufacturing domain in the second half of the twentieth century, this has had an enormous impact on how goods are manufactured and distributed. Computers have now become integral to all features of manufacturing (Cortada, 2004).

Besides the impact the computer chip has made by itself, it has also stimulated the convergence of different technology areas that have created new levels of capabilities, functions and additional requirements. Examples of these parallel development tracks are telephony, telecommunication, radio, television, and computers. The digital technologies have become a base for the information technologies (IT) and devices, which has also enabled the possibility of merging them together. As has been seen in the development of digital technologies, the ability to store and handle a large amount of information and the speed of performing functions have improved at the same times as the cost for them have decreased. The smaller and less heavy technologies today is a change that is visible, but the reliability and ability to handle more data and complicated instructions have also made major leaps at the same time that is not as visible for the observer (Cortada, 2004). PCs are now available as smart devices and the transformation of the hardware has taken place in parallel of the trend for more and more IT infrastructure and services that are provided through smart networks, i.e., cloud computing. The microcomputers are both powerful and autonomous in nature, referred to as embedded systems, and are increasingly being connected by wireless networks, connected both with each other and with the Internet. This is supporting the connection between the virtual and physical world, i.e., the development of CPS (Kagermann et al., 2013).

Even though the storage of data has moved to a large extent from analog to digital storage devices, the content that is stored has not significantly changed during this transformation. Text and motionless images still correspond to the large content of information that is stored in favor of media-rich audio and videos as the general perception about what the digital age is synonymous with. Another interesting aspect of the digital age is whether it is more or better technology that is driving the development of more information. Since the late 1980s, the growth in telecommunication capacity has grown twice as much by the contribution of “better technology” compare to “more technology” and for the explosion of information, the contribution is more than four times from the “better technology” (Hilbert, 2012).

Hilbert and López (2011) have divided the analog and digital technologies into communication, computation, and storage according to Figure 5. The communication of information, or transmission through space, is a measure of the amount of information that is received and sent by a user over a longer distance. One purpose of communication is to overcome transmission over longer distances and hence not the local information sharing. Storage of information, or transmission through time, is the function to maintain the information over a considerable amount of time and to supply the information when needed. To make the meaningful transformation and processing of the information is termed computation. It can also be explained as the action of repeated transmissions of information through space and time with the guidance of an algorithmic procedure (Hilbert and López, 2011).
2.5.1 Acquisition of Data

This section will limit the scope of data acquisition to the two cases that are of the relevance of this thesis, namely machine data and spatial data capturing.

Data sources that are already used in the production system has been addressed in section 2.4.3, which are of relevance for the collection of machine data. Besides the secondary sources such as enterprise resource planning (ERP) system, that are important operational data to describe the behavior and condition of the machine, there are new opportunities to collect more IoT and sensory data that are of the primary data source. Sensors react to a change in a physical condition and provide a measurable representation to this change. Sensors are the hardware devices that collect the observed change in an analog signal and can convert it to a digital signal by an analog-to-digital converter. The change of the physical condition includes e.g., temperature, pressure, voltage, current and when the analog signal has been converted to a digital representation, this is transmitted to a processor for further processing (Gungor and Hancke, 2009) and this by wired or wireless networks (Chen et al., 2014). Nowadays, wireless sensors can be used on a large scale to monitor process but also for connecting the entire business end-to-end (“More Than 50 Billion Connected Devices”, 2011). As the physical world in the production system becomes more connected, including the humans, machines, devices, and sensors, it is of high importance that common communication standards are used. To have standards in place can support the combination of machines from different machine vendors in a more flexible manner (Gorecky et al., 2014).

3D laser scanning, also called Light Detection and Ranging (LiDAR), is a non-contact method with active sensors that can capture spatial data in three dimensions (Berglund et al., 2016). For capturing spatial information, the methods can be of either tactile or non-contact method. The non-contact method implies that there is no physical interaction with the surface that it is collecting spatial data from and it uses light, sound or magnetic fields instead (Várady et al., 1997). 3D laser scanning technology is using active sensors which imply that it uses a media that can interact with the object of interest for collecting spatial data, which is structured light in this case (Berglund et al., 2016). The structured light is a laser...
that is emitted along a trajectory from the center of the measuring device and calculates the distance to an object by sampling the reflection of the laser. As the laser beam is swept around repeatedly in the environment that should be digitalized, information about direction and distance measures are saved in the form of a dense 3D point cloud (Berglund et al., 2016; Klein et al., 2012). 3D coordinates are collected automatically in a systematic way and the technology can perform this in the range of one up to hundreds of meters in distance, with hundreds to thousands of points per second (Várady et al., 1997).

2.5.2 Data Storage

The cost to handle data has decreased by big measures at a similar pace as the power to handle it has improved. This development has encouraged business by the economic motivation to keep data stored, since data can be reused for the same or similar purposes (Mayer-Schönberger and Cuiker, 2013). The development of disk technologies has resulted in more commoditized and efficient disks. An example of storage that is using multiple disks is the Hadoop environment, see Table 2 for more information (Davenport, 2014). PCs, handheld devices, mainframes, servers and video game consoles belonging to the general-purpose computers and the application-specific computers, e.g., embedded into electronic devices, household appliances, and monitors, are also examples of technologies of storing devices that has seen a development to support the handling of data (Hilbert, 2012).

Table 2. Big Data technologies in different phases of the data value chain (Davenport, 2014)

<table>
<thead>
<tr>
<th>Technology</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadoop</td>
<td>Open-source software for processing big data across multiple parallel servers</td>
</tr>
<tr>
<td>MapReduce</td>
<td>The architectural framework on which Hadoop is based</td>
</tr>
<tr>
<td>Scripting languages</td>
<td>Programming languages that work well with big data (e.g., Python, Pig, Hive)</td>
</tr>
<tr>
<td>Machine learning</td>
<td>Software for rapidly finding the model that best fits a data set</td>
</tr>
<tr>
<td>Visual analytics</td>
<td>Display of analytical results in visual or graphics formats</td>
</tr>
<tr>
<td>Natural language processing</td>
<td>Software for analyzing text – frequencies, meanings, etc.</td>
</tr>
<tr>
<td>In-memory analytics</td>
<td>Processing big data in computer memory for greater speed</td>
</tr>
</tbody>
</table>

2.5.3 Data Analysis – Transformation to Decision Support

The definition of what the digital age is most often includes the telecommunicating internet and mobile phones, and the large information-storing server farms and databases. The fastest-growing operation of information, however, turns out to be the computation capability. For the general-purpose computers, the computing power has actually grown twice as fast compared to the world’s storage and telecommunication capacity. The increase in computing power for the application-specific computers has even grown three times as fast in comparison to storage and telecommunication (Hilbert, 2012). In the big data era, the responsiveness of the communication will be an important aspect for the timeliness of data, and the data can be of either real-time or off-line analysis character. For the real-time data, the analysis and presentation of the analytical results need to be presented in a rapid manner because the data is constantly changing. The offline analysis, on the other hand, is the data analysis that has lower requirements when it comes to response time. Examples of offline analysis are machine learning, statistical analysis, and recommendation algorithms (Chen et al., 2014). Some of the technologies that are being provided with the big data era will make it possible to not only handle the big volumes of unstructured data but also process and analyze it for further usage. They can support for the analysis of textual, video and audio content (Davenport, 2014) and an overview of the key technologies that are mentioned for handling big data are summarized in Table 2.

2.5.4 Transmission of Data

Transmission of data is the functionality to exchange data over a longer distance and the connectivity solution is an important aspect for the realization. A network has the function of transmitting data from one node to another (Moyne and Tilbury, 2007). From a technical definition, a networked control system includes the system to be controlled, actuators, sensors, and controllers. These are controlled by a
communication network. Previously, a control system connected the components with each other through hardwired connections and the data collected at sensors were sent to a central location where it was used for monitoring. It constituted a basis for making decisions about how to act. Nowadays, however, with the technology available, low-cost processing power can be installed at a remote location via microprocessors and the data can be transmitted in the shared digital networks or even through wireless connections with high reliability (Baillieul and Antsaklis, 2007). The traditional point-to-point connections with a wired solution can now be replaced by a control network that brings a number of advantages.

Industrial automation systems have been realized through wired communications and this requires installation and maintenance of expensive communications cables. Because of the high costs involved this has been a cause for the limited implementation in industries (“Assessment study on sensors and automation in the industries of the future”, 2004). The wireless sensor networks (WSNs) has seen advancements and made the realization of embedded industrial automation systems feasible to a lower cost (Akyildis et al., 2007). Besides the lower cost involved with this technical solution, other advantages that the industrial wireless networks (IWSNs) can provide are self-organizing, rapid deployment, flexibility, and inherent intelligent-processing capability. In the systems where the wireless solution is used, sensor nodes can be installed on the industrial equipment and thereby control the parameters that are critical for the equipment (Gungor and Hancke, 2009). One difference between two wireless solutions, the WLAN/WiFi and the wide areas wireless access solution, such as 3G and LTE, is the distances related to the access point that the connection can be provided. For a WLAN it is normally within a few tens of meters from the access point and for 3G and LTE a few tens of kilometers from the base station (Kurose and Ross, 2013). One of the most obvious advantages with wireless networks is the reduced volume that can improve wiring that otherwise is needed. Another is the reduced numbers of physical points, such as connectors and wire harness, in the control network that can cause failure for the entire system. This brings the positive effect of creating a more reliable system. More devices and units, ranging from a broad variety of applications, are becoming connected and demands of constant availability, resilience, coverage, latency, and bandwidth will be of importance (“More Than 50 Billion Connected Devices”, 2011). The next generation of mobile communication, 5G, has the potential to serve these needs (Osseiran et al., 2014). Technical requirements for 5G will be a system that is capable of 1000 times higher mobile data volume per area, 10 to 100 times higher number of connected devices, 10 to 100 times higher user data rate, 10 times longer life of battery (for low power massive machine communications), and 5 times reduced End-to-End latency (Osseiran et al., 2013).

2.6 DECISION SUPPORT

Making a decision is the action of doing a selection in a situation that could not otherwise be resolved. In a decision-making process, data is providing the support for making an informed decision and it can be seen as the tool for the decision maker (Kościelnia and Puto, 2015). Information that is used for the purpose of handling an event, can be described as data that is used and presented in a specific manner at the appropriate time that can improve the knowledge of the receiver for taking a specific action or making a specific decision (Galliers, 1987). How information should be presented can be defined by the content and carrier. The carrier implies how information is presented, i.e., the medium presenting the information. The content is what information that is presented, i.e., the mode of presenting the information (Fässberg et al., 2012). Information that will support in event handling, can be categorized into three different types; the problem, domain, and problem-solving information (Byström, 1999; Byström and Järvelin, 1995). When it comes to the information related to the problem, this should contain information that can represent the specific event that has occurred and needs to be handled. This involves the description of the structure, properties, and requirements of the problem. The domain information includes known facts, concepts, as well as theories relevant to the domain of the problem. When it comes to the information that will support the persons that will solve a problem, it comes to the category of problem-solving information. This information will rely on both the problem information and the domain information in order to guide the person to cope with the problem at hand (Byström and Järvelin, 1995).

Information is further processing of the data that has been collected to bring support in the decision-making process, but what distinguish information from knowledge? Because even though they are often
used in the same context, there is a distinction between them. Information can add, restructure or change the knowledge one has about something and this is done by the flow of message or meanings that the information brings (Machlup, 1983). So if the information is the actual flow of messages, knowledge is the instant that is created and organized by the messages in a combination of the commitments and beliefs that the receiver holds. For creating knowledge, the information as a medium or material is, therefore, a necessary piece.

Information can be viewed from two perspectives; the syntactic and semantic perspective. The syntactic aspect is what has been discussed earlier in this chapter, the volume of information. Since it concerns the quantitative measures of information, it excludes the actual meaning or value of the information. The semantic view, on the other hand, is the consideration of the new meaning of the information piece (Nonaka, 1994). An example of how to describe the semantic meaning of information has been expressed by Bateson (1979) as “information consists of differences that make a difference”.

Hermann et al. (2016) foresee a change in responsibility of humans in the production systems as a result of the realization of the Smart Factories of Industrie 4.0. The role of humans will shift from operating the machines toward a role that incorporates more strategic decision-making as well as being a flexible problem solver. The complexity of the production systems increases with for instance the full realization of the CPS and this will require assistance systems that can aggregate and visualize information to the humans to empower informed decisions as well as to handle the urgent problems that require actions on short notice (Gorecky et al., 2014). Smartphones and tablets are an example of the carrier that will play a central for connecting humans in the production system with the IoT (Hermann et al., 2016).
3

RESEARCH APPROACH

Research is the process of pursuing a systematic investigation, which involves to concentrate the thinking as conscious efforts and to do it in a rational, careful manner. A fundamental aspect of the research process is that it should be conducted in a way that can enable people to understand, reproduce, and evaluate the quality of it (Trochim et al., 2016). The systematic collection and interpretation of data and the clear purpose of why data is collected are key characteristics of the research process. The systematic way that research is carried out leads to findings of the problem addressed and thereby also contributing to new knowledge (Saunders et al., 2016). This chapter explains the systematic way this research has been performed, what worldview and research approach it relies on, and how the research questions have been answered with the research projects, studies, and appended papers. The chapter will go through the philosophical worldview, continuing with the approach, design, and data collection methods used.

3.1 THEORY BUILDING

For the reasoning and contribution to theory, there are mainly two different branches called the deductive and inductive reasoning. Inductive reasoning implies to start from the specific observation and move to the general theory building. It is more open-ended and exploratory in its character (Trochim et al., 2016). Theory built from the inductive reasoning always starts from the observations made hence the data collected, and a researcher using induction is therefore interested in exploring the phenomena in the context where it takes place (Saunders et al., 2016). Deductive on the other hand starts from the general and moves to the more specific. Therefore, it is narrower in its nature and the main activity is to test or confirm posed hypotheses (Trochim et al., 2016). Deductive reasoning is when conclusions have been derived in a logical manner from the premises that have been set for the study and that the conclusion is defined true when all the premises are true as well (Ketokivi and Mantere, 2010).

This research was first initiated from a phenomenon that was studied, namely that the current practice of data was scarce in the manufacturing domain. This triggered a need for more investigation in this area, also supported by the already available literature in the research community stating the importance of this problem, especially the absence of data representing the reality in the simulation case. As the
research in this area was continued, the concept of data analytics and now also big data were identified as relevant areas for investigation in the real-world context. This has motivated the other studies in this thesis, to go from the more general to investigate it in the specific case and make the findings generalizable. In one of the studies, it started from the more general, examined it in a specific case with an interview study, but the results allowed to provide new insights in the area moving to the more general again. The research in this thesis can be explained as moving back and forth between the deductive and inductive reasoning.

3.2 PHILOSOPHICAL WORLDVIEW

When pursuing research, the justification of how it is done with the choices of methods and methodologies is something that is based on the assumptions that the researcher makes about reality (Crotty, 1998). To explain the philosophical worldview implies for the researcher to explain the general philosophical orientation and the nature of the research that the researcher brings to the study (Creswell, 2014). To acknowledge the research philosophy is to explain the system of beliefs and assumptions made about how knowledge is developed. These assumptions are fundamental for how the researcher understands the research questions, the methods that are used and how the findings are interpreted (Crotty, 1998). For the formulation of a research problem, one common source to use is the existing literature in a field. The experience of a practical problem identified in a field can, however, be equally important. For applied research, a great source for motivation for the researcher can be the opportunity to make a difference to a problem that has personal importance (Trochim et al., 2016). The intended stakeholder for this research is the manufacturing domain and the research itself is applied oriented. The background and previous experience in the manufacturing domain by the researcher are therefore acknowledged. Prior to initiating the Ph.D. studies, experiences have been gained from both studying and working in the field of manufacturing in Sweden and in an international context, Germany and USA. The undergraduate studies were carried out in Mechanical Engineering and the work experience was from an engineering company acting at an international arena with production sites all over the world. The national and international experiences from working in industry have provided a lot of insights into the challenges in industry. Both from a technical perspective, but foremost from an organizational. These experiences arose the curiosity to provide more knowledge of what the future factory can look like and that is attempted to be addressed in the research.

The assumptions about what creates acceptable, valid and legitimate knowledge are referred to as the epistemology (Burell and Morgan, 1979). One of the epistemologies, presented by Creswell (2014) is the pragmatism. Pragmatism is focused on the consequences of actions and concepts are only relevant where they can support the actions (Kelemen and Rumens, 2008). For the pragmatic worldview, the research is initiated by an identified problem and the research that is being pursued intends to identify solutions that can support in future practice in the field (Saunders et al., 2016). The research is centered and outlined around what best can support the research problem and hence the research questions raised. For the pragmatic worldview, the consideration of what works to solve a problem is the main objective and emphasizes, therefore, the importance of focusing on the research problem and select the methods that are the most suitable in order to address it (Creswell, 2014). As was mentioned, the research performed in this field is to a large extent application oriented, where it is investigated and explored how new technologies and concepts can provide value to the manufacturing domain. Data is used directly from the real world application and with the knowledge gained it can be generalized for the research community. The pragmatic theory is, therefore, an appropriate way of explaining the research field saying that a statement is true if it can provide value when put into practice. The main focus is to address the problem identified and whatever method that is regarded as suitable is motivated to be used. For this licentiate thesis, the problem area is explored by describing, explaining and suggesting, hence having an explanatory goal of the research. The mixed methods research that combines the qualitative and quantitative research approaches further explained in section 3.3, has the benefit of looking at numerous ways of how to collect data in order to answer the problem rather than subscribing only to one of them (Creswell, 2014).
3.3 RESEARCH APPROACH – MIXED METHODS RESEARCH

For the research process, a general plan is required for identifying how the research questions should be addressed and this is achieved when the research approach is decided on. The research approach will either be of quantitative, qualitative, or mixed methods research character. The qualitative research is the approach that collects the more open-ended data and the intention to explore and understand the meaning of individuals or groups that can be ascribed to a social or human problem. The quantitative research is the approach for testing the objective theories, which is done by the examination of relationships between identified variables and the data collected are close-ended. Since the quantitative and qualitative research approach both encompasses benefits and weaknesses for answering research questions, mixed methods research combine both in order to gain the strengths and minimizing the limitations of them. The core of this approach is that a more complete understanding of the research problem can be gained and it is aligned to the pragmatic view (Creswell, 2014).

The research in this thesis has applied the mixed methods research in order to gain a more in-depth understanding of the problem, see Figure 6. Depending on scope and question raised in the studies, the data collection has varied between qualitative and quantitative studies. Most studies included in this research has been initiated by quantitative data collection, collecting production data for a simulation project, connecting a grinding machine to enable more machine data or applying 3D scanning for capturing the spatial data. To explore the benefits of having more data available but also to understand the current practice of data, has motivated a more qualitative approach. This is because it has not been possible to measure quantitatively in the studies performed and also because an important aspect of the thesis is to explore the benefits the organizations can recognize by the use of more data. In order to answer this, the qualitative data collection has therefore been used for answering the questions. Creswell (2014) called this approach the explanatory sequential mixed methods, where quantitative data is first collected to be supplemented by qualitative data.

![Figure 6. The mixed methods research approach applied in this thesis](image)

Three research projects have served to answer the research questions. They will be explained in this section to provide the required knowledge about them before continuing to explain how data was collected from each of them based on the mixed methods research approach. The timeline when they were performed and the belonging paper is visualized in Figure 7.

*Project A* is a joint research collaboration between RUAG Space Group AB, Sweden (RUAG) and Chalmers called “The space industry of tomorrow”. RUAG is a contender on the communication
satellites market which is experiencing market changes and the project has therefore been defined in three deliverables; a current state analysis, a high volume scenario, and a flexible volume scenario for the production system. Paper 1 presents the first step of the study, collecting data from the production system for the purpose of a simulation project. Value Stream Mapping (VSM) was identified as a suitable data collection strategy and involves both analyzing secondary data, observations in the production system, and interviews. It was suggested from the literature on how the data availability should be categorized, which was also part of the results of this paper. The second part of this project is presented in paper 4, using the results from paper 1 as an input, where a discrete event simulation (DES) model is built. 3D laser scanning was used as a supporting tool to capture the spatial data. The virtual environment was presented to project members and other personnel knowledgeable of the production system to validate the simulation model. Focus group interviews were used for the evaluation of how accurate the virtual representation corresponds to the real-world system.

Project B is a testbed project named 5G Enabled Manufacturing (5GEM), a collaboration between Chalmers, SKF, and Ericsson AB. The main idea is to investigate how the next generation of telecommunication, i.e., 5G can be applied to enable higher efficiency, flexibility, traceability, and sustainability in the manufacturing domain. All three papers written within the scope of project B, rely on the same initial efforts. This involves deploying a cellular radio network in the workshop, connect a grinding machine, enable the data exchange and develop appropriate algorithms for the identification of correlations in data, and send the data back to a mobile operator support system. This is the design of the experiment where the system is changed in order to evaluate new technology. The second part of paper 2 and 5 further explore how the availability of more data can provide benefits in their organization, both the data itself and as decision support, which has required qualitative methods. Paper 3 is focused on testing a developed offline tool that would support the future installation of the cellular network done in this study, which was performed by first quantitative collection and complemented with observations made by the participants for evaluating the offline tool.

Project C is a multi-case interview project with two case companies from two different branches. One of the case companies is RUAG Space Group, from project A and the other case company is from the robotics industry. The aim of the project was to evaluate standardization challenges experienced with data acquisition and it is in this thesis supporting to describe the current practice of data. To receive more diverse answers to this topic, two case companies with different procedures and routines for data acquisition for the simulation purpose were selected, i.e., a multi-case study and a qualitative approach was used.

![Figure 7. Summary of studies, with belonging papers and timeliness](image)
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3.3.1 Data Collection Methods Used for Answering the RQs

How the mixed methods research was used to answer the research questions is illustrated in Figure 6 and the specific design and data collection methods are summarized in Table 3. It should be noted that the literature review has been used throughout the research and is therefore not specifically mentioned in Figure 6 or in Table 3.

The current practice of data

Data from the production system for a simulation project were collected at an initial stage. This endeavor revealed that the data available for this production system was scarce and hence suggested that the practice of data for this production system was low. The results provided insight into the three categories A, B, and C of data availability presented in section 2.4.2. Based on the results, the topic needed a more in-depth examination to raise questions about the current practice of data. Project B, paper 2, was performed in the context of a focus interview with production personnel evaluating the result of the technical implementation done. The questions raised were formulated based on literature. To understand the expected benefits of this area, the current practice was also evaluated in the focus interview. Project C, paper 6, was performed in order to explore the current practice of data based on the trust and availability of data in a semi-structured interview study. It involved a multi-case project research design, which allowed a benchmarking between two different companies with different practice of handling data. In each case company, a number of interviewees were identified that have a different usage of the production data in their daily operations. The interview questions were developed by the challenges in data acquisition for simulation projects stressed in literature. This project contributes to an empirical identification from a real-world context to what has been expressed in literature.

RQ 1: From reality to data and RQ 2: From data to decision-support

For paper 2, project B, and paper 4, project A, it was identified that interviews with subject matters of the organizations could provide the insights needed to receive a more comprehensive understanding of the research problems. This was performed in a sequential way, first collecting field data with the help of digital technologies and in the second step evaluating the benefits with the help of interviews. Paper 2 involved a focus interview with participants that can be regarded as receivers of the data in the mobile operator support system, and the questions raised were inspired from the literature explaining the big data concept. Paper 4 also includes a focus group interview with personnel knowledgeable of the system for evaluating a new design.

Paper 5 takes a different perspective compared to paper 2 and 4 since the main aim is to explain the knowledge and learnings that have been identified from the first quantitative step of the study. Instead of performing an interview to receive a more in-depth understanding, observations have been made by the researchers to evaluate the potential benefits of having more data available enabled by digital technologies. The researchers have mainly been gathering field notes from observations that have been conducted as participants of the study. Documentation in the form of meeting protocols and documentation of the different steps of the project have been recorded and also used for the analysis in order to answer the research questions. This provided answers to the potential benefits.

Paper 3, project B, is a joint effort to investigate a new way of working where both the expertise of the manufacturing and radio propagation fields have been combined. An initial step was to collect spatial information of the factory environment that is difficult to gain otherwise without the digital technology. This first step is providing the environment for the second step where the simulation is performed. The simulation results are compared to the real measurements of the network and this could indicate the applicability of the new offline tool that has been developed. The qualitative evaluation was performed along the project by observations made by the participants, but this time the participants where gathering field notes spending more time as a participant than as an observer (Creswell, 2014).
Table 3. Summary of the papers with selected research design and methods for data collection

<table>
<thead>
<tr>
<th>Paper</th>
<th>Research design</th>
<th>Data collection methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Field study</td>
<td>Observations, interviews, and secondary data collection</td>
</tr>
<tr>
<td>2</td>
<td>Interviews</td>
<td>Focus interview</td>
</tr>
<tr>
<td>3</td>
<td>Experiment Observations</td>
<td>Measurements and simulation Field notes</td>
</tr>
<tr>
<td>4</td>
<td>Interviews</td>
<td>Focus interviews</td>
</tr>
<tr>
<td>5</td>
<td>Field study and observations</td>
<td>Field notes by observations as a participant</td>
</tr>
<tr>
<td>6</td>
<td>Multi-case study</td>
<td>Semi-structured interviews</td>
</tr>
</tbody>
</table>

3.4 RELIABILITY AND QUALITY IN RESEARCH

An important aspect to be considered for the research design is how this is done with respect to ethical issues and possible constraints that will be encountered in the research (Saunders et al., 2016). Besides the ethical issues and constraints, the research also aims to gain results that are useful for answering the questions raised, reach meaningful conclusions and in overall a deeper understanding and advancement in the area rather than seeking the absolute “truth” about a research question (Trochim et al., 2016). What identifies research to be of high quality between qualitative and quantitative research. Credibility for qualitative research requires the confirmation from the participants since they are the ones that can judge if the results are believable. Whether results can be seen as generalizable or transferable to another context for a qualitative study tells the transferability of the research. From the quantitative area, the reliability of a study has been a measure to tell how repeatable the research is. For the qualitative studies, this is referred to as the dependability of the study and means to what degree a phenomenon can be observed twice. Since the context can change, the researcher is also responsible to describe the changes and how they may impact on the results presented. Confirmability of the results and the conclusions made is a quality measure to reduce the potential bias a researcher brings to the study. There are a number of strategies available to increase the confirmability, such as triangulation and performing a data audit for examining the data collection and analysis procedure (Trochim et al., 2016). The reliability and quality of the research presented will be discussed in chapter 6 Discussion.
RESULTS

This chapter presents the findings from the appended paper that support to answer the research questions. This is why the chapter is structured according to the research questions. Firstly, results are presented that show the current practice of data. Secondly, research question 1 and 2 are addressed respectively with a table summarizing the values identified.

4.1 CURRENT PRACTICE OF DATA IN PRODUCTION SYSTEMS

To understand the need for more data to drive decision-making, the current practice of data in the production system need to be described. This section will exemplify and explain what the availability of data but also the challenges involved for data acquisition in the production system are for stating the current situation. This will support the following sections where the delta between before and after applying digital technologies to make more data available will be presented.

For the purpose of building a simulation model of a production system, paper 1, an approach was designed for the collection of data. It combined efforts from Value Stream Mapping (VSM), Improved VSM (IVSM) and Value Network Mapping (VNM). The production organization has an engineer-to-order strategy and the production system is characterized by complex and merging product flows. The awareness of what data could be collected or not for representing the system was limited. A last step of the approach was therefore included, categorizing data parameters to A, B, and C (see section 2.4.2). This was an important step of the approach in order to understand the availability of data for this production system and to identify further actions for collecting these. While performing the mapping activities of VSM, questions were raised whether data parameters of interest is already available, collectable or can be estimated. The result of these actions are summarized in Table 4 and as can be seen, all three categories are represented in this system.
Table 4. Classified data in category A, B, or C and source for data from paper 1

<table>
<thead>
<tr>
<th>Data parameter</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process time</td>
<td>X</td>
<td></td>
<td></td>
<td>ERP-system</td>
</tr>
<tr>
<td>Cycle time</td>
<td>X</td>
<td></td>
<td></td>
<td>ERP-system; process time/batch size</td>
</tr>
<tr>
<td>Change over time</td>
<td>X</td>
<td></td>
<td></td>
<td>Measure with stopwatch or estimate</td>
</tr>
<tr>
<td>Batch size</td>
<td>X</td>
<td></td>
<td></td>
<td>ERP-system/Manufacturing order</td>
</tr>
<tr>
<td>No. of operators</td>
<td>X</td>
<td></td>
<td></td>
<td>Data from the manager for the production segment</td>
</tr>
<tr>
<td>Scrap rate</td>
<td></td>
<td>X</td>
<td></td>
<td>Non-conformance report (NCR)</td>
</tr>
<tr>
<td>WIP</td>
<td></td>
<td>X</td>
<td></td>
<td>Manually count WIP in the value stream</td>
</tr>
<tr>
<td>Transport distance</td>
<td>X</td>
<td></td>
<td></td>
<td>Measure in either 2D-drawing or physically in the workshop</td>
</tr>
</tbody>
</table>

Category A was data that are documented in the ERP-system such as batch size, process and cycle time but also the number of operators that the managers for each production unit have documented. Change over time for resources and the transportation distances can be collected, but they have not been documented so they belong to the category B. Data parameters that have a big impact on the quality yield and performance of the system were neither available or collectable hence of category C. The data source for scrap rate is the NCR which means for the production organization that there is no performance measure for the quality yield of their production. To identify the quality yield they will have to extract the cost involved for each product individually that have been documented in the NCR, because that it is the only way it is documented. They neither have a performance measure that can inform about the tied up capital in WIP, required storage or space for each production area since the products are hiding in storages in the production environment that need to be estimated by manual collection to get an indication for this number.

The availability of data in the previous case could be determined by the effort made when collecting data for a simulation project. In a later study, paper 2, the current practice of data was explored by addressing questions about how decisions are performed today, based on data or intuition, and the three aspects of big data, i.e., volume, velocity, and variety of data. The topics raised and the answers received are summarized in Table 5. On the question about how decision-making is done today, it was recognized that it is mainly the intuition and experience by personnel that drives the decision-making. There is a become more to data-driven decision-making and it is a reason why the maintenance organization has started to collect more data to gain an understanding of the behavior and condition of the equipment in the system. For the three aspects of big data, it was discussed how each of the aspects are important for supporting decisions. The volume of data was identified as important for the production technicians and the maintenance personnel since they are looking at the behavior of the system over a longer time period to identify trends. The velocity of data was considered more important for the daily operations since it requires to receive data fast to make the required actions. For the variety of data, it was recognized that it is scarce in the current system. For sharing information between the shift, there is one system where data is added manually and there is also an oral communication for exchanging information between personnel.

Table 5. Current use of data and the importance of volume, velocity, and variety of data from paper 2

<table>
<thead>
<tr>
<th>Question</th>
<th>Current state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data or intuition</td>
<td>Mainly based on intuition. Maintenance has started to collect more data.</td>
</tr>
<tr>
<td>Volume</td>
<td>For production technicians and maintenance, it is the volume that will play an important part to drive decision-making.</td>
</tr>
<tr>
<td>Velocity</td>
<td>It is important for daily decision-making.</td>
</tr>
<tr>
<td>Variety</td>
<td>Data sources used today is a system where the operators manually add information about status when the shift is finishing. There is also oral communication between the personnel.</td>
</tr>
</tbody>
</table>

The challenges stated are accuracy, correctness, duplication, consistency, timeliness, validity, reliability, and completeness of data. The results from the interviews at two different case companies, paper 6, are presented in Table 6 and the interviewees were asked about how the challenges impact on their ability to use data for driving decision-making.
Table 6. Challenges of data acquisition found in Case A and B from paper 6

<table>
<thead>
<tr>
<th>Challenges of data acquisition</th>
<th>Case A</th>
<th>Case B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Uncertainty about what times that should be used and the data is not accurate with many factors impacting.</td>
<td>Free from errors, machine data are automatically collected and the manual collection is performed in a systematic way.</td>
</tr>
<tr>
<td>Correctness</td>
<td>Different labeling for the same operation because of no standard way of reporting. Pre-set values can be used in ERP-system instead of feeding actual times. Data need to be adjusted and compared to statistics.</td>
<td>Not analyzed the data yet but it is not considered as an obstacle in this case.</td>
</tr>
<tr>
<td>Duplication</td>
<td>Multiple fields in the system are used and the same data item is stored in both ERP-system and spreadsheets.</td>
<td>Has not been encountered in this case.</td>
</tr>
<tr>
<td>Consistency</td>
<td>Differences between departments of how times are reported in ERP-system and different results depending on the data source.</td>
<td>Measurement repeatability and reliability is an issue for manual collection.</td>
</tr>
<tr>
<td>Timeliness</td>
<td>Change to the system impact on data over time. Data changes in reality but not in the system.</td>
<td>Is a challenge when collecting and sampling data.</td>
</tr>
<tr>
<td>Validity</td>
<td>Not describing the behavior of the system, discrepancy between reality and data in the system.</td>
<td>Data collected matches the actual processes and has been validated.</td>
</tr>
<tr>
<td>Reliability</td>
<td>Unrealistic data has been encountered and there is no common understanding within the organization of how to use data. Planning is always questioned by other departments.</td>
<td>Has not yet been evaluated, but the data collectors are trusted.</td>
</tr>
<tr>
<td>Completeness</td>
<td>Do not provide all necessary parts and assumptions need to be made with gut feeling leading the way. Estimations of the data are done to get more accurate planning.</td>
<td>Has not been encountered as an issue for this project yet, but is expected to be later on.</td>
</tr>
</tbody>
</table>

What can be seen from the results of the two case companies, is that the challenges are acknowledged by one of the companies to a larger degree. The companies have different routines of handling data, a reason why they were picked for this study, where one of them is collecting data mainly by manual efforts and the other company has an automated data collection for processes in the production system. The company where the data collection is performed manually could recognize issues for all eight aspects presented in Table 6. When using data for decision-making, they have uncertainty in the data, the correctness of the data is questioned because it is labeled differently and pre-set values can be used instead of actual outcome, and data becomes duplicated because it is stored in multiple sources. Because of the lack of quality for these aspects, it can be seen that it also impacts how valid, reliable, and complete the data is considered. This is questioned by the interviewees themselves and by the rest of the organization as well. The other company where the data collection is more automated do not recognize these challenges to the same degree, or it has not yet been encountered for some of the aspects, but there were three areas where they agreed. Consistency, completeness, and timeliness of data are issues, especially when data has been recorded by manual efforts. For the case company A, it was mentioned that the data may change in the reality as a result of changes made to the system, but it is not necessarily changed in the computer system where data is stored since pre-set values can be used for reporting an operation.

4.1.1 Why Decision-Making Should Be Driven by Data

In the interview study, where challenges with data acquisition were explored, the interviews were of a semi-structured character which allowed to go further into some of the areas that were identified as interesting, paper 6. The results are presented in Table 7 and the topics addressed where the connection between data, information and decisions, ownership of data, and alignment to performance measures.
Table 7. Representative quotes of how data is identified as valuable for driving decision-making from paper 6

<table>
<thead>
<tr>
<th>Case</th>
<th>Representative quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>“Not knowing what data that contributes to the lead time is a consequence of a lack of a holistic perspective in the organization. Data helps to solve this issue. I can understand our processes better through data.”</td>
</tr>
<tr>
<td>B</td>
<td>“The lack of a holistic perspective is a consequence of the dispute when people have different backgrounds and functions. It is natural to perceive things differently. This is an issue that reflects in our simulation.”</td>
</tr>
</tbody>
</table>

Establishing a connection between data, information, and decisions from a holistic perspective

<table>
<thead>
<tr>
<th>Ownership of data across different functions in the production process</th>
</tr>
</thead>
<tbody>
<tr>
<td>A “Data comes from the activities that go on at the factory floor. It is important for the operators to report data. The system cannot help us as long as we are not responsible for feeding the right data to it.”</td>
</tr>
<tr>
<td>B “There is a challenge in the tendency to invest a lot of technology and time into collecting all sorts of data, having huge databases, and not doing anything with it, or answering very basic questions with it.”</td>
</tr>
</tbody>
</table>

Alignment of data to performance measurements leading to improved decisions

| A “Data acquisition is a top-down effort which needs the interest of management to follow up. Performance measures are needed for this. We need to measure to decide on something, and measurements need data.” |
| B “That data is needed, is not visible if there are no measurements. More importantly, we need to understand why we are measuring. Because if there is no value in our measurements we cannot justify the cost of acquiring data” |

4.2 RQ1: FROM REALITY TO DATA

This section will continue to present the results received in the studies where digital technologies have been applied for collecting more data. The section will describe the delta of before and after the implementation of digital technologies for three different areas; a connected machine, building a simulation model, and factory radio design. The results will support to answer how data were digitalized by digital technologies and sequentially how data were found to bring values to the production organization.

4.2.1 Connected Machine

In the context of project B, it was explored what the possibilities are in a factory with unlimited connectivity are. The initial stage was an NC machine with a machine computer. Data is collected by existing sensors to provide the human operator with the status of the machine and if any actions are required. The data can be accessed by the Human Machine Interface (HMI) at the machine, but the data is not extracted from the machine or used for performing any trend analysis or evaluating the historically collected data. After machining, each machined part is measured by a stand-alone measuring machine to identify any tolerance offset. There are mainly three machine components that are critical for the performance of the machine, namely the ball screw, slides, and motor. As these are worn out, they may impact on the quality of the product implying re-work or even scrap of the product. To collect data parameters for these three components is, therefore, consider of high importance.

To explore how a connected machine could provide values to the production organization in decision-making, Ericsson AB provided the connectivity infrastructure and ICT expertise. SKF provided the manufacturing environment and manufacturing domain expertise. The technical setup is fundamental for three of the appended papers and therefore explained in this section to provide a basis for the results. A dedicated 4G LTE network was deployed in the workshop and an overview of how the machine was connected is shown in Figure 8. The machine and mobile units were connected to a cellular LTE network exploiting LTE modems. The distributed IoT platform Calvin is the platform used for data collection.
(Persson and Anglemark, 2015) and there is a local client server in the workshop for intermediate storage. Data are sent to where the database is geographically located, ca. 250 km away in Lund, and stored in the cloud. The analytics platform, which holds the analytics capabilities, is geographically located ca. 450 km away in Stockholm and performs the analysis and anomalies detection.

External sensors and Programmable Logical Controller (PLC) data from the machine were part of the scope for collecting data, see Figure 8. As was mentioned, there are three components in the grinding machine that are critical for the performance of the machine (the ball screw, slides, and motor) and the technical setup was enabled to collect data about these. To satisfy two different approaches of data collection, four different ways of collecting data were used and could be divided into the two main groups internal machine parameters and externally mounted sensors, which are further explained in Table 8.

Table 8. Data parameter of interest for the connected machine divided into internal and external data parameters

<table>
<thead>
<tr>
<th>Data parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal machine parameters</td>
<td>Sensor signals and program systems parameters accessed from the internal</td>
</tr>
<tr>
<td></td>
<td>machine computer. In total 43 individual tags were possible to collect from</td>
</tr>
<tr>
<td></td>
<td>the machine computer</td>
</tr>
<tr>
<td>Externally mounted sensors</td>
<td>A vibration measuring system called IMx, two externally mounted sensors</td>
</tr>
<tr>
<td></td>
<td>measuring cooling fluid and temperature connected with the communication</td>
</tr>
<tr>
<td></td>
<td>protocol IO-link, and a temperature sensor embedded on an RPI.</td>
</tr>
</tbody>
</table>

Data were collected every 100 ms and for the data transfer, the machine computer in the machine and IMx both supported the standard communication protocol OPC UA and was therefore used. The IO-link sensors send data as a Transmission Control Protocol (TCP) data stream through the IO-link master and the temperature sensor using Raspberry Pi (RPI) can locally be read in the RPI computer and sent by any communication system supporting the Linux platform. To send data to the database, the IoT platform Calvin was used.

There were a number of functionalities that have been developed for this project in the mobile operator support system (MOST) that present real-time data as decision support and three of them are presented here; tolerance offset, vibration data, and cycle time. Real-time machine data are presented to the machine operator in the mobile operator support system client, which will be further explained in

Figure 8. The infrastructure of the connected machine for the 5G testbed project
the next section answering RQ2. The pre-processing and storage of data was handled in the database in Lund. Different types of data can be handled in the data-center because the document database (Rajkumar et al., 2010) is a noSQL (Renwick and Babson, 1985) database. The Apache Hadoop (OpenCV, 2018) and Kafka (Esmaeilian et al., 2016) platforms are used for distributing the data. Data are stored as JavaScript Object Notation (JSON). For data analytics, anomaly detection in vibration data was the purpose of the data analytics step and Twitter’s Luminol library was used (Luminol, 2018). It is suited for continuous and seasonal data. Eight different sensors provided vibration data and anomalies were identified for all of them varying between 5-50 during a working day. For the Root Cause Analysis (RCA), data was also used from torque and temperature, and a Decision Tree Algorithm was used to find the combination of values from the different data. The last step of the data value chain, the system feedback, is presented in the next section answering RQ2.

To understand the applicability and benefits the organization can recognize from having more data available, this was addressed in the same way as described in section 4.1.1 from paper 2. The evaluation was based on the definition found in the literature for big data; volume, velocity, and variety of data (the three Vs of data). Table 9 presents the results from the evaluation of volume, velocity, and variety of data for the future state.

Table 9. Use of data in the future state of the production system with consideration to volume, velocity, and variety of data from paper 2

<table>
<thead>
<tr>
<th>Question</th>
<th>Future state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data or intuition</td>
<td>More data-driven decision-making.</td>
</tr>
<tr>
<td>Volume</td>
<td>More data will become increasingly important as the organization learns more from the data.</td>
</tr>
<tr>
<td>Velocity</td>
<td>For the operator, the speed of data will be important.</td>
</tr>
<tr>
<td>Variety</td>
<td>Variety of data sources will be important in the future, to extract and analyze data from various sources for analysis and decision-making.</td>
</tr>
</tbody>
</table>

A comment during the interview was the importance of receiving the right data with the right resolution to support decision-making. Data presented with a resolution that does not correspond to the needed one on, e.g., cycle times may lead to wrong conclusions or not support the intended decision. Another aspect that was discussed with the focus group was if there is any trade-off between speed and quality of data. The answer was that it depends on the situation and the purpose of the data. For some situations the awareness of that something has happened can be more important than the richness of the data. Hence the speed is more important. But if the purpose is to do an analysis or to identify the root cause of a problem, then the quality of data is more important than receiving the data fast.

4.2.2 Virtual Representation of the Production System

The limitations and opportunities in the facility where the production is taking place are important to consider. Both from the perspective of how space can be used in the best way but also from the human perspective that is working in the environment. To plan a layout of an area already in use or a new space in a production system has traditionally and still is to a large extent based on the information available in a 2D drawing. To capture the spatial in a digital form in order to make it available in a virtual representation has the potential to support in this matter. This section will present the results of two different cases with two different purposes of the application of spatial data. The first is for building a simulation model of an already existing production system and the second is for planning a radio network for a factory environment.

The potential of supporting DES with VSM and 3D laser scanning during the different phases of a simulation project was investigated in one of the studies, paper 4. For this study, the FARO Focus 3D was used to gather data via a total of over 50 scans and a resulting point cloud of over 500 million points. There was no other activity in the production system during the scanning and it took about seven hours to complete the scanning and another six hours for processing the data. The point cloud was imported to the simulation software for providing the virtual environment. The simulation model was built in the software Visual Components 4.0 Premium. In the first step the data gathered through the VSM, already explained in section 4.1.1, was supporting to build the individual processes and connect them to illustrate
the entire production system. In the second step, where the initial model was combined with the point cloud emitted by the 3D laser scanning technology, could provide the accurate visualization of the factory. The production processes could then be positioned in the corresponding location of the real world system mimicking the movement of operators and product flows. As this was accomplished an informant from the company could support in guiding where the different steps physically occurred.

The point cloud enabled by 3D laser scanning was easy to import to the simulation software and made it possible to map where the production processes occur in the real-world system without interrupting the production and it also has the benefit of being stored digitally. The informant from the case company could in the 3D representation of the factory easily recognize and point out where each process is taking place since the point cloud was accurate within less than a centimeter and photorealistic of the real-world system, see Figure 9. 3D laser scanning captures the production facility as-is and allows offline work. It also supplements VSM with information regarding the number of machines and workstations.

Figure 9. Point cloud of the workshop imported to the simulation software from paper 4

Connectivity providers need to identify more efficient work methods of deploying the network in the factory environment ensuring a reliable and available network. Within the manufacturing domain, 3D laser scanning has become a commonly applied tool for capturing the spatial information of a facility. There is a big potential of applying 3D laser scanning in order to gain the spatial information of a factory with information about the position of machines and information about the material that impact the scattering effects to do a radio space design offline. An approach including 3D laser scanning and ray-tracing simulation to develop a network plan for installation was developed and evaluated in paper 3. The approach includes four steps where the three first involve building the 3D environment of the workshop and the last step the ray-tracing, physical optics, to receive a network plan. For answering RQ1, the procedure of creating the virtual representation and the results of these steps will be presented. In the approach, this is referred to as Step 1-3: Spatial Data Collection.

Step 1 involves performing the scanning of the environment that is intended to be digitalized. In this setup, the 3D imaging data collection was conducted using a FARO Focus 3D scanner, which is a type of Terrestrial Laser Scanner (TLS) using an articulated 2D laser to gauge and record the distance to objects in the environment. It can capture surface samples over a 360 by 320 degrees’ field of view systematically and a capture typically involves 30-40 million data points with a positional accuracy of +/−2 mm stated by the manufacturer. Color information is also collected over the same field by an RGB sensor. The environment that was captured and used in this study was Chalmers Smart Industry laboratory (CSI-lab) that has a 5G network implemented with two radio dots and one radio base station. The two radio dots are installed at a height of 2.9 meters from the floor on a cable ladder. The data collection of spatial data was performed during a three-hour session and there was no other activity in the location meanwhile. To capture the whole area required ten scans in total and the data for the procedure is summarized in Table 10.
Table 10. 3D imaging capture and processing data

<table>
<thead>
<tr>
<th>Number of scans</th>
<th>Million data points</th>
<th>Data Size</th>
<th>Time duration for</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10*10^6</td>
<td>10*10^6</td>
<td>Raw files</td>
</tr>
<tr>
<td></td>
<td></td>
<td>650 MB</td>
<td>Processed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1 GB</td>
<td>Capture</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3h</td>
<td>Processing</td>
</tr>
</tbody>
</table>

The environment in the laboratory mainly contains equipment for teaching, but also some industrial equipment such as a CNC machine. The area is 14.5 by 18 meters (~261 m²) and the height of the ceiling varies between 3 and 4.6 meters. Steel is present to a large extent in the laboratory (pillars, ventilation system, whiteboard, beams that go 40 cm down from the ceiling and CNC machine) as well as sheet metal (cable ladders, fire extinguisher, gates, and interior). The ceiling contains sheet metal under a sound absorbing material which covers 75% of the ceiling, the walls have a first layer in plaster and studs in steel can be found under with a 60 cm spacing and the floor is in concrete with a plastic layer over it.

The Autodesk ReCap software was used to processes the scan data and an example of how it is visualized in the software can be seen in Figure 10 at the second step. The processed data set was used to generate a combined point cloud file covering the entire production area. The combined point cloud was further exported to a neutral data format, .e57 (ASTM) and sub-sequentially imported into Autodesk ReCap for visualization and saved as .rcp data files to be used in Autodesk CAD as blueprints for creating simple CAD representations of the area. An obstacle at this point was how to use the point cloud, i.e., the virtual environment, to perform the ray tracing simulation. It was not possible to use the point cloud as it was since it visualizes the environment with points but the simulation needs solid surfaces to mimic the radio behavior. Therefore, a solution was to build the CAD representation based on the point cloud, step 3 in Figure 10. An automated meshing of the scan data was ruled out since the level of complexity in the machine geometries and because the level of detail was met by the simple geometry sketches. The final result of the spatial data collection can be seen on Figure 10, going from the reality collecting spatial data with 3D laser scanning, creating a point cloud representation and final build a CAD representation based on the point cloud.

Figure 10. The three steps of capturing the spatial data from reality using 3D laser scanning to a CAD representation (paper 3). The red circle marks the Radio Dot location

4.2.3 Summary

In four out of six appended papers, digital technologies that can make more data available have been used. Technologies applied, the reality, data made available, and the value of data are summarized in Table 11.
Table 11. Digital technology applied, reality, data made available, and value

<table>
<thead>
<tr>
<th>Digital technologies</th>
<th>Reality</th>
<th>Data</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paper 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| **Communication:** Cellular radio network (5G) and sensors. | A machine with the critical components ball screws, slides, and motor. When they are worn out vibrations, uneven movements and temperature increase can be caused. | Sensor and machine data:  
- Motor temp.  
- Torque of motor  
- Position of slides  
- Vibration in slides and motors  
- Tolerance offset  
- Cycle time | • Real-time data of the machine for the critical components  
• Data can be collected for longer time-series  
• Understand the process better  
• Design vs. reality |
| **Computation:** Data analytics (software for big data & advanced algorithms for anomaly detection). | | | |
| **Storage:** Cloud and IoT platform. Data-centre for data storage and distribution. Local client server in the factory for intermediate storage. | | | |
| | | | |
| **Paper 3** | | | |
| **Communication:** 3D laser scanning, Faro Focus 3D | The facility of the workshop where the network should be installed | • Spatial data  
• Point-cloud data  
• Location of equipment | • A rapid digital representation of the factory as-is  
• Placement of equipment in the location |
| **Computation:** Point-cloud and CAD software | | | |
| **Storage:** memory cards, scan files, computer | | | |
| | | | |
| **Paper 4** | | | |
| **Communication:** 3D laser scanning, Faro Focus 3D | Workshop with machines and equipment. Eight sub-flows with over 150 individual process steps. | • Spatial data  
• Point-cloud data with 500 million points  
• 50 scans | • Gathering data offline about processes in digital form without disrupting production  
• Capture the production facility as-is  
• Accurate within less than a centimeter and photorealistic  
• Supplement other data collection methods  
• Assistance in model building step for DES |
| **Computation:** Point-cloud and CAD software | | | |
| **Storage:** memory cards, scan files | | | |
| | | | |
| **Paper 5** | | | |
| **Communication:** Cellular radio network (5G) and sensors. | A machine with the critical components ball screws, slides, and motor. When they are worn out vibrations, uneven movements and temperature increase can be caused. | Sensor and machine data:  
- Motor temp.  
- Torque of motor  
- Position of slides  
- Vibration in slides and motors  
- Tolerance offset  
- Cycle time | • Real-time data becomes accessible  
• New ways of existing data  
• Learn from data how it should be presented  
• Combination of two expertise domains  
• Identifying challenges with connecting a machine |
| **Computation:** Data analytics (software for big data & advanced algorithms for anomaly detection). | | | |
| **Storage:** Cloud and IoT platform. Data-centre for data storage and distribution. Local client server in the factory for intermediate storage. | | | |
4.3 RQ2: FROM DATA TO DECISION SUPPORT

As the data is being made available by the digital technologies, the data can be processed into information for providing decision support for the organization. The same cases presented in RQ1 will now be explained from the perspective where data is made into decision support and what values that bring to the organization.

4.3.1 Connected Machine

From the connected machine, real-time data was sent back to MOST in a smartphone. The system feedback is provided by a mobile operator support system that is already to some extent used in this workshop. It supports the publish-subscribe protocol Message Queuing Telemetry Transport (MQTT) (Weichhart and Wachholder, 2014) which has become popular for many IoT applications. In this support system, real-time data can be presented to the operator to provide information about machine status, but also for presenting trend analysis for a maintenance case. Three functionalities were developed for MOST that were explained in section 4.2.1. Each of these was evaluated by raising the question of how it can support the role of the operator today (question 1 in Table 12) and in the future (question 2 in Table 12). From the focus group interviews, the following results were identified for the requirements of data to support to drive decision-making in the manufacturing context.

Table 12. Results from the evaluation of tolerance offset, vibration data, and cycle times by domain experts from paper 2

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Question 1: Support today</th>
<th>Question 2: Support in the future</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance offset</td>
<td>It will support flexibility and mobility for the operator. The operator will be informed and can act regardless of location in the workshop.</td>
<td>In the future, it will be even more important for the operator to be able to monitor the machine and preferably anywhere in the workshop.</td>
</tr>
<tr>
<td>Vibration data</td>
<td>The value would be to have less unplanned stop because of machining errors. It can also be a valuable input to understand the lifespan of a tool.</td>
<td>To be able to plan better and avoid unplanned stops.</td>
</tr>
<tr>
<td>Cycle time</td>
<td>To know the actual cycle time is of interest to the managers and production technicians for follow-up. It is a way to understand how the designed system actually performs in reality.</td>
<td>In the future, this will provide a historical basis to support continuous improvements.</td>
</tr>
</tbody>
</table>

The three functionalities have different importance for different roles in the organization and can fulfill different purposes. To receive data about the tolerance offset is something that can inform the operator that there is a tendency of the machine to go outside the set tolerances. If this data can be available for the operator regardless of location in the workshop, the operator can always be informed of what is happening and do the right actions in order to avoid quality issues driving cost for the company. This is viewed as an even more important aspect of the future role of the operator since it is expected that the operator’s responsibility will become more diversified where a high level of flexibility is important. Vibrations in the machine provide the organization with information about the condition of the machine. This data is already being measured by the maintenance organization but by more manual efforts compared to the connected machine that is presented here. To have the historical data of the vibration patterns can provide the organization with better information to understand when an unplanned stop and machining errors can occur as the vibration in the machine changes. Another aspect mentioned was to understand the lifespan of tools in the machine since the vibrations in the machine are correlated to this aspect. The third functionality developed in this project with the connected machine was to receive information about the cycle time. This was termed by the interviewees to not be as important for the operators to receive on a daily basis, but more importantly for the managers and production technicians in order to understand how the system is acting in reality compared to the designed system. With historical data collected and analyzed, this can provide the information for doing continuous improvements of the system.

Challenges encountered when building the data value chain for a predictive maintenance case for a
5G connected machine was addressed in another study, paper 5. Domain experts from manufacturing, information technology, and data analytics were collaborating during this project, and it could be seen that the knowledge gap impacted on the ability to succeed with the data value chain.

4.3.2 Virtual Representation of the Factory

In RQ1, it was explained how data can be enabled of the spatial geometry of the factory to support in layout planning and factory radio design. In this section, it will be lined out and be answered how the data enabled to provide more information for the organization to support decisions.

As the spatial data of the workshop was enabled by 3D laser scanning and a point cloud was created in paper 4, the purpose was to use the virtual environment as a reference for the simulation model. The result of the point cloud provides a photorealistic representation of the environment with an accuracy within less than a centimeter. It was evaluated during and after the simulation project how the virtual representation support in the different steps of a simulation project; in model building and performance, verification and validation, and implementation. A number of benefits but also potential drawbacks were recognized in the different steps of the simulation project summarized in Table 13.

Table 13. Benefits and drawbacks identified for the usage of virtual representation in the different steps of a DES project from paper 4

<table>
<thead>
<tr>
<th>Project step</th>
<th>Identified potential drawbacks</th>
<th>Benefits of using 3D laser scanning data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model building and performance</td>
<td>Has a negative effect on model performance due to the large amounts of data being input, which could affect total lead-time.</td>
<td>3D laser scanning helps in pathing and positioning, getting the proper distance relations between functions and components. It could reduce the total amount of iterations required to achieve a validated model, as the accuracy can be improved.</td>
</tr>
<tr>
<td>Verification and validation</td>
<td>The realistic visualization could reduce skepticism toward the model, possibly allowing a sub-par model to be validated due to appearing to be more accurate than it is.</td>
<td>3D laser scanning allows the involvement of any personnel as the model is realistic and can be run in real-time, making the model easy to relate to and understand.</td>
</tr>
<tr>
<td>Implementation</td>
<td></td>
<td>3D laser scanning can help ensure that changes will fit and work as planned in the real production facility, as well as help reduce resistance to change.</td>
</tr>
</tbody>
</table>

In the model building and performance phase, the point cloud supported in focusing on the model logic rather than creating physical parts, e.g., walls and work benches but also in ensuring that the path of the operator was built in such a way that collisions were avoided. Another aspect was that the accuracy of the model could be reached by fewer numbers of iterations for achieving a valid model. This is on the expense that a large amount of data generated from the point cloud needs to be handled that can impact on the total lead-time. When the model runs it was also easy for the operators working in the real-world system to confirm or add necessary corrections to the path model, supporting in the verification and validation phase of the project. The involvement of personnel for verifying and validating the model can have the potential benefit of less resistance from the organization for the new implementation or change as well as making sure that a solution is developed that is realizable in the production system. Even though the realistic visualization has a lot of identified benefits, a realistic representation may decrease the skepticism from the people being receivers of the model which can hamper the validation and verification of it. For the final step when implementing changes to the system, the realistic visualization enabled by 3D scanning ensures that the designed system will have the same input and output and can also ease the resistance to change among personnel since it provides decision support that is well thought through before implementation. To have the digital version of the production system can also in the future be used together with other digital technologies for planning the layout and changes to the production system, e.g., Virtual Reality, supporting in visualizing the virtual environment.

As was explained in RQ1, the three first step of the offline tool for planning the factory radio design
(paper 3) was to create the virtual representation of the factory by capturing the spatial data. When the environment was represented in a 3D version, this could be used for the ray tracing, i.e., physical optics simulation in the environment. A hybrid PO method that has been developed for multi-scale reflector antenna systems (Iupikov, 2014) was used. To enable a time-efficient analysis of the indoor environment of interest for this study, some simplifications of the simulation had to be made: (1) only flat and slowly-curved surfaces of the scatterers are supported (e.g., walls, floor, and ceiling of the room). This can be easily extended by using other methods (MoM, CBFM, MLFMM, etc.) to compute current on electrically small or highly curved objects (Iupikov, 2014), (2) the materials of the walls, floor, and ceiling of the rooms are assumed, perfect electric conductors, (3) mutual coupling effects due to scattering of radio waves in between the walls are negligible, and (4) the radiation pattern of the source is assumed to be a Gaussian pattern (linear-polarized) with the taper -1 dB at \( \theta = 90^\circ \). The PO method is implemented in MatLab and to gain more information on the method, the reader is referred to (Iupikov, 2014) and (Iupikov, 2017). Besides the simplifications made for the simulation, the settings of the simulation are documented in Table 14.

<table>
<thead>
<tr>
<th>Simulation parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency setting of interest</td>
<td>2.365 GHz</td>
</tr>
<tr>
<td>Size of the EM-problem</td>
<td>~332000 mesh cells with a size of (~42\times42 \text{ mm} (~0.33\times0.33 \text{ wavelength}))</td>
</tr>
<tr>
<td>No. of radio sources (radio dots)</td>
<td>Two dots at different positions on the ceiling, operating either one by one or simultaneously.</td>
</tr>
<tr>
<td>EM model</td>
<td>The environment consists of 10 walls.</td>
</tr>
<tr>
<td>E-field power distribution</td>
<td>Calculated on the measurement path data to enable comparison.</td>
</tr>
</tbody>
</table>

In the simulation, three different cases were explored: (1) both radio dots active, (2) one dot active, and (3) the other radio dot active. To evaluate the results of the simulation and thereby to recognize if the offline tool can automate the planning of factory radio design, measurements of the real network in the CSI-lab was performed with TEMS pocket LTE mobile phone operating in the B40 band to compare the results of the simulations. This was in the same way also performed for the three cases that were simulated. The results of the simulation compared to the path of the measurement are presented in Figure 11 a-b.

![Figure 11. The magnitude of the E-field: (a) on a plane elevated 1 m over the floor, and on a vertical YZ-plane; and (b) along the measurement path in [dB]](image)

For details on the measurements and the comparison between simulations and measurements, the reader is referred to the appended paper 3, “Digital Twin for Factory Radio Space Design of a 5G Network”. From the results, it could be seen that the PO simulation model mimic the measurement
results with reasonable accuracy. The rms error was in the order of 3.2 - 4.6 dB that can be regarded as a good result (De La Roche et al. 2013).

4.3.3 Summary

To answer what additional value that can be gained by decision-support based on data are summarized in Table 15 with data, decision-support, decision, and value.

Table 15. Decision support based on data, decision to support, and values

<table>
<thead>
<tr>
<th>Data</th>
<th>Decision-support</th>
<th>Decision</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paper 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensor and machine data:</td>
<td>• Motor temp.</td>
<td>Content: Value of a data parameter or data over a time-series</td>
<td>Operation: required actions and compensation in machine</td>
</tr>
<tr>
<td></td>
<td>• The torque of the motor</td>
<td>Carrier: Smartphone with a mobile operator support system</td>
<td>• Mobility and flexibility of operator with the mobile device</td>
</tr>
<tr>
<td></td>
<td>• Position of slides</td>
<td></td>
<td>• Maintaining quality of product and avoiding scrap</td>
</tr>
<tr>
<td></td>
<td>• Vibration in slides and motors</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Tolerance offset</td>
<td>Maintenance: trend analysis and root cause analysis (RCA)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Cycle time</td>
<td></td>
<td>• Avoid unplanned stops</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Possibility to do/plan proactive actions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Be more informed</td>
</tr>
<tr>
<td><strong>Paper 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Spatial data</td>
<td>Carrier: General-purpose computer</td>
<td>Design: network plan for installation of hardware to ensure radio coverage</td>
<td>Automated process</td>
</tr>
<tr>
<td>• Point-cloud data</td>
<td></td>
<td></td>
<td>Offline planning in a virtual environment</td>
</tr>
<tr>
<td>• Location of equipment</td>
<td></td>
<td></td>
<td>A reliable and available network with low latency</td>
</tr>
<tr>
<td><strong>Paper 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Spatial data</td>
<td>Carrier: General-purpose computer</td>
<td>Design: Change of layout for a more flow oriented production and identify the required investments</td>
<td>Ensure that the solution can actually be implemented</td>
</tr>
<tr>
<td>• Point-cloud data with 500 million points</td>
<td></td>
<td></td>
<td>Reduce resistance to change, as realistic visuals could help to visualize the planned changes</td>
</tr>
<tr>
<td>• 50 scans</td>
<td></td>
<td></td>
<td>Allows offline work</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reduce the total amount of iterations required to achieve a validated model, as the accuracy can be improved</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Involve any personnel as the model is realistic and can be run in real-time</td>
</tr>
<tr>
<td><strong>Paper 5</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensor and machine data:</td>
<td>• Motor temp.</td>
<td>Content: Anomaly detection in the vibration of sensor data</td>
<td>Maintenance: predictive maintenance from data analytics</td>
</tr>
<tr>
<td></td>
<td>• Torque of motor</td>
<td>Carrier: Smartphone with a mobile operator support system</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Position of slides</td>
<td></td>
<td>Detect anomalies in vibration data in combination with other data parameters.</td>
</tr>
<tr>
<td></td>
<td>• Vibration in slides and motors</td>
<td></td>
<td>Graphically display the value-combination as a “tree” (Decision Tree Algorithm), important to increase the understanding of the results of the machine learning algorithms and how data relate to each other</td>
</tr>
<tr>
<td></td>
<td>• Tolerance offset</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
ANSWERING RQs

RQ 1)  What is the value of collecting data from a production system using digital technologies?

The digital data representing a production system facilitates the ability to know and have an understanding of what is happening in the real-world system and to have the virtual representation of the reality. Two main technologies that have been used are 5G telecommunication, with data managing and analyzing capabilities and 3D laser scanning. For the connected machine, 5G was the enabler for extracting digital data about the machine. This involved data about vibration, motor temperature, cycle time and similar. This gives an understanding of the condition and behavior of the machine in real-time, but also an understanding as the aggregated data is analyzed. The analyzed data over a longer time-series gives values to multiple roles in a production organization. For instance, production technicians designing the system and the maintenance engineers who care for the availability and uptime of the equipment can compare the design of the system to the real system. For the spatial data, it is about providing a digital representation as-is of the system and this can be done with high accuracy. This rapidly provides an understanding of the physical layout and placement of equipment for that environment in an offline mode.

RQ 2)  What is the value of decision support based on an increasing amount of digital data from a production system?

The decision support that can be based on more data supports the organization to have a better understanding of what is happening in the real world-system, the trends, and correlation to other data parameters, and enables prediction of the future and how the production system is changing. For the connected machine, more data can support mobility and flexibility of the organization, since they could receive data for decision support regardless of location in the workshop. Proactive actions can then be taken to ensure higher quality yields and better availability of the production equipment. The aggregated data can also enable trend analysis of data to identify previously unknown correlations. The spatial data building the virtual representation of the workshop could support an automated network planning process and support building a simulation model. It also reduces the resistance to change for an organization, since they can be involved in the final solution before implementation.
DISCUSSION

The discussion will cover the following topics; production system and current practice of data, the digital technologies and how the applicability of them, an increasing amount of data, data to information, and decision support. This is in relation to what has been important concepts and areas for this thesis. Further on will the quality in the research performed and the stakeholders of this work be discussed.

5.1 THE PRODUCTION SYSTEM AND CURRENT PRACTICE OF DATA

The manufacturing sector is phasing a fourth industrial revolution that will imply a transition towards a bigger focus on data, integration of network-wide ICT, and a higher level of automation with the human still involved in the system (Thoben et al., 2017). Data will come from various sources in the production system and it will be decisive to handle it in real-time for decision-making (Rüßmann et al., 2015). To understand the current system and what the practice of data look like, this section will discuss the availability of data, issues regarding the quality of data, and how the production organization anticipates using data in the future.

In the first study presented in this thesis, paper 1, data were collected with the intended purpose to be used for a simulation model. The approach succeeded in collecting data, but an important last step of the approach was also to show the availability of data needed for representing a production system. Based on the result in Table 4, data about quality yield, tied up capital and required space for storing work in progress were missing. These results motivated a next study to go further into this topic to understand their practice of data today and if they see a need to become more data-oriented. From the interview study with case company A and B in paper 6, the results show that both case companies experienced challenges with data acquisition, but rather of being independent challenges acting in silos the result provide insights that there is an interplay between them. The interplay and how the different challenges impacted each other were especially present at case company A, that has a lack in availability of data as was discussed. Not having procedures of how to handle data in a standardized way, not having systems that are interoperable with each other, and not having a system that is easy to maintain impact on how data is regarded as a reliable source and thereby impacting on the practice of data as decision
support to personnel in a production system. The availability of data in the current production system was scarce and thereby impacted on the practice of using data as decision support. From the evaluation performed in paper 2 addressing the importance of big data, it was stated by personnel from the manufacturing domain that most decisions are driven by the intuition and experience by personnel rather than by data that can describe the machine status. The same evaluation expressed that some areas, e.g., maintenance, have started to collect more data to provide trend analysis to support more proactive actions, but at the same time the variety of data available was limited.

The potential values of having more data available were stressed by the participants themselves in all projects and studies, but at the same time, the awareness was high that the data should provide value to the organization to motivate the costs involved in making more data available. Simply having more data may not make the decision-making better according to the respondents’ answer and it is crucial to receive the right data in the right form. These statements strengthen the crucial aspect to demonstrate how digital technologies can be used and how the data provides benefits to the organization. Since the theory presented in this thesis and examples from other sectors show that having simply more data can provide value even though the use of it is not obvious in advance. As both theory and practice have demonstrated, there is a need to identify the value of data for decision-making, which is the stated aim of this thesis. By answering the two research questions, that cover separate parts of the data value chain, the thesis can get closer to the aim.

5.2 DIGITAL TECHNOLOGIES

The digital technologies have had and still have a tremendous impact on society and industries. As presented in Figure 5 from Hilbert and López (2011), the digital and analog technologies are divided into communication, computation, and storage. In this work, an important aspect has been the digital technologies that can make the data generated at different levels in the production system available to the organization for supporting decision-making. This section will go further into the topic and discuss the digital technologies that have been used, i.e., 5G telecommunication and 3D laser scanning and how they support in digitalizing data about the production system.

By deploying 5G it was possible to extract both data that was already stored in the machine computer, collected for other purposes, and by adding external sensors additional data about vibration and temperature could also be collected. To connect sensors and/or devices is supported by the flexibility and mobility that 5G provides to the shop floor. The data in itself, so-called raw data, can provide the benefits to the organization to know the status of the machine, for instance, what the vibration looks like or that something has caused a stop in the machine.

3D laser scanning captures and digitalizes spatial data of the production system and two of the studies utilized this technology for making data available. In both studies, the main objective was to capture spatial data of the production system, but they differ to some degree depending on the end purpose. In paper 3, the intention was to support the design of a network for an indoor environment, and here the information about the facility, placement of equipment but also the material present in the environment are important factors since they impact on the radio coverage for an indoor environment. In paper 4, it was mainly the data that can describe the facility and where equipment is placed that is important in order to support building a simulation model representing the production system. 3D laser scanning can support in any project or study that requires an accurate understanding of the existing facility that is going to be evaluated or changed since it is a rapid method for generating the virtual representation. The spatial data is providing a common basis for what the environment looks like in reality represented in a virtual version that is not interfering with the ongoing production.

5.3 INCREASING AMOUNT OF DATA

Increasing amount data and big data has been a topic throughout this thesis, and referring to the definition it involves data in big volumes, fast in retrieval and processing, and collected from a big variety of resources (Laney, 2001). Besides that, other aspects that have been presented as important for the big data era are value, variability, and veracity (Gandomi and Haider, 2015). In the new era where the technologies can support the new type of data, there is an opportunity to collect as much data as possible, since the secondary use of data has become more important. As Mayer-Schönberger and Cukier
(2013) put it, much of the value in data comes from the secondary use of it and if that can be considered for at an early stage, this motivates the collection of multiple data streams and many data points in each stream. This is because the cost does not increase by significant numbers when the volume of data increases and can therefore further motivate the collection of data.

The studies presented in the results chapter strengthen the idea that decision-making driven by data are better decisions and more data made available can support the organization. In the case of the connected machine, the technology even enabled new data sources that have not been available in digital form before to the production organization. It was also seen in the current state, that there is a lack of available data that are free from quality issues to support the decision-making. The results tell that the current practice of data in the manufacturing sector is scarce. The understanding, however, was that more data and data with high quality can support the organization to do more informed decisions. As one of the interviewees puts it “data acquisition is very important for this initiative, it is a no-brainer.”

In the studies where digital technologies have been used, it can be seen that they have collected and enabled more data representing the reality of the production system. In the case of the connected machine, several data streams were collected and combined to gain insights about correlation supporting numerous roles in the production organization depending on use. For the studies where the spatial data was collected, the procedure is the same regardless of the intended use and can be used for multiple purposes, which indicates that data have a secondary use.

5.4 DATA TO INFORMATION

The big data era is not only about having more data but also to make meaningful insights from the data. With the new technologies and ways of handling data, it will be possible to process and analyze it for the further use of it. They will support for the analysis of a wide range of different data types, such as textual, video and audio content. If you go even further to using the machine learning application, it can create statistical models that fit, optimize and predict the data in a rapid matter (Davenport, 2014). Some scholars stress that data itself not necessarily give value to the organization, but it is when it has been transformed to information and provide insights as the real value is achieved (Chatfield et al. 2015; Li et al. 2014).

In the case of the connected machine, several data streams were collected. The data streams were selected since they were termed to be of interest to support numerous different roles that are related to the production organization. The various data streams collecting different physical signals, such as the vibration or temperature, were combined at the analytic phase of the study. What was strived for here was to identify new correlations between different data streams that have not been known by the organization before. An example of a question raised was “can the combination of vibration and temperature data tell the organization that the machine condition is as desired, or is a trend in the data indicating the need of maintenance or other actions?”. This mindset and approach are much aligned to what the big data era will imply, to combine new data streams containing big volumes of data points to identify new correlations to gain new insights about processes and operations. The virtual representation is another example of where the data itself, depending on need, can be used multiple times for gaining more insights. In this thesis, the same procedure for collecting the data has been done, but the processing and change of the virtual version have been adapted to the two purposes when building a simulation model and planning a network.

5.5 DECISION SUPPORT

The fourth revolution is taking place in the manufacturing sector and the role of the operator in this system is anticipated to change. The role of the humans is expected to shift from operating a single machine towards a role and responsibility for making strategic decisions to manage the system and also be a problem solver that can cope with the changing circumstances (Hermann et al., 2016). As was stated by Kościelniak and Puto (2015), decision-making involves making a selection in a situation that otherwise would not be resolved. In this context, the data is providing support building the basis to make an informed decision. The results in this thesis strengthen the idea that data can provide decision support in the manufacturing environment to make more informed decisions. As the two authors McAfee and Brynjolfsson (2012) state “data-driven decisions are better decisions – it’s as simple as that” there is
much in this saying to learn by the manufacturing sector. There is potential as the technologies become more mature and the organizations can see the impact and value of having more data available to understand their processes and operations. The intuition will be complemented by data-driven decision support to make informed decisions.

Information presented to a domain expert should involve facts, concepts, and theories that are relevant to the domain of the problem (Byström and Järvelin, 1995). In paper 5, the topic of how the gap between two separate domain expert groups needed to be bridged in order to build the data value chain was addressed. According to the literature about the knowledge gap between domain experts in different fields, the study could confirm that this gap exists. Based on the experiences from the study, the authors suggest the following improvements in order to ease the creation of a data value chain for future cases: (1) agile work cycle, (2) know what parts that are self-comparable and what parts that are not relevant, (3) connect the data to relevant metadata depending on products, components, machines, batches, or product families, and (4) experiment with data but let the manufacturing process experts guide these experiments. To make the decision support relevant to the domain expert should be improved with the efforts of point 2, 3, and 4. It was seen from the study that the domain knowledge needs to be part of the development of decision support in order to evaluate if it is providing any new and relevant information. An example from the study concerns the resolution and frequency data is presented in. If the operations are in second, the frequency of presenting data in intervals of minutes is too big and will not tell the organization when something unexpected is happening. For this new area where IT related and manufacturing expertise are going to be combined, it will be crucial to work together and address the four points presented here for creating the data value chain.

From the studies, it was identified that the additional values provided from the data involve the ability to know more about when something happens, provide better insights for planning, but also in the communication with external partners. Another aspect is the democratization of who can impact on the decision made since everyone is provided with the same decision support. It also supports in the design of the system, both seen in the planning of a network, building the simulation model, and for the evaluation of how well the real-system corresponds to the designed system. This brings the value that interference with the real-system could be reduced. Values mentioned was the enabling of higher flexibility of personnel when data of machine status can be presented anywhere at any time. In paper 2 it was stressed, however, that it is vital for the data made available is the right data with the right resolution. This statement strengthens what was explained in section 2.6 that information should represent the event that will occur and how it should be handled. It involves the structure, properties, and requirements of the problem (Byström and Järvelin, 1995) and information should increase the receivers understanding of the problem.

5.6 QUALITY IN RESEARCH

To state the current practice of data, was an outcome of an effort with another intended purpose and in a next stage followed up with more in-depth interviews. The findings have been supported by the research literature strengthen the generalizability. A limitation of the studies performed is, however, the scope and scale of the study. To state, the current practice has included three companies and most results have been based on the employees’ experience and understanding. For the focus interview in paper 2, a selection of people with different responsibilities and purpose of using data were selected. To make the results even more solid would require multiple focus interviews involving a bigger variety of roles from the company.

To answer RQ 1 and 2, a change was made to the system introducing and applying digital technologies to make more data available. To evaluate and identify how this provide value to the organization, qualitative data collection methods such as interviews, observations, and also participation in the study were used. Even stronger statements would be to have quantitative measures of how these new data could provide value, for example increasing productivity, but it was termed that it was more important to identify the values stated by the production organization at this point.

Most studies have been performed by a group of researcher, especially the technical implementation in project B that has also involved more roles from IT/telecommunication and the manufacturing field. Interview guides have been developed based on topics identified in the research field and that has been termed to be of interest to investigate further. Being more than one researcher while interviewing,
ensured more than one perspective to the study. In paper 6, semi-structured interviews were used and the researcher did the first analysis by themselves according to a number of areas that were decided on beforehand. This was in a later stage discussed together and the intention was to not impact each other in the analysis phase to make the findings more trustworthy.

The papers appended to this thesis have all went through a peer review process, where at least two researchers have reviewed them. This process has provided very valuable comments about the content, how the studies were performed and the conclusions derived. The comments have revealed where the statements have not been clear enough and where the expectations received from the introduction was not aligned with the methodology and results presented. By highlighting where expected and actual content deviates, the quality of the papers could be increased. Most of the papers appended are conference proceedings, which have provided the opportunity to present the paper to other scholars in the field as well. The discussions on these occasions have provided a good opportunity to receive insights and comments about the research performed and to understand how it can contribute to the research community. Paper 3 has been submitted to a journal.

To ensure the credibility of the research, the transcribed and documented interview answers have always been shared with the interviewees for them to review. For each of the paper appended, the industry partners have been co-authoring and thereby also confirmed the content that is presented. For the transferability, it was already mentioned that it can be questioned because of the limited number of interviews and companies studied. However, it was also stated that the findings are aligned with the current discussion in the research field that can strengthen the results presented. Another aspect of the transferability is the technical implementation and change to the system that was made with the intended purpose to be scalable and be possible to be performed twice. This is a reason why these papers put much emphasis on describing the process and how the technical implementation was performed to make it transferable to similar cases. In the same way, the intended purpose to reduce the dependability of the studies was to make it possible to observe the same phenomena twice. For the confirmability, the bias has been reduced by performing the studies by more than one research and the review process have also made the content less bias.

5.7 STAKEHOLDERS

The intended stakeholder and receiver of this work is the manufacturing domain. Both within the research community and the practitioner in industry. The purpose has been to state how an increasing amount of data can provide value to the production organization. As the title suggests, the value of data is increased by the results that have been presented here. Firstly, from the results stating the current practice of data that shows on an understanding of why data to support decisions is important and what the consequences are when data is not available. Secondly, in the studies where the delta before and after using digital technologies has been described and the values have been identified from having an increased amount of data. So the intended receiver of this work is someone that seeks to understand how the value of the data in a production system can be used in order to gain value from it.
CONCLUSIONS

Digital technologies are providing society and industry with new opportunities for making data available in digital form. Amongst industries, the manufacturing domain is one of them and in order to make them adopt these technologies it will be crucial to show how the data provide values. From the studies that have been exploring the current practice of data to represent the production system it was seen that the availability of data was scarce, and in the cases where data existed, the acceptance of the data was low or questioned. The current practice of data use in the production system and the awareness that decision-making should be based on more data motivated the research questions. The aim of this thesis was therefore to identify the value of data for decision-making.

The first question in this thesis concerns how more digital data being available can provide value to the manufacturing organization. The values identified for the connected machine are the status for the critical machine components, comparison between the behavior of the real-world system and the designed system, understanding the processes better, and analysis of aggregated data over a longer time series to learn from data but also to enrich the understanding of what the challenges are when connecting a machine. For the spatial data collection, the technology captures a production system as-is and it is very accurate and photorealistic. It can also supplement other data collection methods and assist in the next step when it is intended to make a change in a production system.

“To measure more is to know more” (McAffee and Brynjolfsson, 2012) is a statement that has been a cornerstone throughout this thesis and has also been justified by the results presented to answer research question 2. In the case of the connected grinding machine, more data about the condition of the machine can support the operator in daily operations, the maintenance organization in making better predictions of the required actions, and can provide the production engineer with a feedback loop of how the system is acting in reality compared to the intended behavior. In the case of providing more spatial data about an environment that can be presented in a virtual representation, the data has supported the involvement of several different roles within the company and allowed the building of a realistic simulation model. When designing the network, data support can provide the spatial information in an offline mode that can make the factory radio design process automated instead of being performed in an ad hoc manner based on experience and intuition. It also allows the planning of changes in an offline environment that will reduce disturbance of production.
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