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Abstract

The paradigm shift from 4G to 5G communications, predicted to enable new use cases such as ultra-reliable low-latency communications (URLLC), will enforce a radical change in the design of communication systems. Unlike in 4G systems, where the main objective is to have a large transmission rate, in URLLC, as implied by its name, the objective is to enable transmissions with low latency and, simultaneously, very high reliability. Since low latency implies the use of short data packets, the tension between blocklength and reliability is studied in URLLC.

Several key enablers for URLLC communications have been designated in the literature. A non-exhaustive list contains: multiple transmit and receive antennas (MIMO), short transmission-time intervals (TTI), increased bandwidth, and feedback protocols. Furthermore, it is not only important to introduce additional diversity by means of the above examples, one must also guarantee that the scarce number of channel uses are used in an optimal way. Therefore, protocols for how to convey meta-data such as control information and pilot symbols are needed as are efficient short-packet channel codes.

This thesis focuses on the performance of reliable short-packet communications. Specifically, we provide converse (upper) bounds and achievability (lower) bounds on the maximum coding rate, based on finite-blocklength information theory, for systems that employ the key enablers outlined above. With focus on the Rician and Rayleigh block-fading channels, we are able to answer, e.g., how to optimally utilize spatial and frequency diversity, how far from optimal short-packet channel codes perform, and whether feedback-based schemes are preferable over non-feedback schemes.

More specifically, in Paper A, we study the performance impact of MIMO and a shortened TTI in both uplink and downlink under maximum-likelihood decoding and Rayleigh block-fading. Based on our results, we are able to study the trade-off between bandwidth, latency, spatial diversity, and error probability. Furthermore, we give an example of a pragmatic design of a pilot-assisted channel code that comes within 2.7 dB of our achievability bounds. In Paper B, we partly extend our work in Paper A to the Rician block-fading channel and to practical schemes such as pilot-assisted transmission with nearest neighbor decoding. We derive achievability bounds for pilot-assisted transmission with several different decoders that allow us to quantify the impact, on the achievable performance, of pilots and mismatched decoding. Furthermore, we design short-packet channel codes that perform within 1 dB of our achievability bounds. Paper C contains an achievability bound for a system that employs a variable-length stop-feedback (VLSF) scheme with an error-free feedback link. Based on the results in Paper C and Paper B, we are able to compare non-feedback schemes to stop-feedback schemes and assess if, and when, one is superior to the other. Specifically, we show that, for some practical scenarios, stop-feedback does significantly outperform non-feedback schemes.

Keywords: Block-fading channels, ultra-reliable low-latency, Rayleigh fading, Rician fading, variable-length stop-feedback, short-packet channel codes.
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### Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3GPP</td>
<td>3rd generation partnership project</td>
</tr>
<tr>
<td>ARQ</td>
<td>Automatic repeat-request</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive white Gaussian noise</td>
</tr>
<tr>
<td>BLER</td>
<td>Block error probability</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary phase-shift keying</td>
</tr>
<tr>
<td>BSC</td>
<td>Binary-symmetric channel</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel state information</td>
</tr>
<tr>
<td>DMC</td>
<td>Discrete memoryless channel</td>
</tr>
<tr>
<td>FBL-NF</td>
<td>Fixed-blocklength with no feedback</td>
</tr>
<tr>
<td>GRCEE</td>
<td>Generalized random-coding error-exponent</td>
</tr>
<tr>
<td>HARQ</td>
<td>Hybrid automatic repeat-request</td>
</tr>
<tr>
<td>LTE</td>
<td>Long-term evolution</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-input multiple-output</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal frequency-division multiplexing</td>
</tr>
<tr>
<td>PAT</td>
<td>Pilot-assisted transmission</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quaternary phase-shift keying</td>
</tr>
<tr>
<td>RCU</td>
<td>Random-coding union bound</td>
</tr>
<tr>
<td>RCUs</td>
<td>Random-coding union bound with parameter $s$</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-input single-output</td>
</tr>
<tr>
<td>TTI</td>
<td>Transmission-time interval</td>
</tr>
<tr>
<td>URLLC</td>
<td>Ultra-reliable low-latency communications</td>
</tr>
<tr>
<td>VLF</td>
<td>Variable-length feedback</td>
</tr>
<tr>
<td>VLSF</td>
<td>Variable-length stop-feedback</td>
</tr>
</tbody>
</table>
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Part I

Overview
Since the advent of the first generations (analog) wireless cellular systems in the seventies, the last 50 years have been subject to a rapid development of the communications infrastructure. As next generation wireless communications are established, new use cases are enabled that are not only targeted to be utilized by humans. These use cases fall under what is referred to as the Internet of Things (IoT) and will enable devices such as home appliances and cars to be connected. The number of IoT devices is expected to have an annual growth rate of 30 percent, yielding a staggering 23.3 billion devices in 2023 [1]. However, realizing the IoT vision is a tremendous task that requires engineers and researchers to rethink wireless system design. The standardization groups of 5G have identified three separate use cases as [2]:

i) Enhanced mobile broadband (EMBB) treats large data packets and how to deliver them using a large data rate. This can be seen as an extension of the already established long-term evolution (LTE) system that is designed for the very same use case.

ii) Massive machine-type communications (MTC) is a new use case in which a massive number of devices, e.g., sensors, send sporadic updates to a base station. Here, both the data rate and the latency is secondary but what is important is the power consumption and the reliability. Hence, one of the main challenges is how to create asynchronous transmission protocols such that the power consumed at a device is minimized.

iii) Ultra-reliable low-latency communications (URLLC) concerns the transmission of data at a very small error probability without violating a given latency constraint.
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For this use case, the data rate is typically low and the challenge resides in designing protocols with very little overhead that exploits the available diversity to enhance the reliability.

This thesis targets URLLC. The low-latency requirement in URLLC implies that the blocklength of data packets must be short. Traditionally, however, to achieve reliable transmission through the means of forward-error correction codes, the code length is required to be long—on the order of ten to a hundred thousand bits. Hence, URLLC challenges the well-established principle that a large blocklength is necessary for strong error-correction capabilities. In this thesis, we shall exclusively focus on the block error probability (BLER), i.e., the probability that a transmitted sequence of information bits cannot be reconstructed at the receiver.

It is expected that URLLC will enable use cases as diverse as self-driving vehicles, professional audio, smart grids, the tactile Internet, and automated factories, only to mention a few. In Fig. 1.1, the most stringent reliability and latency constraints of the aforementioned applications are shown [3]–[6]. For example, according to [3], the most stringent use case for self-driving cars will target one packet error in one hundred thousand packets while the latency is not to exceed 10 ms. In Fig. 1.1, it can also be seen that current wireless systems do not possess the capability to support URLLC. Therefore, organizations such as the 3rd generation partnership project (3GPP) have identified some of the key enablers for URLLC as follows:

- A shortened transmission time interval (TTI), i.e., a reduction of the smallest number of orthogonal frequency-division multiplexing (OFDM) symbols that can be scheduled for transmission [7], [8]. For example, in LTE release 13, a TTI corresponds to 0.5 ms. In next generation’s wireless systems, however, a transmit duration down to 0.14 ms is anticipated [9].

- Hybrid automatic repeat request (HARQ) protocols where the control data is compactly signaled [10]. It is known that for the same average rate and average blocklength, feedback schemes are able to achieve lower error probabilities than non-feedback schemes [11]. Hence, for a given error probability, feedback schemes have the potential to reduce the transmission latency.

- Exploitation of diversity. It should be noted that, due to the latency constraint, time diversity may be prohibitive. Hence, other sources of diversity such as frequency diversity, by transmitting over a bandwidth that spans several channel coherence bandwidths, and/or diversity in space, by utilizing multiple transmit and receive antennas, i.e., multiple-input multiple-output (MIMO), will be key [12].

- As the blocklength decreases, the channel-coding gain also decreases. Hence, the accuracy of the channel state information (CSI) becomes an important factor and advanced channel estimation techniques must be used [10]. Furthermore, as the
blocklength is small, it is not even clear whether one should rely on estimating the channel or if it is preferred to communicate noncoherently, i.e., operate without any knowledge of the fading gains [13].

- The design of short-packet channel codes will play an important role in obtaining systems with good performance. When designing codes for URLLC, it is important to consider the decoding time, hence, iterative decoder designs may not be suitable. Furthermore, iterative decoders have been shown to perform poorly for short blocklengths since their design relies on density evolution and EXIT charts, which are inherently asymptotic in the blocklength [14].

![Figure 1.1: Latency and reliability requirements for some URLLC applications.](image)

In the process of designing URLLC protocols, it is also important to know what performance one can possibly expect, i.e., to quantify the fundamental performance using information theory. In previous generation wireless systems, e.g., in 4G, fundamental performance metrics based on very large blocklengths, such as the ergodic capacity and the outage capacity, have been used to benchmark system performance. While such metrics yield an accurate prediction of the fundamental performance in systems designed for long packets, it has been shown that such metrics greatly over-estimates the performance of short-packet communication systems [15], [16]. Instead, accurate performance metrics can be derived from finite-blocklength information theory, which characterizes the maximum coding-rate achievable for a target BLER $\epsilon$ and a given blocklength $n$ [15].
In this thesis, we are mainly concerned with the wireless channel, where it is common to transmit each codeword over several coherence bandwidths and/or coherence times, to exploit the inherent time-frequency diversity in the channel (the properties of the wireless channel are discussed in more detail in Chapter 3). It should be noted that by increasing the number of coherence blocks over which the codeword is transmitted, the diversity increases. However, this comes at the expense of an increase in resources needed to estimate the fading gains. Hence, there is a trade-off between channel estimation and diversity exploitation [17].

In Fig. 1.2, we depict this trade-off, using the maximum coding rate as the performance metric, for the single-input single-output (SISO) Rayleigh block-fading channel which is a commonly used model for wireless channels. By using finite-blocklength information theoretic tools, one obtains the green region in Fig. 1.2 in which the trade-off can be seen clearly. Indeed, for a small number of coherence blocks, not enough diversity is exploited to achieve a large rate, while, for a large number of coherence blocks, the channel estimation overhead is the bottleneck. Also, we show the typical appearance of the maximum coding rate predicted by asymptotic metrics, i.e., the ergodic- and outage capacity metrics. As can be seen, the asymptotic predictions overestimate the maximum coding rate. Therefore, a system that is designed based on the asymptotic metrics may not be operating in an optimal manner.

**Figure 1.2:** Comparison of capacity metrics and an upper bound on the maximum coding rate for no-feedback schemes over a wireless SISO channel with SNR = 6 dB and a blocklength of 168 symbols.

It should be noted that an exact characterization of the maximum coding rate for a fixed blocklength and BLER is in general out of reach. Indeed, an exhaustive search
over all coding schemes requires a search over a set with a number of elements that is
doubly exponential in the blocklength. Furthermore, it has been shown that the problem
is NP-hard for discrete channels [18]. Instead, nonasymptotic analysis usually targets
tight, numerically computable upper and lower bounds that together characterize the
maximum coding rate [15].

In this thesis, we begin our study by focusing on fixed blocklength and no feedback
(FBL-NF) communications. By leveraging the results in [15], [19], [20] and by adapt-
ing the general framework of mismatched decoding [21]–[25], we are able to incorporate
each of the key enablers listed above and present tight upper and lower bounds on the
maximum coding rate. Hence, we provide a framework to benchmark FBL-NF commun-
ications, which can be used in the design of wireless systems. We also showcase the
usefulness of the bounds by constructing channel codes that perform within one dB of
the bounds.

Next, we go on to study variable-length stop-feedback (VLSF) schemes, a general
family of stop-feedback schemes to which commonly used feedback schemes such as au-
tomatic repeat-request (ARQ) and HARQ belongs. The performance of such schemes
is not captured by the framework in [15] due to the variable-length nature of the trans-
mitted codewords. However, starting from the results in [26], we are able to develop
an achievability bound that can be used to assess the maximum coding rate for a given
average and maximum latency, and BLER constraint.

Based on the results in this thesis, one is able to assess the performance impact of
MIMO, short TTI, diversity exploitation, imperfect CSI, and mismatched decoding on
communication systems operating at a low BLER under very strict latency constraints.
Furthermore, we are able to assess if, and when, one should utilize feedback-based
schemes rather than no-feedback based schemes in URLLC.

1.1 Thesis outline

In Chapter 2, we introduce the short-packet communication setups that are considered in
the thesis. Specifically, we define the FBL-NF and VLSF setup, and we review the main
results for the two setups. In Chapter 3, we provide a review of the main characteristics
of a wireless channel and show how those characteristics translates into the block-fading
channel. Furthermore, we provide an overview of previous nonasymptotic results for the
block-fading channel. In Chapter 4, we provide a brief overview of our contributions
in the attached papers. Finally, we discuss possible future research directions based on
what is included in the thesis.

1.2 Scope of Thesis

The aim of this thesis is to present nonasymptotic bounds that tightly characterize the
maximum coding rate and, at the same time, incorporate many of the key-enablers of
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URLLC such as MIMO, short TTI, HARQ, diversity exploitation, imperfect CSI, and mismatched decoding. The channel considered in this thesis is the block-fading channel—a channel that can be used to model, e.g., OFDM transmission in frequency-selective fading channels [27]. This is shown in Paper A where we present converse and achievability bounds on the maximum coding rate over the Rayleigh block-fading channel for a noncoherent MIMO communication system with short TTI. Some preliminary work on how to design channel codes for short packets is also presented. In Paper B, we partly extend the work in Paper A by considering a SISO system in a Rician block-fading channel where we take into account both pilot-assisted transmission (PAT) and mismatched decoding. Based on the results in Paper B, we are able to assess the suboptimality of PAT and of a mismatched decoder that does not operate according to the maximum likelihood (ML) rule. We also present short-packet channel codes that are shown to perform within one dB of the performance predicted by our bounds. In the last work included in the thesis, Paper C, we obtain a general achievability bound for HARQ with error-free feedback subject to a block-error probability, a maximum latency, and an average latency constraint. From the results in Paper B and Paper C, we are able to assess whether FBL-NF or HARQ should be used, given the system and channel parameters.

1.3 Notation

Uppercase letters such as $X$ and $\mathbf{X}$ are used to denote scalar random variables and vectors, respectively; their realizations are written in lowercase, e.g., $x$ and $\mathbf{x}$. Two different fonts are used to write deterministic matrices (e.g., $X$) and random matrices (e.g., $\mathbf{X}$). We use $X_{[\mathbf{v}]}$ to denote the horizontal concatenation of $v$ components, e.g., $X_{[\mathbf{v}]} = [X_1, \ldots, X_v]$. The identity matrix of size $n \times n$ is written as $I_n$. We denote by $\mathbb{R}$ the set of real numbers, $\mathbb{R}_+$ the set of positive real numbers, and by $\mathbb{C}$, the set of complex numbers. The distribution of a complex Gaussian random variable with mean $\mu$ and variance $\sigma^2$ is denoted by $\mathcal{CN}(\mu, \sigma^2)$. We write $\log(\cdot)$ and $\log_2(\cdot)$ to denote the natural logarithm and the logarithm to the base 2, respectively. Finally, $[a]^+$ stands for $\max\{0, a\}$, $\mathbb{1}\{A\}$ denotes the indicator function of the event $A$, $\mathbb{P}[\cdot]$ denotes probability, and $\mathbb{E}[\cdot]$ the expectation operator.
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In this chapter, we present the problem setups for short-packet communication schemes with and without stop-feedback. Furthermore, we provide a literature review of the finite blocklength information theory results that are relevant to put the thesis into context. This chapter has a general flavor and applies to an arbitrary channel and an arbitrary decoder. We shall begin with the FBL-NF setup and then move on to the VLSF setup. In Chapter 3, we shall particularize the results for the wireless channels that are of interest in URLLC.

2.1 Fixed Blocklength with no Feedback

2.1.1 System Model

Consider a discrete-time MIMO block-fading channel with \( n_t \) transmit and \( n_r \) receive antennas. Let a message \( m \) belong to a set of \( M \) messages and be represented by \( k \) bits. The message is to be conveyed from a source, over a noisy link, to a destination. The source deploys an encoder that maps the \( k \) bits onto a codeword, represented by a matrix \( X[L] = [X_1, \ldots, X_L] \in \mathcal{A}^L \), where the input space \( \mathcal{A}^L \) denotes the \( L \)-fold Cartesian product of the space \( \mathcal{A} \) and \( X_j \in \mathcal{A} \) is a matrix of size \( n_t \times n_c \) for \( j = 1, \ldots, L \). Hence, the codeword \( X[L] \) consists of \( L \) subcodewords, each of length \( n_c \) channel uses, and the entire codeword is transmitted in \( n = Ln_c \) channel uses. Furthermore, we impose some input constraints on each submatrix \( X_j \), i.e., \( X_j \in \mathcal{X} \triangleq \{ X \in \mathcal{A} : X \text{ fulfills all constraints} \} \) for \( j = 1, \ldots, L \). Hence, we have that \( X[L] \in \mathcal{X}^L \). Note that a submatrix constraint is more restrictive than a full-codeword constraint but will enable us to evaluate the converse
bound and, as will be seen, still yield bounds that are tight. Furthermore, note that this setup includes coding strategies such as space-time block coding, forward error-correction coding, and transmission protocols for channel estimation, such as PAT.

We will refer to a channel as the conditional probability measure, denoted $P_{Y_j|X_j}$, that assigns a probability of receiving a matrix $Y_j \in B^L$ given an input matrix $X_j \in X^L$. Here, $Y_j \in B$ is a matrix of size $n_r \times n_c$ for $j = 1, \ldots, L$ and $B$ denotes the output space. The channel $P_{Y_j|X_j}$ may be discrete or continuous. A special case that is of particular interest in this thesis is the block-memoryless and stationary channel with the property

$$P_{Y_j|Y_{j-1},X_j} = P_{Y_j|X_j} = P_{Y_j|X_j}.$$  \hfill (2.1)$$

At the destination, when the whole codeword is received, a guess $\hat{m}$ of what was the transmitted message will be formed. We will refer to a decoding metric as a mapping $q^L : X^L \times B^L \rightarrow \mathbb{R}_+$. The decoding metric is used, along with a decision rule, to decide among the $M$ messages, which one was transmitted by the source. For example, the maximum-metric decision rule for an observation $Y_{[L]}$ results in the guess

$$\hat{m} = \arg \max_m \left\{ q^L(X_{[L]}(m), Y_{[L]}) \right\}$$  \hfill (2.2)$$

where $X_{[L]}(m)$ denotes the input generated from message $m$. Furthermore, for a factorizable decoding metric $q^L(\cdot, \cdot)$, we define the mapping $q : X \times B \rightarrow \mathbb{R}_+$ such that

$$q^L(X_{[L]}, Y_{[L]}) = \prod_{j=1}^L q(X_j, Y_j).$$  \hfill (2.3)$$

We will refer to a decoding metric $q^L(X_{[L]}, Y_{[L]}) = P_{Y_j|X_j} = P_{Y_j|X_j}$ as the ML metric, and, otherwise it will be referred to as a mismatched decoding metric. The system model for the block-memoryless, stationary channel in (2.1) is shown in Fig. 2.1.

![System model of FBL-NF transmission.](image)

**Figure 2.1:** System model of FBL-NF transmission.

**Example:** Consider the the complex SISO additive white Gaussian channel (AWGN) channel under an average power constraint $P$, the ML metric, and the decision rule in (2.2). The above definitions are: $n = n_c L$, $A = \mathbb{C}^{n_c}$, $X = \{ x \in A : \| x \|^2 \leq n_c P \}$, $B = \mathbb{C}^{n_c}$, $P_{Y|X=x} = \mathcal{CN}(x, I_{n_c})$, and $q(x, y) = P_{Y|X}(y|x)$. 
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2.1.2 An FBL-NF code

Next, we formally define a channel code for the FBL-NF setup.

Definition 1. An \((L, n_c, M, \epsilon)\)-FBL-NF code consists of:

- An encoder \(f : \{1, \ldots, M\} \to \mathcal{X}^L\) that maps the message \(m\), which is uniformly distributed on the set \(\{1, \ldots, M\}\), to a codeword \(C[1](m) = f(m) \in \mathcal{X}^L\) in the set \(\{C[1](1), \ldots, C[1](M)\}\). Each codeword is composed of \(L\) subcodewords where \(C[j](m) \in \mathcal{X}\) for \(j = 1, \ldots, L\) and \(m = 1, \ldots, M\).

- A decoder \(g : \mathcal{B}^L \to \{1, \ldots, M\}\) that maps the channel output \(Y[L]\) to a message estimate \(\hat{m} = g(Y[L])\) where \(Y[L]\) is the channel output induced by the codeword \(X[L] = f(m)\). The decoder satisfies the average packet error probability constraint

\[
Pr\{\hat{m} \neq m\} \leq \epsilon.
\]  

(2.4)

As there are four parameters defining an FBL-NF channel-code, there are several ways in which one may assess the fundamental performance in the nonasymptotic regime. Perhaps the most commonly used metric is the maximum coding rate \(R^*\) given as

\[
R^*(L, n_c, \epsilon) \triangleq \sup \left\{ \frac{\log_2(M)}{L n_c} : \exists (L, n_c, M, \epsilon)\text{-FBL-NF code} \right\}. 
\]  

(2.5)

Another common metric is the minimum average error probability \(\epsilon^*\) given as

\[
\epsilon^*(L, n_c, M) \triangleq \inf \{\epsilon : \exists (L, n_c, M, \epsilon)\text{-FBL-NF code}\}. 
\]  

(2.6)

Finally, note that, if the \(L\) subcodewords are spread across \(L_f\) frequency bands and \(L_t\) time slots such that \(L = L_f L_t\), the latency \(D\), in channel uses, is given directly by \(L_t n_c\), i.e., \(D = L_t n_c\).

2.1.3 Generalized Information Density

We will next introduce the generalized information density, a functional that is used extensively in finite-blocklength information theory. Let \(P_{X[L]}\) be an input distribution induced by the encoder. For any \(s \geq 0\), we define the generalized information density as a mapping \(i^L_s : \mathcal{X}^L \times \mathcal{B}^L \to \mathbb{R}\), defined as

\[
i^L_s(X[L], Y[L]) \triangleq \log \frac{q^L(X[L], Y[L])^s}{\mathbb{E}[q^L(X[L], Y[L])^s]}
\]  

(2.7)

where \(X[L] \sim P_{X[L]}\). For the nonasymptotic information-theoretic results presented in the sequel, obtaining the generalized information density for the setting under consideration will turn out to be key.
Furthermore, for identical and independently distributed (i.i.d.) inputs, i.e., when $P_{X_{[L]}}$ factorizes as $P_X^L$, and a factorizable decoding metric, (2.7) can be expressed as

$$i_s^L(X_{[L]}, Y_{[L]}) = \sum_{j=1}^{L} i_s(X_j, Y_j)$$

(2.8)

where we define the generalized information density per block as a mapping $i_s : \mathcal{X} \times \mathcal{B} \rightarrow \mathbb{R}$ as

$$i_s(X_j, Y_j) \triangleq \log \frac{q(X_j, Y_j)^s}{E[q(X_j, Y_j)^s]}$$

(2.9)

for $j = 1, \ldots, L$, and where $\overline{X}_j \sim P_X$.

**Example:** For the case $q^L(X_{[L]}, Y_{[L]}) = P_{Y_{[L]}|X_{[L]}}(Y_{[L]}|X_{[L]})$ and $s = 1$, the generalized information density in (2.7) is proportional to the log-likelihood of the input $X_{[L]}$.

### 2.1.4 Overview of Results for FBL-NF

We shall begin this section with a review of the nonasymptotic achievability bounds that are used in Paper A and Paper B. Thereafter, we review the min-max converse, a result that is based on the celebrated meta-converse theorem, which generalizes many of the converse results available in the literature [15, Th.27]. Finally, we review easy-to-evaluate asymptotic expansions of the bounds that yield accurate approximations of the nonasymptotic bounds.

**Error Exponent Achievability Bound**

A classic approach to study the performance of communication systems as a function of the blocklength is by fixing $R$ and then study how the error probability vanishes with $n$. This approach, which is based on large-deviation analysis [28], goes under so-called error-exponent analysis. Error-exponent analysis was pioneered by Robert G. Gallager in the 60’s and accounts for analyzing the following quantity [19]

$$E(R) \triangleq \lim_{L \to \infty} -\frac{1}{L} \log \epsilon^*(L, n_c, 2^{Ln_cR})$$

(2.10)

where $E(R)$ is referred to as the error-exponent and $R = \log_2(M)/(Ln_c)$. In words: the error exponent denotes the exponential rate of decay of the average error probability, for a fixed rate, as the blocklength increases.

By using a random-coding argument, Gallager proved a lower bound on the error-exponent, i.e., an achievability bound on the average error probability, for an arbitrary discrete-time memoryless channel with i.i.d. inputs satisfying an input constraint and a decoder using the ML decision rule. The achievability bound was later extended to mismatched decoding in [21], [29]. For our setting, it is given by the following theorem.
Theorem 1. [19, Ch. 7.3], [29, Th. 3], [30] Fix a rate $R > 0$ and let $r \geq 0$. Consider a block-memoryless, stationary channel $P_{Y[L]|X[L]}$, and a factorizable decoding metric $q^L$ as in Section 2.1.1. Furthermore, assume that each submatrix in $X[L]$ is i.i.d. according to an input distribution $P_X$. Furthermore, let the inputs obey the constraint $\sum_{L=1}^{L} c(X_j) \leq P$ with probability one (w.p.1.) where $c(\cdot)$ is an arbitrary, nonnegative, cost function on the subcodewords. Then, there exists an $(L, n_c, M, \epsilon)$-FBL-NF code with average error probability upperbounded as

$$\epsilon \leq \inf_{s \geq 0, \alpha \in [0, 1], r \geq 0} P_X \left[ \epsilon^r (c(X) - P) q(X, Y)^{s} \right] \left[ \sum_{L=1}^{L} c(X_j) \leq P \right]$$

(2.11)

where $(\overline{X}, X, Y) \sim P_X(X) P_{Y|X}(Y|X)$ and $B$ is such that $\log(B) / L \to 0$ as $L \to \infty$.

From Theorem 1, it can be seen that it is convenient to choose the input distribution such that the power constraint is satisfied with equality—a property that holds in, e.g., quaternary phase-shift keying (QPSK) and shell codes. We obtain the following corollary.

Corollary 1. Consider the same setup as in Theorem 1 but fix an input distribution $P_X$ such that $c(\overline{X}) = P$ w.p.1.. Then, there exists an $(L, n_c, M, \epsilon)$-FBL-NF code such that

$$\epsilon \leq e^{-LE(R, \alpha)}$$

(2.12)

where $E(R, \alpha)$ is the so-called generalized random-coding error-exponent (GRCEE), given as

$$E(R, \alpha) = \sup_{s \geq 0, \alpha \in [0, 1]} \left\{ -\alpha n_c R - \log E \left[ e^{-\alpha s(X, Y)} \right] \right\}$$

(2.13)

Proof. From Theorem 1 and from [19, Ch. 7.3], we have that $B = 1$ and $r = 0$. The result then follows from algebraic manipulations. \qed

Random-Coding Union Bound

Recall that the error-exponent analysis relies on first fixing a rate and then studying how the average error probability decreases with the blocklength. Another approach is to fix the average error probability and analyze how the maximum coding rate varies with the blocklength. This approach has recently received a lot of attention in the research community due to the recent contribution by Polyanskiy, Poor, and Verdú [15] where new general bounds on the maximum coding rate were presented. In this thesis, we shall mainly use a relaxation of what is referred to as the random-coding union (RCU) bound [15, Th. 16]. The RCU bound is given in the following theorem.

Theorem 2. [15, Th. 16] For an arbitrary input distribution $P_{X[L]}$ and a decoder with decoding metric $q^L$ using a maximum-metric rule, there exists an $(L, n_c, M, \epsilon)$-FBL-NF code such that

$$\epsilon \leq E \left[ \min \{1, (M - 1) \mathbb{P} \left[ q^L(\overline{X}[L], Y[L]) \geq q^L(X[L], Y[L]) \right] \} \right]$$

(2.14)
where \((\overline{X}_L, X_L, Y_L) \sim P_{X_L}(\overline{X}_L) P_{X_L|X_L}(X_L|\overline{X}_L) P_{Y_L|X_L}(Y_L|X_L)\).

Although Theorem 2 is the tightest achievability bound that is known till this date, it is in general difficult to compute due to the probability term inside the expectation. Indeed, since \(M\) is typically very large, the probability term is going to be very small. Instead, we shall make use of a relaxed version of Theorem 2, obtained by invoking Markov’s inequality on the probability term inside the expectation [20]. The resulting bound is referred to as the RCU bound with parameter \(s\) and is given by the following corollary.

**Corollary 2.** [20, Th. 1] For an arbitrary input distribution \(P_{X_L}\) and a decoder with decoding metric \(q_L\), and a maximum metric rule, there exists an \((L, n_c, M, \epsilon)\)-FBL-NF code such that

\[
\epsilon \leq \inf_{s \geq 0} \left\{ E \left[ e^{-[1 - L s(X_L, Y_L)] - \log(M-1)} \right]^+ \right\}. \tag{2.15}
\]

Even though Corollary 2 is a relaxed version of Theorem 2, it has been shown to yield the same error exponent, which also coincides with the GRCEE [20]. Therefore, (2.15) can be seen as a strengthened version of (2.12). Note, however, that (2.12) is sometimes easier to compute than (2.15).

**Meta-Converse Bound**

The converse bound that we shall use is a relaxed version of the meta-converse bound [15, Th. 27]. An interesting property of this bound is that it generalizes most of the previously known converse bounds in the literature, hence, it yields the best converse bound known for FBL-NF communications. The theorem is given as follows.

**Theorem 3.** [15, Th. 27] Let \(Q_{Y_L}\) be an auxiliary distribution on \(B_L\). We denote by \(P\) and \(Q\) the joint distributions \(P_{X_L} P_{Y_L|X_L}\) and \(P_{X_L} Q_{Y_L}\), respectively. Then,

\[
R^*(L, n_c, \epsilon) \leq \frac{1}{\ln c} \inf_{Q_{Y_L}} \sup_{P_{X_L}} \frac{1}{\beta_{1-\epsilon}(P, Q)} \tag{2.16}
\]

where

\[
\beta_{1-\epsilon}(P, Q) = \inf_{\mathbb{E}_P[\phi] \geq 1-\epsilon} \mathbb{E}_Q[\phi], \tag{2.17}
\]

\(\phi : \mathcal{X}_L \times B_L \to [0,1]\) denotes the probability that a randomized test chooses \(P\) given an observation \((X_L, Y_L)\), and \(\mathbb{E}_P[\cdot]\) denotes expectation with respect to the distribution \(P\). The optimizations over \(P_{X_L}\) and \(Q_{Y_L}\) are over the set of all probability measures on \(\mathcal{X}_L\) and \(\mathcal{B}_L\), respectively.
In words: \( \beta_{1-\epsilon}(P,Q) \) denotes the minimum probability of miss-classifying \( Q \), among all tests that guess \( P \) correctly with probability larger than or equal to \( 1 - \epsilon \).

Due to the optimization over all auxiliary output distributions on \( B^L \) and over all input distributions on \( X^L \), Theorem 3 is formidable to compute. However, in some scenarios, it is possible to show that the beta function is independent of the input \( X[L] \), and, then, the optimization over \( P_{X[L]} \) can be dropped. Furthermore, the bound can be relaxed by choosing a suitable auxiliary distribution \( Q_{Y[L]} \). The optimization problem is then reduced to choosing a \( Q_{Y[L]} \) that allows for the bound to be computed while not compromising the tightness of the bound. See [31, Ch. 3.4] for a review on strategies for how to choose \( Q_{Y[L]} \). Based on these relaxations and by lower-bounding the beta function as in [15, Eq. 106], we state the generalized Han-Verdú bound that shall be used in Paper A and in Paper B.

**Corollary 3.** [32, Lem. 3.8.2] Assume that \( \beta_{1-\epsilon}(P_{X[L]}P_{Y[L]|X[L]}, P_{X[L]}Q_{Y[L]}) \) does not depend on \( X[L] \) and let \( Q_{Y[L]} \) be an arbitrary distribution on \( B^L \). Then,

\[
R^*(L, n, \epsilon) \leq \inf_{\lambda \geq 0} \frac{1}{Ln} \left( \lambda - \log \left[ \mathbb{P} \left[ \mathcal{H}^L \left( X[L], Y[L] \right) \leq \lambda \right] - \epsilon \right] \right) ^+ \tag{2.18}
\]

where \( (X[L], Y[L]) \sim P_{X[L]} P_{Y[L]|X[L]} \).

Finally, we remark that for a given encoder, i.e., a given input distribution \( P_{X[L]} \), and the corresponding ML decoder, Theorem 3 and Corollary 3 have been shown to achieve the inequalities with equality for the optimal choice of auxiliary distribution \( Q_{Y[L]} \) [33].

**Approximations**

The bounds presented so far require the evaluation of either an expectation of a functional that takes as argument the generalized information density or a tail probability of the generalized information density. These terms are, in this thesis, evaluated by means of Monte-Carlo simulations. Therefore, as the average error-probability decreases, the bounds become increasingly demanding to evaluate. It is of great interest to obtain accurate, but still easy-to-compute, approximations of the bounds. Here, we briefly discuss two of the most common techniques that are used to approximate the nonasymptotic results in the previous sections.

- As already mentioned, the channel capacity does not yield a good approximation of \( R^* \) for small blocklengths. In fact, the channel capacity is a first-order approximation of the maximum coding rate. In [15], [34], second-order approximations, so-called normal approximations, based on the Berry-Esseen theorem [35] are provided on the form

\[
R^*(n, \epsilon) \approx C - \sqrt{n^{-1}VQ^{-1}}(\epsilon) \tag{2.19}
\]

where \( C \) is the channel capacity and \( V \) is the so-called the channel dispersion, a quantity that is related to the conditional variance of the information density. It
should be noted that the normal approximation, since it is based on a central-limit result, does not yield accurate results for small error probabilities or when the rate deviates significantly from the channel capacity [36].

- The saddlepoint expansion yields an asymptotic expansion of tail probabilities of the sum of i.i.d. random variables \( \{X_i\}_{i=1}^{n} \) on the form \( P\left[ \frac{1}{n} \sum_{i=1}^{n} X_i \geq x \right] \). By discarding the high-order terms that vanish with \( n \), the tail probability of a continuous random variable can be approximated as [37, Ch. 2]

\[
P \left( \frac{1}{n} \sum_{i=1}^{n} X_i \geq x \right) \approx e^{-n(\theta x - \kappa(\theta))} e^{-\frac{n|\theta|^2 \Sigma(\theta)}{2}} Q\left( \sqrt{n|\theta|^2 \Sigma(\theta)} \right)
\]

(2.20)

where \( \kappa(\theta) = \log \mathbb{E}[e^{\theta X}] \) and where \( \mu(\theta) \) and \( \Sigma(\theta) \) denote the first and second derivatives of \( \kappa(\theta) \) with respect to \( \theta \), respectively. Furthermore, \( \theta \) is chosen as to fulfill \( \mu(\theta) = x \).

Under the assumption of memoryless and stationary block-fading channel, the generalized information density can be expressed as a sum of the generalized information density in each block, and, therefore, the saddlepoint approximation may be applied in conjunction with the nonasymptotic bounds presented in the previous sections. Due to the large-deviation nature of the saddlepoint expansions, the approximation in (2.20) typically yields very accurate results even for very small \( \epsilon \). Note, however, that \( \kappa(\theta) \) is in general not known in closed form and must be evaluated numerically. The accuracy of the saddlepoint approximation has been demonstrated recently for several scenarios [36], [38], [39].

2.2 Variable-Length Stop-Feedback

In this section, we introduce the VLSF setup and define what we will refer to as a VLSF code. In a VLSF scheme, the destination is allowed to transmit one-bit feedback messages back to the source to request additional transmissions or to stop the transmission process. Hence, the VLSF setup is fundamentally different from the FBL-NF setup considered in the previous section. First, the source does no longer transmit a message using a fixed-rate code. Instead, a message is encoded into a low-rate codeword that is divided into several subcodewords, obtained usually from a pruning operation on a low-rate codeword, that are transmitted over a forward channel in different transmission rounds. Second, in each round, the destination receives a subcodeword and, based on everything that has been received up to that point, makes a decision on whether it should guess the transmitted message or request additional transmissions. Such a request is done by transmitting a one-bit message back to the source through a feedback channel, that might also be noisy, in each transmission round. Note that schemes used in practice such as HARQ and ARQ are special cases of VLSF codes.
2.2 Variable-Length Stop-Feedback

2.2.1 System Model

We consider a setup where the source has \( n_t \) antennas and the destination has \( n_r \) antennas. For a given message, the source is limited to \( \ell_{\text{max}} \) transmissions, i.e., in transmission round \( \ell_{\text{max}} \), the destination is forced to make a guess at the transmitted message if it has not already done so. At the source, a codeword is divided into \( \ell_{\text{max}} \) packets to be transmitted in separate transmission rounds. In this thesis, we restrict the subcodewords to be of equal length and assume that the source always has a message to be transmitted.

Denote the full codeword by \( X[\ell_{\text{max}}] = [X_1, \ldots, X_{\ell_{\text{max}}}] \), and let each subcodeword \( X_j \) be an \( n_t \times n_c \) matrix for \( j = 1, \ldots, \ell_{\text{max}} \). Furthermore, let \( X_j \in \mathcal{X} \), i.e., the subcodewords fulfills some input constraints. As in Sec. 2.1, we assume that the channel is stationary and block-memoryless. Hence, it factorizes as

\[
P_{Y[\ell_{\text{max}}]|X[\ell_{\text{max}}]}(Y_{\ell_{\text{max}}}|X_{\ell_{\text{max}}}) = \prod_{j=1}^{\ell_{\text{max}}} P_{Y|X}(Y_j|X_j). \tag{2.21}
\]

As a new subcodeword is received at the destination, it is added to the destination’s buffer. The destination then attempts to form a guess of the transmitted message based on the content in the buffer. If a reliable guess is possible, determined by a decoding metric, an ACK is generated, and, otherwise, a NACK is generated. The ACK/NACK consists of one bit of information that is encoded and transmitted back from the destination to the source through the feedback channel. The ACK/NACK is fed to an encoder that maps it into a codeword \( X^f \in \mathcal{X}^f \) that is a matrix of size \( n_r \times n_f \), where \( \mathcal{X}^f \) denotes the set of inputs fulfilling the feedback-channel input constraint. The feedback channel is assumed to be independent of the forward channel but to follow the same law.

At the source, the decoding of the received feedback signal in the \( v \)th transmission round, \( Y_v^f \), corresponds to a binary hypothesis test and, therefore, the feedback channel may be viewed as an asymmetric BSC, see Fig. 2.2. The crossover probabilities \( \epsilon_a = P[\text{ACK} \rightarrow \text{NACK}] \) and \( \epsilon_b = P[\text{NACK} \rightarrow \text{ACK}] \), respectively, depend on the resources assigned to the feedback transmission, e.g., the number of channel uses \( n_f \). Note, that if the feedback-error probability is decreased by increasing \( n_f \), also the latency increases. Here, we define the latency for a message \( m \) as the time difference between the first transmission related to the message until the time that the message leaves the system. The entire system model is shown in Fig. 2.2.

Example: In LTE, \( \epsilon_a \) and \( \epsilon_b \) are typically on the order of \( 10^{-2} \) and \( 10^{-4} - 10^{-3} \), respectively [40, Ch. 10]. The reason for protecting the NACK→ACK error event more is that such an event has to be corrected by a retransmission request from higher layers, hence, it causes a significant overhead and waste of resources.

Next, we elaborate on the two different kinds of errors that the noisy feedback gives rise to and how they are handled. A NACK→ACK error will cause the source to discard the current message and initiate transmission of the next. We shall assume that the destination is able to decide if a newly received subcodeword corresponds to the previous message or if it belongs to a new one. Hence, the destination will always be able to
synchronize to the same message as transmitted by the source. If the destination notices that a subcodeword corresponding to a new message has arrived, a guess is made on the previous message based on what is in the buffer, and, thereafter, the buffer is flushed to make room for the subcodewords belonging to the new message. Consequently, this type of error has a direct impact on the error probability.

An ACK→NACK error will result in an additional transmission from the source if less than $\ell_{\text{max}}$ rounds have passed since the first transmission of the message. The destination, which is able to tell that the packet corresponds to the previous message, will not update its decision but send another ACK. Therefore, this type of feedback error will not increase the probability of error but will result in an increased latency. Note that the mechanism responsible for deciding to what message a given subcodeword belongs to is usually based on sequence numbers that are inserted in the metadata of the payload.

### 2.2.2 A VLSF code

A code for the setup described in Section 2.2.1 is formally defined next by extending the notion of VLSF codes in [26] to noisy feedback-channels.

**Definition 2.** An $(\ell, M, \epsilon, \ell_{\text{max}})$-VLSF code, where $M$ and $\ell_{\text{max}}$ are positive integers, $\ell \geq 1$, and $0 \leq \epsilon \leq 1$, consists of

1) A random variable $U$ with distribution $P_U$ defined on a space $\mathcal{U}$ with $|\mathcal{U}| \leq 2$ that is revealed to both the source and the destination before the start of transmission. $U$ acts as a common randomness and enables the use of randomized encoding and decoding strategies.

2) An encoder $f : \mathcal{U} \times \{1,\ldots,M\} \rightarrow \mathcal{X}^{\ell_{\text{max}}}$, that maps a message $m$, which is uniformly distributed on $\{1,\ldots,M\}$, to a codeword in the set $\{C_{\ell_{\text{max}}}(1),\ldots,C_{\ell_{\text{max}}}(M)\}$.
Each codeword is structured as $C\{\ell_{\text{max}}\}(m) = [C_1(m), \ldots, C_{\ell_{\text{max}}}(m)]$ where $C_j(m) \in \mathcal{X}$ is a matrix of size $n_t \times n_c$ for $j = 1, \ldots, \ell_{\text{max}}$ and $m = 1, \ldots, M$.

3) A sequence of decoders $g_v : \mathcal{U} \times \mathcal{B}^v \rightarrow \{1, \ldots, M\}$, $1 \leq v \leq \ell_{\text{max}}$, a stopping time $\tau$, adapted to the filtration $\{\sigma(U, \hat{W}_{[v]})\}_{v=1}^{\ell_{\text{max}}}$, that satisfies the condition

$$E[\tau] \leq \ell, \quad (2.22)$$

and a stopping time $\tilde{\tau}$, that is adapted to the filtration $\{\sigma(U, Y_{[v]}, \hat{W}_{[v]})\}_{v=1}^{\ell_{\text{max}}}$, and satisfies the average packet error probability target

$$P\left[g_{\tilde{\tau}}(U, Y_{[\tilde{\tau}]}, \hat{W}_{[\tilde{\tau}]}) \neq m\right] \leq \epsilon. \quad (2.23)$$

For a given $n_c$, $\ell$, $\ell_{\text{max}}$, and $\epsilon$, the maximum coding rate for VLSF schemes is given as

$$R^*(\ell, \epsilon, \ell_{\text{max}}) = \sup \left\{ \frac{\log_2 M}{\ell n_c} : \exists (\ell, M, \epsilon, \ell_{\text{max}})\text{-VLSF code} \right\}. \quad (2.24)$$

A few remarks are in order:

i) In comparison to [26], there are two stopping times: one at the source to account for when an ACK is received and the next message will be transmitted, and one at the destination to capture the event of a decision. For noise-free feedback and no feedback resources accounted for, i.e., $\epsilon_a = \epsilon_b = 0$, $n_f = 0$, and $\ell_{\text{max}} = \infty$, the definition reduces to the definition in [26], i.e., $\tilde{\tau} = \tau$.

ii) The filtrations used in Definition 2 are used to formalize that the two stopping times do not depend on future events.

iii) We are interested in the average latency $\bar{D}$, measured in number of channel uses, where we take into consideration both the delay from the source to the destination and the delay due to the stop-feedback transmission from the destination to the source. Since the latency for a given message is defined as the time from the beginning of transmission until the message leaves the system, the average latency is given as

$$\bar{D} = (n_c + n_f) E[\tau] + n_s P[\tau \leq \ell_{\text{max}}] - n_f P[\tau = \ell_{\text{max}}] \quad (2.25)$$

where $n_s = n_c I\{\epsilon_a > 0 \text{ or } \epsilon_b > 0\}$. Note that $n_s$ is needed when the feedback is noisy for the destination to be sure that the source has begun the transmission of a new message and the last term describes the redundant transmission of an ACK/NACK in the last round. For the case of noiseless feedback, i.e., $\epsilon_a = \epsilon_b = 0$, an ACK/NACK piggybacking data transmitted from the source to the destination, i.e., $n_f = n_c$, and when an ACK/NACK is transmitted also in the last round, we obtain

$$\bar{D} = 2n_c E[\tau] \quad (2.26)$$

which is the expression that is used in Paper C.
2.2.3 Overview of Results for VLSF

In this section, we provide a non-exhaustive review of the results most relevant for this thesis related to feedback-based communications. We shall start from an error-free feedback link, the setting considered Paper C, and then discuss the setting in which the feedback link is noisy.

Noiseless Feedback

In [41], Shannon showed that noiseless full-feedback, i.e., the entire received codeword is fed back to the source without errors, does not increase the channel capacity of a memoryless channel when the blocklength is fixed. However, for the same setting but allowing for a random transmission time, the so-called variable-length feedback (VLF) setup, Burnashev showed that, for a fixed rate, the error exponent is increased, i.e., the minimum error probability is decreased, in comparison to transmission without feedback [11].

The usefulness of feedback-based transmission becomes even more apparent in the recent contribution by Polyanskiy et al. [26] where it was shown that, for a fixed error probability, the maximum coding rate approaches the channel capacity much faster, in blocklength, than in the no-feedback case. Interestingly, this was shown for the more restrictive class of VLSF codes where, in comparison to VLF, only a single bit is used as feedback. The achievability bound for VLSF codes is given as follows.

Theorem 4. [26, Th. 3] Fix a scalar $\gamma > 0$, a channel $\{P_{Y_i|X_i,Y_{i-1}}\}_{i=1}^\infty$ and a stochastic process $X[\infty] = [X_1, X_2, \ldots]$ taking values in $X^\infty$. For $n \geq 1$, define a probability space with distributions given as

$$P_{X[v], Y[v], \overline{X}[v]}(X[v], Y[v], \overline{X}[v]) = P_{X[v]}(X[v]) P_{X[v]}(\overline{X}[v]) \prod_{i=1}^n P_{Y_i|X_i,Y_{i-1}}(Y_i|X_i,Y_{i-1}).$$

(2.27)

i.e., $\overline{X}[\infty]$ and $X[\infty]$ are independent copies of the same process, and $Y[\infty]$ is the output of the channel when $X[\infty]$ is the input. Define a pair of stopping times as

$$\tau = \inf\{j \geq 0 : \rho_j^i(\overline{X}[j], Y[j]) \geq \gamma\}$$

(2.28)

$$\overline{\tau} = \inf\{j \geq 0 : \rho_j^i(X[j], Y[j]) \geq \gamma\}.$$  

(2.29)

Then, for every $M$, there exists an $(\ell, M, \epsilon, \infty)$-VLSF code with

$$\ell \leq \mathbb{E}[\tau]$$

(2.30)

$$\epsilon \leq (M - 1) \mathbb{P}[\overline{\tau} \leq \tau].$$

(2.31)

Theorem 4 is derived under the assumption of an unlimited number of transmissions and a decoder that attempts decoding every time a new symbol is received. However, if the feedback delay, or the complexity of the decoder is taken into account, a decoding
2.2 Variable-Length Stop-Feedback

An attempt on every received symbol may be unrealistic. Also, if the system operates under a given maximum-latency constraint, the number of transmissions must be limited to some finite number. For this reason, Theorem 4 was extended in [42] to a finite number of transmissions and block-wise decoding. It was shown, for the binary-symmetric channel (BSC) and the binary additive white Gaussian channel (BI-AWGN), that block-wise decoding incurs a rate penalty compared to symbol-wise decoding. However, the maximum coding rate still outperforms the no-feedback case. In the setup in [42] transmission is restarted if the $\ell_{\text{max}}$ rounds are exhausted. In [43], a similar setup was considered for a discrete memoryless channel (DMC) but an error is declared if decoding cannot be completed within $\ell_{\text{max}}$ rounds.

It should be mentioned that HARQ schemes have been well-studied from an asymptotic viewpoint. In such studies, it is common to assume an infinite number of resources allocated to each transmission round. Furthermore, a retransmission is triggered if the effective rate in the transmission round results in an outage, see, e.g., [44], [45]. Due to the large blocklength, such analyses fail to model the latency in the system.

**Noisy Feedback**

As stated in Section 2.2.1, noisy feedback may result in two new events compared to noise-free feedback.

i) A NACK→ACK error will result in the transmission of the next message at the source. Consequently, the destination will try to decode another message than what is transmitted—the source and the destination have fallen out of synchronization. This event is the main reason why noisy feedback has received little attention in comparison to noise-free feedback [46].

ii) An ACK→NACK error will result in the source transmitting a codeword based on the same message again. If the destination is able to detect this, it can merely send another ACK, and the consequence will be an increased latency.

As is the case for noise-free feedback, most previous results on noisy feedback are based on asymptotic assumptions. In [46]–[48], it was shown, for the VLF case, that, for the BSC and the AWGN channels, the no-feedback error exponent can be improved upon. Hence, although the feedback is noisy, the system may still benefit from allocating resources to feedback bits.

When it comes to VLSF codes in noisy feedback, the approach has either been to perform analysis under asymptotic assumptions [49], [50] or to consider a specific ARQ scheme [51]–[53]. An exception is [54] where the author, by considering binary phase-shift keying (BPSK) and a Rayleigh-fading channel, links the error probability in noisy VLSF transmission to the random-coding error-exponent (RCEE) for no-feedback transmission. It is shown, via simulations, that the average coding rate for VLSF schemes may significantly outperform the coding rate for FBL-NF even if the feedback link is noisy.
CHAPTER 3

The Wireless Channel

In this chapter, we provide a review of small-scale fading in wireless channels and introduce its main characteristics. We will outline the procedure for modeling the wireless channel as a block-fading channel with the same key characteristics. With the block-fading channel in mind, we then discuss previous results with respect to nonasymptotic analysis.

3.1 Main Characteristics

When an electromagnetic wave is transmitted from a source, it gets reflected, refracted, and diffracted as it interacts with physical objects in the environment. Depending on the physical objects that the wave encountered as it propagated towards the destination, it may be divided into several components, each with a different delay, amplitude and phase. What happens to the electromagnetic wave as it traverses from the source to the destination is described by the time-varying impulse response $h(t, \xi)$, where, $t$ denotes the absolute time and where $\xi$ is the delay variable, i.e., $h(t, \xi)$ is the channel gain experienced by the channel input at time $t - \xi$. Note that the channel impulse response varies with time due to a potentially moving source and/or destination and also changes in the propagation environment, e.g., moving scatterers. Generally, it is defined implicitly as [55, Ch. 6]

$$y(t) = \int_{-\infty}^{\infty} x(t - \xi) h(t, \xi) d\xi$$ (3.1)
where \( y(t) \) is the received signal at the destination in time \( t \) and \( x(t) \) is the transmitted signal.

The type of channel that the destination will experience depends on the system parameters. Although components of the transmitted wave may arrive to the destination continuously, it is common to assume a discrete-time approximation in which multipath components are divided into bins, of duration equal to the reciprocal of the signal bandwidth, and are summed within each bin to yield a channel gain. Hence, if the support of \( h(t, \xi) \) in the \( \xi \) domain is small in comparison to the symbol duration, i.e., all the multipath components with non-negligible power arrive at the destination within a symbol time, there will be little inter-symbol interference. Furthermore, note that if enough multipath components are summed in each bin, by the central-limit theorem, the amplitude for the bin can be modeled as a Gaussian random variable.

A complete statistical description of the wireless channel would require the joint probability density function (PDF) of all channel gains at each time \( t \) and delay \( \xi \). Due to the complexity of obtaining such a description, one usually assumes that scatterers are isotropically distributed in space, i.e., that the phase of the impinging multipath components is uniformly distributed, and then invokes the central-limit theorem to approximate the channel gains as complex Gaussian random variables. Then, the PDF is completely described by the mean and the autocorrelation function (ACF) of the random variables as

\[
\mu = \mathbb{E}[h(t, \xi)], \quad (3.2)
\]
\[
R(t, t', \xi, \xi') = \mathbb{E}[h^*(t, \xi) h(t', \xi')]. \quad (3.3)
\]

To further simplify the model, another common assumption is that the environment is wide-sense stationary (WSS) i.e., the mean and the ACF in (3.2) and (3.3) only depend on \( \Delta t = t - t' \). Also, it is usually assumed that multipath components that arrive at different delays are uncorrelated. Under all of the above assumptions, the time-varying impulse response of a wireless channel for a band-limited system can be written as [55, Eq. 6.33]

\[
h(t, \xi) = \sum_{n=1}^{N(t)} c_n(t) \delta(\xi - \xi_n(t)) \quad (3.4)
\]

where \( \delta(t) \) denotes the Dirac-delta function, \( N(t) \) is the number of bins, i.e., groups of multipath components, \( c_n(t) \) is the complex channel gain and is independent across \( n \), and \( \xi_n(t) \) is the delay of the \( n \)th multipath component of the channel at time \( t \), respectively.

Next, we define the time-frequency correlation function as

\[
S(t + \Delta t, f + \Delta f) = \mathbb{E}[H^*(t, f) H(t + \Delta t, f + \Delta f)] \quad (3.5)
\]

where \( H(t, f) \) is the Fourier transform of \( h(t, \xi) \) with respect to \( \xi \). It can be shown that \( S(t + \Delta t, f + \Delta f) = S(\Delta t, \Delta f) \), i.e., the time-frequency correlation does not depend on
the absolute time and frequency. The coherence time $T_c$ is defined to be the range of $\Delta t$
for which $S(\Delta t, 0)$ is above a threshold $\alpha$, i.e., it quantifies the time-scale at which the
channel becomes uncorrelated, and is given as [55, Ch. 6.5.4]

$$T_c = \frac{1}{2} \left[ \max\left\{ \Delta t > 0 : \frac{|S(\Delta t, 0)|}{S(0, 0)} = \alpha \right\} - \min\left\{ \Delta t < 0 : \frac{|S(\Delta t, 0)|}{S(0, 0)} = \alpha \right\} \right]. \quad (3.6)$$

Similarly, in frequency, the variations of the channel impulse response are due to the
different delays of the multipath components. The coherence bandwidth $B_c$ is defined
as the largest frequency separation $\Delta f$ for which $S(\Delta f, 0)$ is above a threshold $\alpha$, i.e., it
quantifies the bandwidth over which the channel becomes uncorrelated, and is given as

$$B_c = \frac{1}{2} \left[ \max\left\{ \Delta f > 0 : \frac{|S(0, \Delta f)|}{S(0, 0)} = \alpha \right\} - \min\left\{ \Delta f < 0 : \frac{|S(0, \Delta f)|}{S(0, 0)} = \alpha \right\} \right]. \quad (3.7)$$

In words: the coherence time and the coherence bandwidth are the largest time and
frequency intervals for which the normalized correlation can be equal to $\alpha$. Note that
the actual value of a sensible $\alpha$ is disputed in the literature. In this thesis, we shall
assume that $\alpha$ is chosen to be large enough such that the channel remains essentially
unchanged for time differences $T_c$ and frequency separations $B_c$.

In Fig. 3.1, we illustrate a wide-band wireless channel based on the highway channel
model in [56]. It can be seen that the channel experiences large variations in both time
and in frequency. For the channel under consideration, $T_c \approx 0.1$ ms and $B_c \approx 1$ MHz.
We will refer to blocks of bandwidth $B_c$ and time duration $T_c$ as a coherence block.

### 3.2 Block-Fading Channels

#### 3.2.1 Channel Model

Symbols that are transmitted within a coherence block will experience approximately the
same channel realization. The underlying assumption of the block-fading model is that
the channel gain in each coherence block in Fig. 3.1 is approximated by a magnitude and
a phase that follow some joint probability distribution. The block-fading model approx-
imates continuous fading processes in a tractable way and models accurately systems
based on e.g., frequency-hopping or OFDM [27].

Next, we introduce the MIMO Rician block-fading channel. Note that all of the ap-
pended papers assumes some special case of this channel. Consider a codeword of length
$n$ that spans $L$ coherence blocks where each block contains $n_c$ symbols, i.e., $n = Ln_c$.
The codeword will undergo $L$ independent fading realizations during the transmission,
which translates into $L$ different diversity branches. From the independence of the chan-
nel between each coherence block and the stationarity, the channel law can be factorized as

$$P_{Y[L]|X[L]}(Y[L]|X[L]) = \prod_{i=1}^{L} P_{Y|X}(Y_i|X_i) \quad (3.8)$$
where the input-output relation in each coherence block is given as

$$Y_i = H_i X_i + W_i$$  \hspace{1cm} (3.9)

for \(i = 1, \ldots, L\). Here, \(X_i \in \mathcal{X}\), \(Y_i \in \mathbb{C}^{n_r \times n_c}\) are the transmitted and the received matrices. We assume that the fading component \(H_i \in \mathbb{C}^{n_r \times n_t}\) contains elements that are i.i.d. according to \(\mathcal{CN}(\mu_H, \sigma_{H_i}^2)\). The matrix \(W_i\) denotes the additive white Gaussian noise at the receiver and contains elements that are i.i.d. according to \(\mathcal{CN}(0, 1)\). Furthermore, \(\{H_i\}\) and \(\{W_i\}\) are assumed to be independent over successive coherence intervals.

As a final remark on the channel model, we mention that different assumptions on the knowledge of the fading matrix \(H\) heavily influence the optimal performance in the block-fading channel. Since URLLC is the use case of interest in this thesis, short packets will be considered and, therefore, the acquisition of CSI might be costly if the channel changes significantly between packets. Hence, no assumptions will be made on the availability of CSI at either the source or at the destination to account for CSI acquisition. However, we do assume that the channel-fading distribution is known at the destination. For a thorough review on the the impact on information-theoretic metrics due to different CSI assumptions, the reader is referred to [57].
3.2 Block-Fading Channels

3.2.2 Asymptotic Metrics

As discussed in Chapter 1, metrics based on very large blocklengths have traditionally been used to benchmark the performance of communication systems. As the blocklength is assumed to be very large, such metrics do not capture finite blocklength effects such as channel estimation overhead, in the outage setup, or finite diversity, in the ergodic setup. In this section we refer to the FBL-NF maximum coding-rate in Def. 1.

If a codeword undergoes many different fading realizations throughout the transmission, the channel is said to be ergodic. For a given SNR $\rho$, the ergodic capacity for the block-fading channel without CSI is given as

$$C_{\text{erg}}(\rho) = \lim_{L \to \infty} \frac{1}{L} \ln \sup_{P_X} I(X, Y)$$

where the supremum is over all distributions such that $X \in \mathcal{X}$ w.p.1. and $I(X, Y)$ denotes the mutual information between $X$ and $Y$. The capacity-achieving input distribution for the no-CSI case is not known in general, however, it has been shown, for the Rayleigh-fading case, that the optimal input distribution can be factorized as the distribution over a diagonal matrix multiplied with a uniform distribution on the Stiefel manifold \[27\]. For $\epsilon < 1$, the ergodic capacity relates to the maximum coding rate $R^*(L, n_c, \epsilon)$ as \[17\]

$$C_{\text{erg}}(\rho) = \lim_{L \to \infty} R^*(L, n_c, \epsilon).$$

Here, $R^*$ does in fact also depend on the SNR $\rho$ but to keep notation consistent with Def. 1, we let this dependency be implicit. In words, the ergodic capacity is the largest coding rate at which it is possible to communicate at an arbitrary error probability $\epsilon$ when the number coherence blocks that a codeword experiences grows very large and the size of the coherence blocks remains fixed. Note that the ergodic capacity does not depend on $\epsilon$ due to the strong converse \[58\].

When the codeword undergoes a limited number of fading realizations, the channel is said to be non-ergodic. In this setting, the ergodic capacity is zero since the probability of deep fades throughout the entire codeword is non-zero and, therefore, arbitrarily small error probabilities cannot be guaranteed. Therefore, in this setting, the outage capacity is usually used as a performance metric. This quantity is given as \[59\]

$$C_{\text{out}}(\rho, \epsilon) = \sup \left\{ R : \inf_{\{Q_k\}_{k=1}^L} \mathbb{P} \left[ \frac{1}{L} \sum_{k=1}^L \log \det \left( I_{n_t} + H_k^H Q_k H_k \right) \leq R \right] \right\}$$

where $Q_k$ is the covariance matrix of $X_k$ when $P_{X_k} = \mathcal{CN}(0, Q_k)$ and depends on the SNR $\rho$. The outage capacity $C_{\text{out}}(\rho, \epsilon)$ relates to the maximum coding rate as \[17\]

$$C_{\text{out}}(\rho, \epsilon) = \lim_{n_c \to \infty} R^*(L, n_c, \epsilon).$$

In words, for a given outage probability $\epsilon$, the outage capacity is the largest coding rate at which it is possible to communicate when the number of coherence blocks experienced
by a codeword remains fixed but the size of the coherence blocks grows very large. Due to the large coherence blocks, the cost of acquiring CSI is negligible. As already shown in Fig. 1.2, the ergodic and the outage capacity may greatly overestimate the maximum coding rate for short blocklengths.

3.2.3 Overview of Results for the Block-Fading Channel

The maximum coding rate of FBL-NF schemes with short packets have been studied for a general quasi-static fading channel, i.e., $L = 1$ under different assumptions on CSI available at the source and at the destination [60]. It was shown that the outage capacity (3.12) describes the maximum coding rate accurately since the main error event is the outage event. In the same paper, easy-to-evaluate normal approximations of the maximum coding rate were presented. The work in [60] has been partly generalized to the no a priori-CSI case for Rayleigh fading in the SISO case [61] and in the MIMO case [17]. In [62], an easy-to-evaluate asymptotic expansion was provided for the SISO Rayleigh block-fading channel that is accurate for large SNR.

In [38], a system based on QPSK modulation and pilot symbols to obtain an imperfect channel estimate at the destination is analyzed. It is shown that the performance depends heavily on the number of pilots and that the optimum number depends on the SNR. Furthermore, rigorous nonasymptotic results for the MIMO Rayleigh block-fading channel under perfect CSI at the destination were recently presented in [63].

Finally, we conclude that VLSF schemes are practically untouched in the nonasymptotic block-fading setting.
In this section we provide a summary of the appended papers and, based on the findings, discuss interesting directions for future research.

4.1 Contributions

In paper A, we consider both uplink and downlink MIMO transmissions in a Rayleigh block-fading environment when neither the transmitter nor the receiver have a priori access to CSI. We address the question of how to choose the system bandwidth for a given reliability and latency constraints that comply with URLLC. Furthermore, we shed light on how to exploit the available spatial and frequency diversity in the channel. We present a new achievability bound, based on error exponent analysis, that is easy to compute for an arbitrary reliability constraint. Furthermore, we particularize some of the recently presented bounds in [17] to the scenarios considered in the paper and show that our new achievability bound is tighter for very small reliability targets. Finally, a short-packet channel code is designed and benchmarked using our bounds.

The work in paper A was partly extended in paper B to the SISO wireless channel with Rician fading. Using finite-blocklength information theory, we derive a converse bound and several achievability bounds. The achievability bounds are derived under several assumptions on the receiver end: i) the receiver operates noncoherently, i.e., does not attempt to estimate the channel, ii) the receiver estimates the channel using pilots and updates its knowledge of the channel law accordingly, and iii) the receiver estimates the channel using pilots and applies a scaled nearest-neighbor (SNN) decoder. We show that
our bounds bridges nicely the results known for the AWGN and the Rayleigh block-fading channel. Also, using the achievability bounds, we show that PAT with SNN decoding is strictly suboptimal even if the pilot power allocation is optimized. We also develop short-packet channel codes for our PAT scenarios and show that the performance of the codes is within a fraction of a dB of what the bounds predicts.

Finally, in paper C, we considered a VLSF system with error-free feedback where the receiver decodes on blocks of symbols and where the number of re-transmissions is limited to a finite number. Under these assumptions, we derive a new achievability bound on the maximum coding rate over Rayleigh block-fading channels for a receiver with an arbitrary decoding metric. The bound is based on a decoder that accumulates a metric over transmission rounds until a threshold is crossed. Next, we assess if, and when, VLSF schemes are useful in URLLC or even preferred over FBL-NF schemes. To assess the performance of FBL-NF, we use the results in Paper B. Based on channel parameters relevant in 5G, input symbols drawn from a QPSK constellation, PAT, and SNN decoding, we show that VLSF schemes may significantly outperform FBL-NF schemes. Hence, VLSF schemes are a viable option in the design of short-packet communication systems.

The overall contribution of this thesis is a framework that allows one to assess the performance of URLLC systems. The framework incorporates not only the key enablers of URLLC such as short TTI, MIMO, frequency diversity, and HARQ, but also imperfections such as imperfect CSI and mismatched decoding.

\section*{4.2 Future Work}

Several of the bounds presented in the papers above rely on the evaluation of a tail-probability that becomes very small as the reliability target decreases. In the appended papers, this probability is evaluated using Monte-Carlo simulations, hence the bounds are demanding to evaluate for very small reliability targets. Our error-exponent based bounds do not require Monte-Carlo simulations but this comes at the expense of a looser bound. Therefore, it would be of interest to obtain approximations of the tail probabilities that are both easy to compute and do not sacrifice tightness. The saddlepoint approximation serves exactly this purpose. Hence, performing rigorous saddlepoint approximations for all the scenarios considered would result in accurate approximations that are much faster to evaluate.

To more accurately resemble reality, one could consider alternative sources of impairments, e.g., dropping the assumption of perfect time-synchronization and infinite-resolution digital-to-analog converters at the receiver. By doing so, the modeling approaches practical systems and the corresponding results become increasingly interesting for practitioners. Furthermore, the extension to MIMO Rician block-fading channels is still an open research problem.

Another interesting direction is to consider alternative channels that may be of interest in URLLC applications. For instance, in a factory automation setting, due to, e.g.,
welding, electromagnetic spikes may occur and distort the signals that are transmitted. The fading channel considered in this thesis cannot describe such behavior and one may have to consider alternative channel models that takes into account impulsive noise sources [64].

An assumption made in Paper C was that the feedback is conveyed over a channel that does not introduce any errors. A natural extension would be to derive achievability bounds on the maximum coding rate for the VLSF scheme with noisy feedback. By taking into account erroneously received ACK/NACK, one would be able to study, e.g., how resources should be allocated in the feedback link and the impact it would have on the latency. Furthermore, the conclusion of Paper C, i.e., that HARQ is superior to FBL-NF in the cases studied, may not be true if the feedback link is unreliable.

Another interesting problem that arises due to noisy feedback is the desynchronization between source and destination, i.e., the event in which the source transmits a message different from what the destination is decoding. Creating mechanisms to reestablish synchronization is an interesting research problem that in LTE is handled by requesting retransmissions at higher layers. Also, a direction of a more practical flavor would be to consider the design of short-packet channel codes for VLSF schemes with noisy feedback. Furthermore, it would be interesting to study the performance of VLSF schemes when the blocklength and power in each transmission round is allowed to vary.

It is also possible to extend the results presented in this thesis to perform joint coding and queuing analysis as in [65]. Such analysis would be able to capture also the delay resulting from a packet waiting in a buffer before transmission. One may then consider performance metrics relevant to the design of networks such as delay-violation probability and peak-age of information [66].

Finally, we acknowledge that there is no converse result for the general VLSF setting, and hence, we are unable to assess the tightness of any VLSF achievability bound. Obtaining such a converse would be a very valuable contribution.
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