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While it is well established that elevated temperatures can induce surface roughening of metal surfaces, the
effect of a high electric field on the atomic structure at ambient temperature has not been investigated in detail. Here
we show with atomic resolution using in situ transmission electron microscopy how intense electric fields induce
reversible switching between perfect crystalline and disordered phases of gold surfaces at room temperature. Ab
initio molecular dynamics simulations reveal that the mechanism behind the structural change can be attributed
to a vanishing energy cost in forming surface defects in high electric fields. Our results demonstrate how surface
processes can be directly controlled at the atomic scale by an externally applied electric field, which promotes
an effective decoupling of the topmost surface layers from the underlying bulk. This opens up opportunities
for development of active nanodevices in, e.g., nanophotonics and field-effect transistor technology as well as
fundamental research in materials characterization and of yet unexplored dynamically controlled low-dimensional
phases of matter.
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The interactions of metal surfaces with gases, liquids,
solids, and electromagnetic fields are of paramount importance
in many fields and their applications, including, but not limited
to, catalysis [1,2], plasmonic sensing [3], nano-optics [4],
protein mechanics [5], biomolecular interactions [6], and na-
noelectronics [7,8]. These interactions are strongly influenced
by the surface structure. Such surface interactions are greatly
affected by changes in the state of the surface, one example
being surface roughening, which is related to surface melt-
ing [9–11], a phenomenon that has been discussed for more
than a century [12,13]. Surface melting and surface roughening
describes the loss of crystallinity (a disordering) of the surface
layers while the underlying structure is kept crystalline [9,11].
The first experimental evidence for temperature-induced sur-
face melting was reported in 1985 [14] and was followed by a
multitude of observations at elevated temperatures [9–11,15].

Apart from elevated temperatures, the presence of an
electric field of sufficient strength can change the state of
the surface, e.g., in the form of field-assisted ionization and
evaporation of atoms, a phenomenon used in characterization
techniques such as field-ion microscopy [16] and atom probe
tomography [17,18]. A combination of elevated temperature
and a high electric field has also been shown to create a
disordered surface [19]. Field evaporation has previously
been studied using in situ transmission electron microscopy
(TEM), a technique that allows simultaneous excitation and
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observation on the atomic scale, from an ionic liquid [20] and
from carbon nanotubes for both reshaping purposes and to
improve the properties for electron cold-field emission [21,22].
Cold-field emission is another effect induced by high electric
fields (around 2 V/nm [23], whereas field evaporation of
gold (Au) commences at around 30 V/nm), utilized in, e.g.,
electron sources [24] and medical applications. Yet, little is
known about the structural dynamics at ambient temperature of
metallic surfaces at the atomic level at electric fields between
the thresholds for cold-field emission and field evaporation. In
this paper we report on the dynamics of surface Au atoms in this
intermediate electric-field interval. We have directly imaged
the effect of the intense electric field on the atomic structure at
room temperature using in situ TEM. We discovered that the
outmost atomic layers switched from order to disorder at fields
that were just below the field-evaporation field. The findings
are supported by extensive ab initio calculations. Further on,
we reverted the disordered phase back to the original crystalline
form by decreasing the applied electric field, properties that
are important for possible utilization in, e.g., field-effect
transistors and active nanodevice technologies. Subsequently,
by increasing the electric field even further, we also performed
and imaged field evaporation at atomic resolution.

The electric field was controlled by a biasing TEM sample
holder with a piezo-driven nanomanipulator [25] [left-hand
part of Fig. 1(a)] and applied to a Au nanocone [26] with a
1.7 nm tip radius at a chosen distance of 100 nm to the negative
cathode. The electric-field strengths were derived from finite-
element method modeling taking into account atomic geometry
and the applied voltage (Discussion 4 in Supplemental Mate-
rial, Fig. S3 [27]). By increasing the electrical-field strengths,
we observed a change in the atomic structure of the nanocone
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FIG. 1. Experimental setup and results of electric-field-induced order-disorder switching of atomic layers. (a) Schematic of parts of the in
situ TEM sample holder with the nanomanipulator and the corresponding electrical circuit. The large inset shows a TEM micrograph of the
investigated Au nanocones on a carbon (C) film. (b), (c) 10 nm of the apex of one of the nanocones as frames extracted from In Situ TEM Movie
2 in Supplemental Material [27]. The disordered phase was switched off and on, respectively, by applying a voltage V of (b) 38 V resulting in
an electric field F of around 12 V/nm and (c) V = 80 V and F ≈ 25 V/nm.

surface [cf. Figs. 1(b) and 1(c)]. In Fig. 1(b), at an applied
voltage of 38 V, corresponding to an electric field of around
12 V/nm, the apex of the nanocone remained crystalline
(see the fast Fourier transformation in Fig. S2(p) [27]). After
increasing the electric-field strength to around 25 V/nm, the
outmost atomic surface layers switched from a crystalline to
a noncrystalline and disordered phase (see Fig. 1(c) and the
discussion in Fig. S2 [27]).

There are several observations reported in the literature
of a phase between solid and liquid, similarly to what we
observe here. Additionally, there is a multitude of terms and
expressions for what appears to be the corresponding phase.
For example, a disordered surface layer has been referred to
as surface melted layer [14], a quasiliquid [9,10], a coexisting
solid-liquid phase [15,28], and surface roughening [11]. We are
referring to the phase reported here as “surface roughening” or
“disordered phase.”

In order to rule out that the observed order-disorder transi-
tion occurred due to the high mobility of Au atoms at the tip
or temperature effects, we compared the mobility of the atoms
in the presence and absence of both the electron beam and
electric field, and estimated the temperature increase induced
by the beam. In particular, the high degree of dangling bonds
at a step can increase the Au atom mobility and cause a sharp
tip to become shorter and blunter even without exposure to the
electron beam [29]. The energy transferred from the incident
electron beam can then further increase the mobility. Similarly,
the temperature increase from the beam-specimen interaction
could possibly affect the crystallinity of the nanocones.

During a 4 min long electron-beam exposure without elec-
trical bias, we observed that the tip radius r of the Au nanocone
remained constant but that the nanocone was shortened by
5 atomic layers caused by a redistribution of Au atoms by
surface diffusion (t = 0–4 min in Fig. 2(a), and corresponding

085006-2



ELECTRIC-FIELD-CONTROLLED REVERSIBLE ORDER- … PHYSICAL REVIEW MATERIALS 2, 085006 (2018)

FIG. 2. Evolution of a Au nanocone apex under an electron beam and an intense electric field, from ordered to disordered to field-evaporated
phase. (a) Number of atomic layers removed as a function of time t . (b)–(j) Extracted frames from In Situ TEM Movies 1 and 2 in Supplemental
Material [27], corresponding to the points labeled b–j in (a). In the first and crystalline regime [orange, (b)–(d)], no electrical bias was applied
and the electron beam was first turned on, then off, and then turned on again (note the truncated x axis); in the second and disordered regime
[red, (e)–(g)], the electron beam was on and a bias from 68 to 80 V was applied; in the third regime [blue, (h)–(j)], the electron beam was on
and the external bias was increased until field evaporation occurred (102–140 V). The error bars in (a), with an average height of 0.9 atomic
layers, represent the uncertainty in measuring the number of atomic layers. V , F , and r denote the applied voltage, the corresponding electric
field, and the tip radius, respectively. The red dotted lines in (b)–(j) mark points of reference. The scale bar in (b) also applies to (c)–(j).

Figs. 2(b) and 2(c) extracted from In Situ TEM Movie 1 in
Supplemental Material [27]). After having the beam turned off
for 28 min [t = 4–32 min in Fig. 2(a)], redistribution of atoms
resulted in a shortening of the nanocone by another 5 atomic
layers [Fig. 2(d)]. Hence, the electron beam was found to give
rise to an increase of the atom diffusion rate by a factor of
about 7, but it was not observed to affect the crystallinity of
the nanocone [cf. Figs. 2(b) and 2(c)].

The temperature increase that was induced by the electron
beam could be estimated through the increase of the atomic
diffusion rate using the Arrhenius equation

k = Ae−(Ea/RT ), (1)

where k is the diffusion rate, A is the preexponential factor,
Ea is the activation energy, R is the gas constant, and T is the
temperature. Using Eq. (1), the sample temperature under the
beam can be expressed as

Ton = Ea

R
(
ln koff

kon
+ Ea

RToff

) = 317.5 ± 3.5 K,

with the subscripts “off” indicating the absence, and “on”
the presence of the electron beam, and with the Au surface
diffusion activation energy Ea = 8.7864 × 104 J/mol [30],
Toff = 300 K, and R = 8.314 J mol−1 K−1. Thus, the 300 keV

electron beam leads to an increase of the temperature of
the nanocone by 17.5 ± 3.5 K, taking into account the same
uncertainty as in the number of removed atomic layers [the
same as the error bars in Fig. 2(a)]. Such a small temperature
increase is expected to have a negligible effect on the emer-
gence of a disordered phase and on the order-disorder switch-
ing, considering the significantly higher melting temperature
(700–800 K) of Au nanoparticles [31].

Consequently, only upon application of an electrical bias
to the nanocone, which was increased from 0 to 80 V
(t = 32–37 min in Fig. 2(a), and corresponding Figs. 2(d)
to 2(g) extracted from In Situ TEM Movie 2 in Supplemental
Material [27]), the development of a disordered phase could be
observed. The disordered phase started to appear at an electrical
bias of 68 V [Fig. 2(e)], and at 77 and 80 V (Figs. 2(f) and 2(g),
respectively), some of the outmost atomic layers were found
to enter a disordered phase. Between 68 and 77 V, a slight
decrease in the tip radius from 2.3 to 2.0 nm was observed
[Figs. 2(e), 2(f), and the dip in the graph at t = 36 min in
Fig. 2(a)], which is assumed to be owing to the increased
mobility of the atoms in the electric field that momentarily
sharpens the tip.

Notably, the order-disorder switching was found to be fully
reversible using voltage control. The reversibility is seen as a
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FIG. 3. Reversibility, from disordered to ordered during voltage decrease. The apex of a Au nanocone (different from the nanocone in Figs. 1
and 2) with tip radius of 2.5 nm and distance to cathode of 58 nm at different voltages. (a) The outmost layers are in a disordered phase, at an
applied bias V of 78 V and an electric field F of around 28 V/nm. (b) 27 s after (a), with V = 49 V and F ≈ 17 V/nm, some of the outmost
layers remain in a disordered phase and in (c), 7 s later, the nanocone has reverted to a crystalline phase, at a bias of 40 V and an electric field
of around 14 V/nm.

recrystallization of the disordered layers as the electric field is
decreased (Fig. 3, extracted frames from In Situ TEM Movie
4 in Supplemental Material [27]). This was achieved on a
different Au nanocone as the one shown in Figs. 1(b), 1(c),
and 2 (thus also demonstrating the reproducibility of the
electric-field-controlled order-disorder transition). In Fig. 3(a)
a voltage V = 78 V and an electric field F of around 28 V/nm
is applied to the nanocone and the outmost atomic layers are in
a disordered phase. In Fig. 3(b) and 27 s later, V = 49 V and
F ≈ 17 V/nm with the disordered phase still being present.
In Fig. 3(c) and 7 s later, at V = 40 V and F ≈ 14 V/nm, the
disordered layers have returned to their original state, from
the decrease in the applied voltage. In the beginning of In
Situ TEM Movie 4 the voltage is kept constant and above the
disordering threshold, with the disordered layers remaining
unchanged. That is, the disordered layers neither evaporate
nor recrystallize at a constant voltage. Only in the second part
of the movie, when the voltage is decreased, do the disordered
layers recrystallize.

To distinguish the observed order-disorder switching from
field evaporation of the surface layers, we investigated the
structure and size of the first nanocone (i.e., not the nanocone
in Fig. 3 that we demonstrated reversibility on) also at higher
electrical biases of up to 140 V [t = 38–41 min in Fig. 2(a),
and corresponding Figs. 2(h)–2(j)]. We found that the Au
atoms of the disordered phase started to field-evaporate at
an electrical bias of just below 102 V, corresponding to an
electric field of around 29 V/nm [Fig. 2(h)]. Overall, the
number of atomic layers removed increased sharply in the field-
evaporation regime [t = 38–41 min in Fig. 2(a)] compared to at
lower or no electrical biases. During this period, the nanocone
experienced a shortening with around 18 atomic layers, and a
broadening with an increase in the tip radius from 3.0 to 4.3 nm
[Figs. 2(h)–2(j)]. Although the disordered layers evaporated,
new disordered layers were immediately formed from the next
atomic layer in the crystal. As a clarification, evaporation oc-
curred when increasing the bias, whereas the recrystallization
mentioned before occurred when the bias was decreased.

In order to obtain deeper understanding of the mechanism
and temperature dependence of the observed electric-field-
induced order-disorder transition, we conducted a series of
atomic-scale simulations based on density functional theory
(see Methods in Supplemental Material for details [27]). This

approach accounts for charge redistribution and screening
at the surface at a quantum-mechanical level. The objective
is to be as predictive as possible and minimize ambiguities
due to approximations intrinsic to resort to semiempirical
models [32,33].

As a first step, we determined the field-evaporation thresh-
old from ab initio molecular dynamics (AIMD) simulations.
To this end, we followed the evolution of an atomistic tip model
composed of 192 atoms at different constant external electric
fields at 300 K. The AIMD simulations revealed an onset of
evaporation at a field strength of around 25 V/nm, which is
in good agreement with the experimental observations (see
AIMD Movie 3 in Supplemental Material [27]). These initial
simulations, however, failed to show disordering, which is not
surprising given the constraint on the atomic geometry due to
the fixed bottom layer in these simulations (Discussion 5 in
Supplemental Material [27]).

Given the experimental observation of surface disorder at
large fields, one might suspect that the electric field causes a
softening of the bonds at the surface, leading to much larger
thermal displacements. This would effectively suggest a form
of surface melting in analogy to the Lindemann criterion,
which formulates an empirical relation between the melting
point and the mean square displacement of the atoms [13].
To test this hypothesis, we investigated the relaxation, charge
distribution, and atomic thermal displacements at planar
{111} Au surfaces under the influence of an external electric
field (Fig. S4 [27]). The large density of states at the Fermi
energy gives rise to a strong dielectric response, which very
effectively screens the external electric field. Therefore, even
for the largest field strengths of over 30 V/nm considered here,
the external field barely penetrates more than one or two atomic
layers [Fig. S4(d)]. While the top layer is strongly affected by
the field, already the third—and for smaller field strengths even
the second layer—exhibits bulk behavior. The localization
of the excess charge at the topmost surface layer causes an
outward relaxation of about 1% at a field strength of 30 V/nm
[Fig. S4(a)]. The thermal displacements are indeed enhanced
for the first layer and at a field of 26 V/nm, the thermal dis-
placements at 300 K are 25% larger than in the field-free case.
This is, however, only equivalent to a temperature increase of
about 100 K under field-free conditions and thus insufficient
to explain the experimental observation [Fig. S4(b)].
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FIG. 4. Ab initio simulations of the crystalline phase, the disordered phase, and of field evaporation. (a) Effective surface area of a gold
nanoparticle at 360 K as a function of the electric field. (b) Excess charge distribution (top) and shape (bottom) for three gold nanoparticles

representative of the three stages indicated in (a). The color scale indicates the accumulation (light blue, maximum of 0.05 electrons/Å
3
) and

depletion (cerise, minimum of −0.05 electrons/Å
3
) of electronic charge. (c) Approximate phase diagram showing the temperature dependence

of the electric fields at which disordering (II) and field evaporation (III) occur.

To overcome the limitations imposed by the geometrical
constraints intrinsic to tip model and extended surfaces (Dis-
cussion 5 in Supplemental Material [27]), we considered the
behavior of small Au nanoparticles containing 135 atoms as
a function of temperature and field strength. This allowed
us to study the surface evolution not only without geometric
constraints, but simultaneously to explore a reasonably wide
range of temperatures and field strengths. The simulations
showed that the electric field induced a very pronounced
atomically localized charging of the surface [Fig. 4(b)]. At
low to modest field strengths, the particles retained a spherical
shape with an approximately constant surface area (stage I in
Fig. 4 and AIMD Movie 1 in Supplemental Material [27]).
If the field strength exceeded 18 V/nm, the particles elon-
gated and displayed pronounced surface modes leading to
a steady increase of the surface area with increasing field
strength (stage II in Fig. 4). This change was accompanied
by surface disordering and the localization of excess charge at
individual surface atoms protruding from the surface [top row
in Fig. 4(b)]. The shape elongation along with the occurrence
of individual atoms at the surface support the hypothesis that
the observed transition can be understood as a form of surface
roughening, making it more energetically favorable to form
surface defects. Ultimately, if the field strength was increased
further, field evaporation took place (stage III in Fig. 4, AIMD
Movie 2 [27]) as observed experimentally.

Although phase transitions in few-atom systems are often
difficult to detect, here, the pronounced variation of the surface
area with electric field provides a clear indication. Using the
change in surface area [Fig. 4(a)], we can extract the surface
roughening (the disordered phase) onset field and the field-
evaporation threshold as a function of temperature [Fig. 4(c)].
While the roughening transition appears to be relatively in-
sensitive to temperature at 18 V/nm, the field-evaporation
threshold is found to decrease from 33 to 28 V/nm between
260 and 560 K, which is in semiquantitative agreement with
previous experimental data [34]. Given the simplifications
intrinsic to the simulations, in particular the use of nanopar-
ticles, the agreement of the onset fields for disordering and
evaporation with the experiments is remarkable. In all, these

findings suggest a generality of electric-field-induced surface
disorder also for other types of nanostructures and metals.

In summary, we have reported an electric-field-controlled
and reversible order-disorder switching mechanism of
the topmost atomic layers of Au nanocones, which was
experimentally observed with atomic resolution using in situ
TEM and confirmed by ab initio simulations. The switching
is contactless, which has several advantages over switching
by direct contact, e.g., avoiding mechanical wear and stress
on a contact. The switching occurs at high electric fields
that are difficult to reach using planar surfaces. Typically,
nanometer-sized apices greatly enhance the electric fields [23],
as for the Au nanocones. Therefore, to extend our results
for larger regions, devices with varying length scales can be
nanostructured using existing technologies for electronics and
sensing. The findings suggest that the order-disorder transition
can be seen as electric-field-induced surface roughening,
providing fundamental understanding of atomic structural
dynamics. Even though atom probe tomography operates at
low temperatures [35], such knowledge is crucial for this
and other nanomaterial characterization techniques dependent
on intense electric fields (several large projects are aiming
to combine atom probe tomography and TEM [36]). Of an
immediate relevance is the external dynamic control of surface
processes such as light-matter coupling via localized surfaces
plasmons, which in noble metals typically are localized at a few
atomic surface layers. With this work we uncover a technique
for potentially steering the emergence, propagation, and
routing of such surface-bound optical modes. This would have
broad implications for nanophotonics, nanophotocatalysis,
and other light-driven processes at the nanoscale. Moreover,
the deterministic manipulation of the crystallinity of surface
layers in nanostructures could be utilized in active nanodevices
for various applications in field-effect transistor technology,
catalysis, and sensor technology, as well as in studies
addressing fundamental aspects in surface physics, material
science, and low-dimensional phases of matter.
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