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Abstract 

Various biomass-type conversions into sustainable heat and power, from dedicated crops to 

solid biomass waste via the combustion process, are at the center of scientific and industrial focus 

today. However, biomass combustion contribution to global particulate matter (PM) emission has 

become one of the biggest challenges that remain in the development of sustainable biomass 

combustion systems. Particulate matter emission is well-known to be a strongly threatening agent 

to human health, causing 3.7 million premature deaths in 2012 according to the World Health 

Organization. Based on this fact, developing knowledge on how to reduce PM emission in biomass 

combustion systems is the main concern of this thesis. This work includes the development of 

models and experimental methods on different scales. 

Designing an advanced biomass combustion furnace is the first step to developing the 

knowledge on a large scale. The constructed furnace allows detailed observation of different 

combustion parameters and PM characteristics. The furnace is fueled with waste biomass and 

equipped with a combination of a PM sampling system and accurate, real time, and flexible 

measurements of temperature and exhaust gas composition. 

In order to produce more correct predictions of PM precursors, the development of a 

computationally efficient and accurate thermally thick particle model for a combustion system is 

performed on a smaller scale. Partial differential equations (PDEs) for heat and mass balance are 

transformed into ordinary differential equations (ODEs) with the utilization of orthogonal 

collocation as the particle discretization method. The transformation allows the current model to 

be implemented into the computational fluid dynamics (CFD) environment using sub-grid-scale 

modelling. 

A detailed study of the effect of Stefan flow on particle surface using CFD analysis allows 

improvement of the boundary layer heat and mass transfer in particle modelling. The effect of 

Stefan flow is found to be pronounced since it reduces the oxidative gas mass transfer rate to the 

particle surface, and at the same time, it has significant effects on the convective heat flux from or 

to the bulk gas. The efficiency of the current particle model is demonstrated through the low usage 

of computational power. The employed particle model is also proven to be accurate and stable 

through its high degree of agreement with simulation results for particle pyrolysis and combustion 

experiments using different particle moisture contents, shapes, and sizes. 

Keywords: biomass waste combustion, particulate matter, furnace, particle modelling, orthogonal 

collocation, computational fluid dynamics (CFD), Stefan flow. 
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1. INTRODUCTION 

 

1.1. Background 

The rising demand for the worldwide energy and the concern for greenhouse gas emission has 

accelerated global interest in alternative energy conversion from biomass [1–4]. Various biomass-

type conversions into sustainable heat and power, from dedicated crops to solid biomass waste, via 

the combustion process are at the center of scientific and industrial focus today [5–9]. Energy 

conversion from biomass is exploited in order to reach the target for renewable energy utilization 

that has been determined for some regions or countries, for example the EU, to be 27% in 2030 

[10], and for Sweden to be 100% in 2040 [11] (% renewable energy from total energy production). 

Biomass combustion is known to be a major source of outdoor particulate matter (PM) air 

pollution [12]. PM emission in ambient air contributes to 3.7 million premature death worldwide 

or 6.7% of all death cases in 2012. Moreover, PM from biomass combustion also contributes to 

climate change by absorbing and scattering sunlight. The carbonaceous compound in PM is known 

to absorb sunlight, and, consequently, contributes to more severe global warming. PM emission 

has also been found to influence cloud formation, which indirectly affects climate change 

worldwide [13]. 

The formation and removal of PM are considered as well-studied phenomena but still an active 

area of research today [14]. This is due to the complexity of PM formation pathway which is really 

determined by several combustion parameters i.e. parent fuel characteristics (size and chemical 

compositions) and combustion conditions (the mixing of air and fuel, the air fuel ratio, combustion 

temperature and gas residence time). The very broad variations of these factors create the difficulty 

in determining the valid scheme for PM formation in biomass combustion even numerous research 

have been conducted [15].  

Development of CFD simulation methods, which are thoroughly validated using reliable data 

from experimental works, is believed to accelerate the understanding of PM formation and a step 

towards to PM reduction. Modeling the combustion system using CFD may involve biomass 

particle models. An accurate physicochemical particle model is crucial to forecast the correct PM 

precursor release, which leads to better prediction of PM formation pathway. Due to the scale-

separation problem, i.e. order of magnitude differences between particles and the furnace, sub-grid 

models need to be developed. The particle model must also be stable and computational efficient 

to be implemented [16,17].  
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A successful model allows different operating conditions in the reactor to be evaluated by 

computer simulation, which may significantly reduce the number of costly experiments. Finally, 

the simulation methods may significantly help to find the optimum biomass combustion condition 

with the least PM emission in an accurate and efficient way. 

 

1.2. Objectives 

Based on the challenges in Background section, developing knowledge of PM reduction in 

biomass combustion system is the primary concern of the whole PhD project. However, in this 

work, the objectives are limited to the development of sub-grid scale biomass particle model and 

the development of a biomass combustion furnace to support the main goal. 

Designing and constructing an advanced research-scale biomass combustion furnace is the first 

objective of this work. The constructed furnace should allow observation of PM formation in a 

biomass combustion system. The furnace should allow flexible adjustment of a combustion setup, 

i.e. air flow rate, fuel-loading capacity, exhaust gas residence time, and the ratio between primary 

and secondary air. The furnace should also provide accurate, flexible, and real-time measurement 

of some important combustion parameters, i.e. temperature, exhaust gas composition, and PM 

characteristics (composition, morphology, and size distribution). 

The development of a biomass particle model is the second objective of this thesis. The model 

should provide accurate prediction of particle combustion behavior and, consequently, precisely 

predict PM precursor release. The particle model should also be stable for different particle 

properties and combustion conditions. The developed model must be sufficient to allow further 

implementation in a larger scale simulation and CFD analysis framework. 

 

1.3. Outline 

This thesis is presented as follows : 

Chapter 2 is dedicated to a discussion of biomass thermal decomposition stages with a special 

highlight on the correlation of these stages with PM precursor release. A discussion of common 

modelling approaches for different biomass decomposition stages is also presented in this chapter. 

Chapter 3 presents the construction of particle mathematical modelling, which includes heat 

balance, mass balance, and the Stefan flow effect on heat and mass balance. 

Chapter 4 describes the simulation setup that was used to simulate the particle model. The 

discretization method employed in the current work is discussed in this section together with the 

CFD analysis strategy of heat and mass transfer improvement due to Stefan flow. 
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Chapter 5 discusses the development of the experimental furnace and its procedures. Some 

descriptions of measurement techniques are provided in this chapter. 

Chapter 6 is dedicated to the presentation and discussion of the main findings. Particle model 

assessment and validation is described further in this section. Some results showing the stability of 

the current experimental furnace are also presented. 

Chapter 7 summarizes the main findings of this work and presents a proposal for future 

research. 
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2. FORMATION OF PARTICULATE MATTER IN A BIOMASS 
COMBUSTION SYSTEM 

 

2.1. Particle pyrolysis and combustion mechanism 

2.1.1. Drying 

Water is present as bound water, free water, and water vapor inside a biomass matrix. Water 

is first taken up as bound water until all available adsorption sites are occupied, and then it becomes 

free water that fills the biomass pores [18]. Free and bound water may move inside a particle due 

to capillary forces and diffusion caused by the concentration gradient. Notably, free and bound 

water have different characteristics with respect to transport and evaporation, which implies that 

these two different forms of water must be treated carefully [19]. 

The drying process is modelled from three different approaches in the literature, i.e. 

equilibrium, heat sink (thermal drying), and Arrhenius (kinetic rate) models [20,21]. The equilibrium 

model is useful for predicting low-temperature drying conditions, e.g. drying wood for building 

materials. The heat sink (thermal drying) model relies on step-function evaporation, which can lead 

to numerical instabilities. The kinetic rate model is used in the present study due to its wide range 

of temperature applications and high numerical stability, both of which increase simulation 

robustness and accuracy for fast drying conditions [22]. 

 

2.1.2. Devolatilization 

Pyrolysis and devolatilization are used interchangeably and refer to the thermochemical 

degradation process of biomass in the absence of an oxidizer [19]. The different release stages of 

pyrolytic volatiles divide the devolatilization process into primary and secondary devolatilization 

where various parallel and consecutive reactions occur. Biomass decomposes into volatile gas, 

primary tars, and char during primary devolatilization. Secondary devolatilization occurs during the 

outward transport of primary tars. During this period, primary tars participate in various complex 

reactions such as cracking, reforming, dehydration, condensation, polymerization, oxidation, and 

gasification [23]. Secondary devolatilization can be neglected due to its insignificant effect on the 

simulation [24] based on the assumption that pyrolytic gas exits the biomass particle immediately 

after it has been devolatilized [17,25–27].  

The Arrhenius kinetic rate model is commonly used in particle modelling to describe the 

devolatilization process. Different reaction schemes with varying degrees of complexity are found 
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in the literature. The first and the simplest devolatilization model, referred to as the one-step global 

model, describes biomass decomposition into volatile gas, char, and tar using a single reaction. The 

second model, which has been widely used, includes three independent competitive reactions. In 

second model, the solid material is converted competitively into volatile gas, tar, and char 

[17,18,28–33]. Alternatively, more complex devolatilization mechanisms may be used, including 

mechanisms based on the three main pseudo components in the biomass (cellulose, hemicellulose, 

and lignin), which are converted into volatile gas species, tar, and char. Figure 1 illustrates the 

differences among these three models.  

 

Figure 1. Biomass devolatilization schemes (a) one-step global model (b) three independent 

competitive reaction models (c) three main pseudo components. 

Each devolatilization model has its own advantages and disadvantages and requires the 

specification of the pre-exponential coefficients and activation energies for the different reactions. 

In addition, compared with the last two schemes, the implementation of the global model also 

requires knowledge about the distribution coefficients of each product formed, i.e. α, β and γ. The 

third model has the advantage of broad prediction of volatile species, which makes the prediction 

of the composition of pyrolytic gas possibly even more accurate [34,35]. Moreover, it can be applied 

for various types of biomass in which the composition of the three main pseudo components is 

known. However, compared with the first and second models, the third model must handle more 

equations to track the evolution of each pseudo component. Increased computational cost is 

necessary to utilize the pseudo-component-based model [21]. However, the proposed particle 

simulation method allows arbitrary schemes to be used. 

 

2.1.3. Char oxidation and gasification 

The last stage of biomass particle combustion is heterogeneous char reaction, which involves 

the reaction of remaining solid carbon (char) with oxidative gases. The char conversion rate is 

controlled by a series of transport mechanism solid-gas reactions [36] . These include 1) film 

diffusion of an oxidizing agent, 2) diffusion through the ash layer and particle, 3) adsorption onto 

the reaction surface, 4) chemical reaction, 5) desorption of product gas from the surface, 6) 

diffusion of product gas through the particle and the ash layer, and 7) film diffusion back into the 
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ambient gas. Except for the chemical reaction (step number 4), the remaining steps are mass 

transport. Based on the Thiele modulus (the ratio of the overall reaction rate to diffusion rate) and 

the effectiveness factor [37], three different regimes of char conversion can be present in a system, 

depending on if the reaction takes place inside the particle, at the particle surface, or at both 

locations. The most influential factor determining the reaction location is the balance between mass 

transfer and reactions rates, which strongly depends on the temperature [37]. Exothermic 

combustion increases the surface temperature quickly after ignition, and the reaction becomes mass 

transfer limited during most of the reaction time. 

The simplification of char oxidation and gasification reaction as used in the present study 

follows the reaction scheme below [19]. 

� + �� ��→ ��� � + ��� ��→ 2	�� � + ��� ��→ �� +	�� 
 
2.2. Formation of particulate matter precursors  

Particulate emission from biomass combustion includes different particle sizes and chemical 

compositions. Based on size distribution, the particulate matter is typically divided into two 

different modes, i.e. fine mode (<1 µm) and coarse mode (> 1 µm) [38]. Based on chemical 

composition, particulate matter emission consists of three main particle components; soot 

(elemental carbon agglomerates), organic spherical carbon particles, and inorganic ash particles 

[39].  

In brief, inorganic ash particles are formed from inorganic elements that vaporize during 

combustion. These inorganic vapors nucleate later when the flue gas cools to form ultra-fine 

particles and may grow by coagulation and condensation. Both organic materials and soot particles 

are formed due to incomplete combustion. The organic materials in particulate matter are formed 

by unburnt condensed organic vapor that is originally produced at the devolatilization stage [38]. 

Condensation might occur in the cooler area, for example, at the chimney. In contrast to organic 

material, soot particles are formed inside the fuel-rich area of the flame via complex mechanisms. 

These mechanisms include the formation of soot nuclei from gaseous hydrocarbons which is 

followed by particle growth due to surface reactions, coagulation, and agglomeration [40]. In 

optimal combustion conditions, a soot particle can be oxidized in the oxygen-rich area of the flame. 

A conceptual figure for the formation of the particulate matter contributed from these three 

components is presented in Figure 2 based on Sippula et al. [13]. 
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Figure 2. PM formation in biomass combustion [13]. 

The main precursors of particulate matter are mainly produced during devolatilization. In 

general, the main precursors of particulate matter are tar, volatile gas, and ash. These precursors 

can be further converted and grow into solid particulate matter, which really depends on the 

interaction of the precursors with other components. The precursors conversion into PM also 

depends on the surrounding conditions at the combustion furnace or stove, i.e. temperature, 

presence of oxygen and exhaust gas residence time. Therefore, the combination of the accurate 

prediction of PM precursors and the surrounding conditions in a combustion system are the main 

requirement to accurately predict PM formation. The accurate prediction of PM formation can be 

utilized further to reduce the PM emission level in a combustion system in a more efficient way by 

using modelling and simulation framework. 
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3. BIOMASS PARTICLE MODELLING 

 

The particle model is formulated by considering the ability of the model to handle important 

physicochemical phenomena in biomass pyrolysis and combustion, i.e. arbitrary reaction kinetics, 

local varying properties, heat adsorption by evaporated gas, gradient-driven transport mechanisms 

such as water movement by diffusion inside biomass matrix, and the inclusion of the effect of 

Stefan flow on the heat and mass transfer rates at the particle surface. The 1D transient heat and 

mass balance is constructed as described in the next sub-section. 

 

3.1. Heat balance 

The global energy conservation equation for 1D transient simulation follows Eq. (1). 

 


����� ���� = 1�� ��� �������� ���� − ���, 	�� !"#" ����
+ $%�&���& '��&'� + %(&��(& '�(&'� )	'�'� − Δ�+,-���,+,- −	Δ�+�����,+��		 

(1) 

Where . depends on biomass geometry (0 for planar, 1 for cylinder, and 2 for sphere). The 
term on the left side of Eq.(1) shows the accumulation term. The boundary condition equation for 

heat balance at the particle surface follows Eq.(2). Heat conduction into the particle is balanced 

with heat transfer from or to the particle surroundings by convection and radiation, and heat from 

the char reaction at the particle surface. 

 ���� ���� = ℎ�����(01� − �20,�� − 34��20,�5 − �&�115� −	Δ�67�,��2,67�, (2) 

 

3.2. Mass balance 

Eqs.(3) to (6) describe the mass evolution of dry wood, free water, char, and bound water. The 

density adjustment due to particle shrinking and swelling is considered in the last term on the right 

side in each density evolution equation. The density gradient of free and bound water drives the 

water movement via diffusion, and this physical phenomenon is accounted for in the first term on 

the right-hand side of Eqs.(4),(5) and (6).  

��(�� = −���,+�� − �(! '!'�  (3) ���&�� = 1�� ��� ���%�&� ���&�� − 85	��& 	− ��&! '!'�   (4) ��6�� = 89	�( − �6! '!'�  (5)  
��(&�� = 1�� ��� :��%(&; ��(&�� − 8<	�(& − �(&! '!'�  (6) 
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The porosity evolution inside biomass is expressed in Eq.(7). 

�=�� = −$��(�� + ��6�� + ���&�� + ��(&�� ) × :1 − =;	�?@? + :1 − =;! '!'�  (7) 

Volume evolution due to shrinking and swelling during drying, pyrolysis, and char gasification 

and oxidation is expressed in Eq.(8). '!'� = !A:BC − 1;��&A + �(&A ���,+,- +
!A:B( − 1;�(A ���,+�� + #"��2,67�,�?@?  (8) 

BC and B( are the swelling or shrinking factors for drying and devolatilization. Additional 
supporting equations for heat and mass balance are listed in Table 1. The nominal Nusselt and 

Sherwood numbers should be corrected due to the effect of Stefan flow, which is discussed in 

more detail in Section 3.3. The nominal Nusselt and Sherwood numbers before the correction for 

Stefan flow are summarized in Table 2 for different particle geometries. 

 

Several assumptions are made in the present simulations : 

1) Gas behaves as ideal gas. 

2) Secondary devolatilization is neglected. 

3) Solid biomass is in thermal equilibrium with evaporated gas while it transported out. 

4) Particle shrinking only occurs at the char reaction stage. The exclusion of particle shrinking 

and swelling during drying and pyrolysis is due to the lack of evidence of particle volume 

evolution during drying and devolatilization in the validation with current experimental data 

[19]. 

5) Char oxidation and gasification only occur at the particle surface. 

6) High permeability of the ash layer is due to the high amount of Stefan flow. 

7) Heat capacity of gas in the accumulation term is neglected due to the insignificant density of 

gas compared to a solid. 
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Table 1. Supporting equations for main heat and mass balance 

Thermal conductivity 
���� = DEFG+HIJKL + =� + :1 − =;��	M( +
M�&+M(&��( + M6�6 + M�27��27�  (9) 

Bound water diffusivity %(& = 1.05 × 10Q< expU−4633 + 3523	 	�(&	�?@?� Y (10) 

Devolatilization rate ���,+�� = :8Z + 8� + 89;	�( (11) 

Drying rate ���,+,- = 85	��& + 8<	�(& (12) 

Char oxidation rate 
��2,67�, = :8[,��� × �\] + 8^,��� × �_\] + 8`,���× �a]\; × b6 (13) 

Effective char reaction rate constant 

(for reaction indexes 4-6) 
8c,��� = 8c 	ℎC_���,c8c + ℎC_���,c (14) 

Kinetic rate constant 8c =	#c exp $−e�,cf 	� ) (15) 

Gas production rate ���, = ���,+,- + :8Z + 8�;	�( (16) 

Convective mass transfer coefficient ℎC,c = % 	gℎ���%"  (17) 

Effective convective mass transfer 

coefficient 

ℎC_���,c = ℎC,c 	% 	=�27h�27 iℎC,c + % h�27j
 

(18) 

Ash layer thickness h�27 = ��27A�?@?A × 1. + 1 × $�A�kZ − ��kZ�A� − �� ) (19) 

Effective convective heat transfer 

coefficient 
ℎ��� = lm��� 	� 	%"  (20) 

 

Table 2. Nominal Sherwood and Nusselt number equations for different particle geometries 

Spherical[34,41] lm = 2 + 0.6	fnA.<o�Z/9 (21) gℎ = 2 + 0.6	fnA.<gqZ/9 (22) 
Cylindrical[42] lm = :0.4fnA.< + 0.6	fn�/9;o�A.5 (23) gℎ = :0.4fnA.< + 0.6	fn�/9;gqA.5 (24) 
Planar[19] lm = 0.644	fnA.<o�A.959 (25) gℎ = 0.644	fnA.<gqA.959 (26) 
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3.3. Effect of Stefan flow on heat and mass transfer 

In an effort to improve heat and mass transfer in particle combustion and pyrolysis, it was 

found that heat and mass exchange at the particle surface should be treated carefully due to the 

effect of Stefan flow. The general correlation of Sherwood and Nusselt numbers, which are used 

to determine the rate of mass and heat exchange from or to a particle surface, was calculated based 

on the flux that originated exclusively from surrounding convective gas flow. In particle 

combustion and pyrolysis, there is a convective outflow from particle drying and devolatilization 

that can influence the diffusional transport and the penetration of convective flow from the 

surrounding gas to the particle surface. Therefore, instead of only considering the flow from the 

surrounding gas, the net flow between Stefan flow and the surrounding gas flow should be utilized 

to evaluate a more correct heat and mass exchange from or to the particle surface. 

Stefan flow may produce two effects, i.e. enhance or decrease transport in the film around the 

particle and change the thickness of the “stagnant” film around the particle. In the present 

modeling, the correction of Sherwood and Nusselt numbers was evaluated by considering Stefan 

flow into the net flow of gas convective transport in the film layer around the particle and 

estimating the location of film thickness based on where the concentration or temperature was set 

to be equal to bulk concentration or temperature. 

The calculation is based on the total flux at the surface, which is contributed by the diffusional 

and convective flux as presented in Eq.(27). 

l = % '�'�r,st + m2�2 = 86:�(1 − �2; + m2�2 (27) 

An analytical solution of Eq.(27) was presented by Bird et.al [43] for a flat surface and by 

Spalding [44] for gℎ = 2. A model for diffusion and convection with Stefan flow in the film layer 
follows: 

% i 1�u ''� �u '�'�	j − m '�'� = 0 (28) 

The convective flow velocity is dependent on geometry, but it can be written as a function of 

the velocity at the surface and radius as presented in Eq.(29). 

m = m2f���  (29) 

In the dimensionless form, Eq.(28) can be transformed into Eq.(30) with M = �/f 1Mu ''M Mu '�'M − m2f% 1M� '�'M = 0 (30) 

Cancelling 
Zvw in Eq.(30) produces : 
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''M Mu '�'M − m2f% '�'M = 0 (31) 

The integration of Eq.(31) produces : 

Mu '�'M − m2f% 	� = qxyz�Z (32) 

The solution of Eq.(32) is only a function of the dimensionless number 
0{t| , which hereinafter 

will be called the Andersson number (#y), and boundary conditions. Eq.(32) is next solved for 
spherical geometry with } = 2, by providing two boundary conditions, one at the surface and one 
at the boundary layer of the film layer as follows : 

BC 1 : M = 1	and � = �2  
BC 2 : M = M(1 = ZZQ ]~� (for sphere) and � = �(1  
Substituting BC 1 to Eq.(32) produces the evaluation of qxyz�Z	as follows : 

 qxyz�Z = −#y	�2 + '�'MrvsZ = −#y	�2 + qxyz�� (33) 

Substituting Eq.(33) to Eq.(32) and rearranging it produces : 

� '�� − �2 + qxyz��#y
_s_:v;
_s_{ = � #y 1M� 'Mvsv

vsZ  (34) 

Solving Eq.(34) produces : 

ln U�:M; − �2 + qxyz��#yqxyz��#y Y = #y i1 − 1Mj (35) 

Rearranging Eq.(35) becomes as follows : 

�:M; = �2 + qxyz��#y in�ZQZv� − 1j (36) 

Inserting the second boundary layer to evaluate qxyz�� in Eq.(36) produces : 
qxyz�� = #y �(1 − �2

n���ZQ Zv��−1 (37) 

Substituting Eq.(37) and �1 − Zv��� = ��7  based on BC 2, into Eq.(36) produces the final 
solution of concentration profile in the film layer as presented in Eq.(38) : 

�:M; = �2 + �(1 − �2n���/�7−1in���ZQZv� − 1j (38) 

Based on the diffusional transport of gas at the surface in Eq.(27), the corrected Sherwood 

number can be derived as follows : 
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% '�'�r,st = %f '�'MrvsZ = 86:�(1 − �2; (39) 

#y
n����7 − 1 :�(1 − �2; =

gℎ���2 :�(1 − �2; (40) 

gℎ��� = 2. #y
n����7 − 1 (41) 

This model assumes no change in film thickness due to Stefan flow. The same analogous 

derivation is used for the Nusselt number correction, i.e. the heat transfer correction due to Stefan 

flow as presented below : 

For a sphere : lm��� = 2. #ya
n�����0� − 1 (42) 

where : #ya = m2���f�  
(43) 

#ya is equal to #y if the Lewis number is 1. A simple adjustment to the model is performed 
by recalculate a new Reynolds number that takes Stefan flow into account as shown in Eq.(44). fn�+� is used to calculate nominal Sherwood number in Table 2. fn",�+� = :m(01� − m2;'/� (44) 

The degree of accuracy and range of applicability of the current analytical solution was tested 

further by a comparison with CFD simulations. The current analytical solution was also compared 

with classical Sherwood number correction correlations due to Stefan flow. Some of the classical 

models that are compared in the present work are the Spalding [44] and Michaelides [45] models. 

gℎ���,2"�1+c� = ln	:1 + ��;�� gℎ (45) 

gℎ���,Cc67��1c+�2 = 2 + 0.87	fnZ�gqZ9:1 + ��;A.^  (46) 

where �� = n��/� − 1 (47) 
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4. SIMULATION STRATEGY 

 

4.1. 1-Dimensional particle simulation 

A common basic assumption for single particle modelling, which depends on whether 

temperature non-uniformity can be neglected or not, decides the level of mathematical modelling 

complexity. The uniformity of particle temperature is evaluated with a dimensionless number, the 

Biot number (��), which distinguishes particles as thermally thin, �� � 0.1 , and thermally thick, �� � 0.1 [17]. 
 �� = ℎ���	'�  (48) 

A thermally thin particle assumes that the temperature non-uniformity throughout the particle 

can be ignored, however, it cannot be ignored in a thermally thick particle. In consequence of that, 

different biomass decomposition stages, i.e. drying, devolatilization, and combustion, can occur 

simultaneously over a thermally thick particle. A modelling approach that allows spatial and time 

resolution is needed to model a thermally thick particle, and such an approach escalates modelling 

complexity. 

 

Figure 3. Mesh-based particle discretization scheme 

As presented in Paper I, in order to simulate thermally thick particle combustion, two different 

particle discretization approaches have been used by researchers, i.e. mesh-based discretization 

[19,22,28,31,32,41,46,47] and interface-based discretization [16,17,25–27,29,34,48]. Mesh-based 

discretization relies on numerical discretization, which divides each particle into several grid points 

and directly solves all governing equations at each grid point, as described in Figure 3 [21]. In 

contrast to the mesh-based model, the interface-based model relies on physical discretization, 

which divides the particle into layers based on available biomass component mass, as described in 

Figure 4. The layers in the interface-based model can be composed of either dry wood, moisture, 

char, or ash [27].  
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Figure 4. Interface-based particle discretization scheme 

Both aforementioned discretization methods have their own advantages and disadvantages in 

terms of numerical efficiency and accuracy. Briefly, the mesh-based model allows higher accuracy 

than the interface-based model. This is due to mesh-based model uses more computational grids 

than interface-based model. However, this computational accuracy comes with a price, which is 

higher computational power than the interface-based model. In contrast, the efficiency of the 

interface-based model is confirmed by its applicability in larger scale simulation works, i.e. multi 

particle modelling and biomass furnace simulation. 

Table 3. Conceptual summary of different discretization models with regard to ability to include 

physical phenomena in mathematical modelling 

Physical phenomena Mesh Interface Collocation

Decoupling between species and space resolution ++ - ++ 

Smooth species profile ++ - + 

Water transport inside particle due to diffusion ++ - ++ 

Distinction of bound and free water ++ * ++ 

Heat exchange between solid and evaporated gas ++ ++ ++ 

Consecutive gas reaction occurs inside particle, i.e. 

secondary devolatilization 
++ - ++ 

Stefan flow effect * * ++ 

Particle shrinking and swelling during drying, 

devolatilization, and char reaction 
++ ++ ++ 

Easy implementation as sub-grid models for CFD 

analysis (multi particle and furnace) 
- ++ + 

(++) high degree of agreement ;  (+) good agreement ; (-) disagreement ; *possible to be implemented 

 

 

 

 



17 

  

4.1.1. Particle discretization using orthogonal collocation 

Based on the remaining challenges to simulate a thermally thick particle, another approach of 

particle discretization was employed, i.e. the orthogonal collocation method. The main reason for 

the selection of the orthogonal collocation method for particle discretization was its ability to 

transform PDEs into the ODE form. This transformation allows the current model to be 

implemented in the CFD environment. Moreover, orthogonal collocation has been found to work 

well with various problems such as mass and heat diffusion and reaction [49–57]. An overview of 

the orthogonal collocation method compared to the interface- and mesh-based models in terms of 

ability to handle specific physical phenomena is shown in Table 3. 

The orthogonal collocation method discretizes the biomass particle into several collocation 

points and solves the governing equations at each collocation point. The discretization scheme 

looks similar to numerical discretization, which is used in the mesh-based model. However, the 

mesh-based model usually uses a backward, forward, or center scheme to solve ODE, which only 

utilizes the adjacent grid points to calculate an observed point. The orthogonal collocation method 

utilizes values from all numerical grids, or collocation points, to calculate the value at an observed 

cell. This leads to a significant reduction of numerical grids employed, and the result is few grids 

to achieve mesh independence. This will be presented in Section 6.1.1.1., in comparison with many 

more numerical grids that are typically needed by the ordinary mesh-based model.[22,58,59] 

Table 4. The location of collocation points for different geometries (planar, cylindrical, and 

spherical) 

N 
Geometry 

Planar Cylindrical Spherical 

1 0.57735 02692 0.70710 67812 0.77459 66692 

2 
0.33998 10436 0.45970 08434 0.53846 93101 

0.86113 63116 0.88807 38340 0.90617 93459 

3 

0.23861 91861 0.33571 06870 0.40584 51514 

0.66120 93865 0.70710 67812 0.74153 11856 

0.93246 95142 0.94196 51451 0.94910 79123 

4 

0.18343 46425 0.26349 92300 0.32425 34234 

0.52553 24099 0.57446 45143 0.61337 14327 

0.79666 64774 0.81852 94874 0.83603 11073 

0.96028 98565 0.96465 96062 0.96816 02395 

5 

0.14887 43390 0.21658 73427 0.26954 31560 

0.43339 53941 0.48038 04169 0.51909 61292 

0.67940 95683 0.70710 67812 0.73015 20056 

0.86506 33667 0.87706 02346 0.88706 25998 

0.97390 65285 0.97626 32447 0.97822 86581 
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In the orthogonal collocation method, the solution of differential equations is approximated 

using orthogonal polynomials. There are several orthogonal polynomial trial functions that can be 

utilized with different orders of M  and one of the most common functions called shifted Legendre 
orthogonal polynomials, which is constructed as a function of M� . The expanded solution for 
temperature at a collocation point using shifted Legendre orthogonal polynomials is described in 

Eq.(49) with l as the total collocation points. 
 ��M�� = 
 'cM��cQ��kZ

csZ  (49) 

The shifted Legendre orthogonal polynomial is defined in Eq.(50) with . =1, 2, or 3 for 
planar, cylindrical, or spherical geometry, respectively. 

 � �:M�;o�:M�;oC:M�;M�QZ'M = 0Z
A 														8 ≤ � − 1 (50) 

The roots of shifted Legendre polynomials provide the coordinates of the collocation points 

as listed in Table 4. The first and second derivatives of Eq.(49) follow the forms that are presented 

in Eq.(51) and (52). 

 
'�'M �M�� = 
 	'c:2� − 2;	M��cQ9	�kZ

csZ  (51) 

 
'��'M� �M�� = 
 		'c:2� − 3;:2� − 2;M��cQ5�kZ

csZ  (52) 

In the matrix form, the expanded solution for all collocation points in Eq.(49) from the first 

point (� =1) to the last point (� =l + 1) follows : 
 

��
��
� �Z���9⋮��kZ��

��
� =

���
���
1 	MZ� 	MZ5 ⋯ 	MZ��	1 	M�� 	M�5 … 	M���	1⋮1

	M9�⋮	M�kZ�
	M95 … 	M9��⋮ 			⋱				 ⋮	M�kZ5 … 	M�kZ�� 	���

���	
��
��
� 'Z'�'9⋮'�kZ��

��
�
 (53) 

 or					£								 = 				¤¥	 (54) 

In order to solve the remaining unknowns in Eq.(54), which are £ and ¥, the substitution 
from the solution for all collocation points to the solution for each collocation point was performed 

with ¥ matrix substitution. 
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 ¥ = ¤QZ£	 (55) 

 ��M�� = ¦
 M��cQ��kZ
csZ §¤QZ£ (56) 

The last form of the temperature expansion solution in Eq.(56) can be solved, since the 

remaining unknown is equal to the total number of equations. The remaining unknowns are 

contributed from l + 1 number of ��M��. The  l + 1  equations are consisted of the l number 
of Eq.(56) at each collocation point and one equation from the surface boundary condition 

equation. The choice of trial function, Eq.(49), automatically ensures the symmetry boundary 

condition in that the center of the particle is fulfilled at each instance in time. 

The same scheme can be used for the first and second derivatives of temperature, which are 

described as: 

¥£¥¨ = ©¥ ��c = :2� − 2;M��cQ9 '�'M �M�� = ¦
 ��c�kZ
csZ §¤QZ£ '�'M �M�� = ª£ (57) 

¥«£¥¨« = ¬¥ %�c = :2� − 3;:2� − 2;M��cQ5 '��'M� �M�� = ¦
 %�c�kZ
csZ §¤QZ� '��'M� �M�� = ­£ (58) 

At this stage, the first and second derivatives of the temperature substitution with orthogonal 

collocation coefficients (ª and ­) in Eqs.(57) and (58) can be used to solve the global heat balance 
in Eq.(1). The orthogonal collocation method requires that the space variable is transformed into 

the dimensionless form, in range of 0 for center and 1 for the surface, as presented below: 

� = Mf ���� = 1f ���M '��'�� = 1f� '��'M� 
The final form of PDE heat balance at a collocation point in Eq.(1) is transformed into ODE 

heat balance in Eq.(59). 


��,����,� ���� = ����,�M�f� U.M ¦
 #�,c�c�kZ
csZ § + M� ¦
 ��,c�c�kZ

csZ §Y
− ���, �2,� 	�� ,� !"f#" ¦
 #�,c�c�kZ

csZ §
+ U%�&,����&,� ¦
 #�,c��&c

�kZ
csZ § + %(&,���(&,� ¦
 #�,c�(&c

�kZ
csZ §Y
 #�,c�c�kZ

csZ− Δ�+,-,����,+,-,� −	Δ�+��,����,+��,� 				 

(59) 
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Another set of equations transformed into the orthogonal collocation format, i.e. boundary 

condition and component balance, must follow the transformation of heat balance in Eq.(59) by 

substituting the space notation into the dimensionless one and replacing the derivative term with 

the orthogonal collocation coefficients. 

 

4.1.2. Moving coordinates 

Temperature interpretation based on the heat balance in Eq.(1) must be revised due to the 

transformation of the space variable into the dimensionless form using the orthogonal collocation 

method. The revision of the accumulation term is needed during particle shrinking since the space 

variable is bounded between 0 and 1, even when the physical dimension changes in time due to 

char reaction, i.e. particle radius, f = ®:�;. The updated temperature reading follows Eq.(60) 
 ���& = �@1+ + 1f ���M �f�� '� (60) 

In the first derivative form, Eq.(60) produces : 

 
����&�� = ��@1+�� + 1f '�'M 'f'�  (61) 

Eq.(61) can be substituted into the accumulation term in Eq.(1) to produce a revision of the 

accumulation term, as presented in Eq.(62). Eq.(62) can be transformed into discretized form by 

orthogonal collocation, as presented in Eq. (63). 

 
����� i���� + 1f ���M �f�� j (62) 

 
����� U���� + 1fU
#c,����
�sZ Y�f��Y (63) 

 

4.1.3. Source term evaluation 

Biomass decomposition inside a particle is a continuous process that moves from the particle 

surface toward the particle center at a rate determined by heat wave propagation. The reaction rate 

using the orthogonal collocation method was calculated only at specific collocation points. The 

utilization of a kinetic rate with a very high activation energy or narrow reaction zone produced an 

unsmooth transition of mass reduction since the temperature was not sufficient to start the reaction 

in the inner collocation points while the reaction was completed at the outer collocation point. This 

less smooth transition might produce a fluctuation of mass loss in a global calculation and uneven 
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release of pyrolytic gases and water vapor. This uneven release of pyrolytic gases and water vapor 

might cause challenges to obtain convergence CFD simulations. 

The utilization of more collocation points is expected to reduce this problem, but a result of 

this action is that higher computational efforts are also needed. Another alternative method without 

adding more collocation points is to expand the coverage of the reaction rate at one specific 

collocation point, which was performed in the current research. The idea behind the improvement 

was to evaluate the reaction rate in the area between each collocation point and bring the average 

reaction rate value over the area into the collocation point calculation. The reaction rate was 

averaged using mass weighting average which follows Eq.(64) (8= reaction and components index, � = collocation points index, ¯ = Euclidean points index and h	= expansion points index). 
 ���̅,�,c = ± #�,1 exp i− e��f �1j × 	��,1 × #1�-�,,1	'�,²³´,²µ´ ± ��,1 × #1�-�,,1 	'�,²³´,²µ´

	× �c (64) 

:¯ + 1; and :¯ − 1; are the Euclidean points to the left and the right of a collocation point. The 
Euclidean point was calculated based on the middle position of adjacent collocation points. #1�-�,,� is the perpendicular area of expansion layer which is equal as, 4¶�� for spherical, 2¶�·" 
for cylindrical and ·" ×�"	 for planar. The reaction rate was evaluated over expansion points that 
were located between two Euclidean points, and the mass weighted average reaction rate was used 

as the reaction rate at each collocation point. 

The value of the reaction rate at the Euclidean points, and any other expansion points outside 

the collocation points, was calculated based on the interpolated value of temperature and density. 

Density and temperature value at the expansion points, were calculated from the temperature and 

density values at the collocation point. Different interpolation methods were employed herein for 

density and temperature. Temperature values at the expansion points can be calculated using the 

solution of the expansion form of temperature in Eq.(49), as long as the value of ' is available. 
The value of ' can be calculated using Eq.(55) since the value of ¸ , which is a function of M, and	� 
are available. 

The density at the expansion points were interpolated using the piecewise cubic hermite 

polynomial method. The cubic hermite interpolation has been proven to produce better results 

than quadratic and linear interpolations in assessing the reaction rate correction in the sub-grid 

scale [60]. The piecewise cubic hermite polynomial method using a third-order polynomial to 

calculate the dependent variable at the observed point is described in Eq. (65). The coefficients of 

the cubic interpolation are derived from the value from adjacent points [61]. 



22 

  

 ��:M; = .:M − McQZ;9 + ¹:M − McQZ;� + q:M − McQZ; + '	 (65) 

 

4.2. CFD simulation of Stefan flow effect 

The current analytical solution for an effective Sherwood number due to the effect of Stefan 

flow was validated by comparing the analytical solution results with CFD simulation results using 

ANSYS Fluent. CFD simulation herein is limited to laminar flow, i.e. bulk Reynolds numbers < 

2000 and low particle Reynolds numbers, fn" , where mass and heat transfer are steady. The 
particle Reynolds number regions were kept to be below 150 for current spherical particle analysis, 

in order to maintain a steady Sherwood number and avoid periodic vortex shredding. 

A particle was modelled as a thin hollow sphere with the thickness0.01	'" . A very fast 
irreversible reaction of #	 →	#∗  at the particle surface was utilized, which produced a 
concentration of # on the surface close to zero. Identical properties of # and #∗ were utilized to 
eliminate a net flow caused by the reaction. The source of Stefan flow was a mass source in the 

thin particle surface which produced the same flow rate in all directions. This setup corresponds 

to a particle with equal heating rate on the whole surface e.g. by uniform radiation or very high 

heat conductivity. Simulations were done for a range of Stefan flow.  

The computational domain was cubic with a length 20 times larger than the particle radius. 

This was done to avoid any significant velocity increase around the particle caused by the presence 

of the wall. The computational domain was meshed into 2.2 million cells with a very fine mesh 

close to the surface. The mesh independence result was achieved after an adaption that used the 

gradient of species and pressure and produced about 4.7 million cells. A high quality mesh of prism 

layers in the surface region were used as depicted in Figure 5 to minimize numerical diffusion. The 

mesh independence result was achieved after an adaption that used the gradient of species and 

pressure. 

The boundary conditions which were used in the simulation i.e. the inlet flow was set as velocity 

boundary condition, the outlet condition was set as outflow, a free slip condition at the walls, and 

no slip condition at the particle surface. The continuity, momentum and species balance were 

calculated using Eqs.(66), (67)and (68) in ANSYS Fluent software [62].  

 
���� + ∇. (�¼½) = gC	 (66) 

 
��� (�¼½) + ∇. (�¼½¼½) = −∇� + ∇. (¾̿) + �À½ + Á½	 (67) 

 
��� (�Âc) + ∇. (�¼½Âc) = −∇. ÃÄÅÅ½ + fc + gc	 (68) 
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Those equations were discretized further using second-order accurate schemes, and the 

pressure-velocity coupling was handled using the SIMPLE algorithm. The governing equations 

were solved using a segregated solver approach with ANSYS Fluent 19.0. 

 

Figure 5. Cross section in the computational mesh. 

The formation of #∗  was limited by the diffusion of #  to the surface. Consequently, the 
estimation of the Sherwood numbers for transport with Stefan flow can be estimated from net 

outflow of #, as presented in Eq.(69), or from outflow of #∗ at the outlet, as presented in Eq.(70). 
The third way of determining the gℎ number was using the volume integral of the reaction rate in 
the porous volume, as given by Eq.(71). The Sherwood number evaluation from those three 

different approaches were compared to ensure the simulation accuracy. 

 gℎ_Æ| = '"%�∆��	#" U � mv��'#c�1�?�ÈÉ�KÊ
− � mv��'#@0?1�?�IËÊ�KÊ

Y (69) 

 gℎ_Æ| = '"%�∗∆��∗ 	 ¦±
mv��∗'#@0?1�?�IËÊ�KÊ #" − m2��{∗§	 (70) 

 gℎ_Æ| = '"%�∆��	#" � ��'!	ÌHIJIË{
	 (71) 
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5. EXPERIMENTAL WORK 

 

5.1. Grate furnace 

In order to obtain more detailed phenomena about biomass combustion behavior and PM 

formation in biomass combustion, an experimental apparatus was designed and constructed. A 

fixed-bed furnace, commonly called a grate furnace, was built to allow detailed observation of 

different combustion parameters and characteristics of particulate matter. A grate furnace has 

several advantages over other common commercial furnace types. These advantages include lower 

investment, lower operating cost, lower dust load in the flue gas, and less sensitivity to slagging 

than fluidized-bed furnaces [63]. The scheme for the constructed grate furnace is shown in Figure 

6. 

 

 

 

   

 

 

 

 

 

 

 

 

 

Figure 6. (a) Photograph of grate furnace without heat insulation (b) grate or perforated plate, 

and (c) schematic figure of grate furnace. 

As shown in Figure 6, primary air is introduced from the bottom part of the grate plate, and 

the air meets solid biomass, which remains above the perforated plate. Secondary air enters above 

the biomass bed to help combustion proceed in the gas phase. The solid biomass enters into the 

furnace via a hopper by exploiting gravity to transfer biomass from the hopper to the grate plate. 

(c) (a) 

(b) 
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The exhaust gas flows through the room above the grate, called the freeboard, before it goes to the 

chimney. The freeboard volume of the current furnace was 3 meters x 1 meter x 1 meter (H x W 

x L). Several 0.8 mm thermocouples, type K, were placed in the freeboard to measure the 

temperature evolution of gas. Some of the exhaust gas was sucked into the PM trapping system, 

while most of it flowed through a 3-meter high chimney before being released to the environment. 

In order to support detailed observation of different experimental setup effect on the 

evolution of combustion parameters and PM characteristics, some flexible features have been 

prepared in this constructed furnace, i.e.: 

• Portable gas analyzer to measure the composition of gas at different places. 

• Portable PM trapping system to sample PM particles at different places in the 

furnace. 

• Adjustable grate plate opening to facilitate different capacities for biomass loading. 

• Baffles that can quite easily be installed in the freeboard to enhance residence time. 

• Adjustable primary and secondary air flowrates. 

• Air heater for primary and secondary air. 

The constructed furnace was also equipped with proper heat insulation to minimize heat loss 

from freeboard to environment. Two layers of insulation were attached to furnace wall, i.e. 5 cm 

of ceramic wool and 20 cm of glass wool. Two different materials were utilized because different 

temperature levels are expected to be present inside the insulation. Ceramic wool was attached 

closer to the furnace wall since it has a higher melting temperature about 900oC, and glass wool, 

which has a lower melting temperature about 400oC, was placed outside the ceramic wool layer. 

 

5.1.1. Air intake mechanism 

 

Figure 7. Tangential injection of primary and secondary air schematic figure. 

Primary and secondary air to the furnace were supplied by an adjustable blower. The air flow 

from the blower was divided into four smaller pipes and inserted tangentially from four different 
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sides of the furnace as shown in Figure 7. This tangential air injection mechanism was designed to 

enhance the mixing of air and gas fuel in the freeboard. Tangential air injection produces a strong 

rotating flow on the horizontal cross sections, which has been proven to produce better fuel 

burnout. Another advantage of tangential air injection is the deposit formation and corrosion 

mitigation on the furnace wall that is caused by the breaking of the air curtain close to the furnace 

walls, which prevents local oxidative conditions [4]. 

5.1.2. PM trapping system 

The PM trapping system consisted of cooler, PM cordierite filter (Figure 8), and vacuum pump. 

Exhaust gas in the freeboard or chimney was sucked through a sampling pipe and proceeded to 

temperature cooling using a 2-meter long double pipe heat exchanger with hot gas flows inside the 

tube and water on the shell side. The high temperature inside the cordierite filter was avoided in 

order to prevent PM oxidation inside it. PM particles that had been captured in the filter were 

investigated further to obtain characteristics, i.e. chemical composition, morphology, size 

distribution, and reactivity. 

 

Figure 8. Particulate matter filter. 

5.2. Measurements 

5.2.1. Temperature measurement 

As presented in Figure 6, several 0.8 mm type K thermocouples were employed to keep track 

of the temperature evolution inside the freeboard. A type K thermocouple has a maximum 

measurement limit up to 1100oC. There are three different locations of the thermocouple in the x-

axis, i.e. 30 cm (A), 50 cm (B), and 70 cm (C) from the front side (the side where the biomass is 

introduced). This is presented schematically in Figure 9. 
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Figure 9. Thermocouple coordinate on the x axis. 

There are four different thermocouple positions in the z-axis, i.e. 60 cm, 115 cm, 145 cm, and 

175 cm from the ash pit. In total, there are 12 thermocouples, which corresponds to each 

representative position in the x and z directions. All thermocouples were inserted about 20 cm in 

the y direction from the biomass inlet side. The wall temperature was also monitored by inserting 

a thermocouple to 1 mm depth into a 5 mm steel wall. Two thermocouples were placed in the 

furnace, and these monitored the wall temperature above the biomass inlet position (front side) 

and on the side that was opposite the biomass inlet (back side). The thermocouples were connected 

to a Data Taker DT85 Series 3 data logger that captured temperature data every two seconds. 

 

5.2.2. Two-Thermocouple Method 

The measurement of the gas temperature in a combustion furnace using thermocouples may 

significantly differ from the real gas temperature for several reasons. One of the reasons is radiative 

heating or cooling of the thermocouple bead [64]. A thermocouple bead can measure different gas 

temperatures due to the transfer of heat transfer via radiation to the surrounding solid, i.e. the 

furnace wall. This problem can be diminished if the surrounding wall temperature reaches the same 

temperature level as the gas phase. However, this uniform temperature of gas and solid phases is 

very hard to achieve since continued heat loss to the environment is inevitable in the current 

furnace. 

 In order to obtain a more accurate measurement of gas temperature, the two-thermocouple 

method was used. The radiation error in this method is encountered when two thermocouples with 

the same materials but with different sizes are used. More correct gas temperature can be calculated 

based on the difference of two thermocouple measurements. Gas temperature was calculated using 

Eq.(73), which derived from the steady state energy balance equation on the thermocouple for 

smaller and larger thermocouple diameters in Eq.(72). h  corresponds to the large diameter 
thermocouple and z is for the smaller one. 
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5.2.3. Exhaust gas composition. 

The composition of exhaust gas was recorded with a Testo 320 Portable Gas Analyzer. The 

analyzer was able to capture O2 and CO composition with high accuracy, as presented in Table 5. 

Table 5. Testo 320 portable gas analyzer technical specification.   

Elements 
Measuring 

range 
Resolution 

Response 

time 
Accuracy Sensor type 

O2 0-21% vol 0.1% vol 20 s ±0.2% vol Electrochemical 

CO 0-8000 ppm 1 ppm 60 s 

±20 ppm (0 to 400 ppm) 

±5% of measured value 

(401 to 2000 ppm) 

±10% of measured value 

(2001 to 4000 ppm) 

Electrochemical 

 

The response time in Table 5 corresponds to the reaction time inside the sensor. The response 

time information is important to determine the correct real time measurement value for data post-

processing and for further validation with the simulation. Both O2 and CO sensors use the 

electrochemical method to measure the composition of the targeted component in the exhaust gas. 

An electrochemical sensor has three major parts: an anode, a cathode, and a pool of electrolyte in 

between. Oxygen molecules in exhaust gas are reduced at the cathode as follows: 

4nQ + 2��� +  �� → 4 ��Q 

The hydroxyl ions that were produced in the cathode migrate through the liquid electrolyte to 

the anode and simultaneously start the anode reaction as follows : 

o¹ + ��Q → o¹� + ��� + 2nQ 

The net cell reaction is as follows: 

2 o¹ + �� → 2 o¹� 

The migration of hydroxyl ions generates the electric current in the external electrical circuit. 

This electric current is proportional to oxygen concentration and it is used to monitor oxygen 

concentration [65]. 
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5.3. Experimental procedures 

The biomass used for the experiments was coconut shell, as shown in Figure 10. Coconut shell 

is considered as a side or waste product of coconut fruit and is 20% of the total mass of coconut. 

Indonesia is the world leader in coconut production with about 18 million tons produced in 2017 

[66], which corresponds to approximately 3.6 million tons of coconut shell. 

The abundant resource of the coconut shell has not been utilized in optimum ways today. 

Whereas, the coconut shell has high potential as renewable energy sources for power generation 

due to high energy content (about 18 MJ/kg). Very low moisture and ash contents in the coconut 

shell also can be beneficial in a combustion furnace. This resource can be very promising to be 

used especially for household rural energy, in the developing countries where they grow [67].  

 

Figure 10. Raw coconut shell. 

Coconut shell for the experimental purpose was collected from local suppliers in Yogyakarta, 

Indonesia, who sell coconut fruit and its water as main products. For experimental purposes, the 

5 mm thick coconut shell was crushed to size of 5 cm x 5 cm and dried for a short period of time 

using solar heat for about 8 hours. This drying period is considered to be sufficient since raw 

coconut shell has a very lower moisture content. Proximate and ultimate analyses of the coconut 

shell were conducted, and the results are summarized in Table 6. 

Table 6. Ultimate and proximate analysis results (in %mass). 

Ultimate Analysis Proximate Analysis (wet basis) 

Carbon Hydrogen Oxygen Nitrogen Volatile Ash Fixed Carbon Moisture 

47.5 6.23 45.47 0.11 72.4 0.6 19.4 7.6 

 

Preliminary experiments to test the stability and repeatability of the furnace were conducted. 

The operating conditions for the experiments are listed below : 

• Primary air volumetric flow rate = 38 L/s ; Secondary air volumetric flow rate = 0 L/s 

• Grate opening for biomass bed = 25% from total grate area 

• Coconut shell loading = 1 kg/3 minutes or 20 kg/hour. 
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The combustion experiment was conducted in four different stages. The first stage is called the 

LPG pre-heating. This stage was started by inserting 5 kg of biomass above the grate plate and 

heating up the combustion chamber using an LPG burner. The pre-heating stopped when the 

biomass started to ignite by itself after reaching a certain level of temperature. 

The next stage after the pre-heating stage is called the transient stage. In this second stage or 

transient stage, 1 kg of biomass was loaded every three minutes. The temperature evolution from 

the thermocouple measurement in the freeboard and wall furnace was monitored during this stage 

until average temperature measurements reached steady stage, or the third stage. The transient 

stage was expected to take a long time due to the massive amount of thermal mass from the wall 

furnace, which was heated from cold conditions. 

The steady stage was reached when the average temperature evolution from the thermocouple 

reading displayed a constant value or an insignificant change from one to the next reloading period. 

In this steady stage, the composition of the exhaust gas composition was measured using a portable 

gas analyzer. The steady stage was finished when all important combustion parameters had been 

completed recorded. 

The final stage of the combustion experiment was the cooling stage. In this stage, reloading of 

the biomass was stopped while a supply of cold primary air was maintained. The measurement of 

the exhaust gas composition in this stage must be recorded. The exhaust gas measurement was 

stopped when combustion was complete, which was indicated when the gas analyzer showed 21% 

oxygen. 
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6. RESULTS AND DISCUSSION 

 

6.1. Particle modelling 

MATLAB 2016b ® was used to simulate the resulting system of coupled algebraic-differential 

equations, specifically the built-in ODE solver (ode15s). For the purpose of validating the accuracy 

of the orthogonal collocation method, the partial differential equations were solved directly with 

the built-in PDE solver (pdepe). A numerical accuracy test was performed by comparing the 

simulation results at conditions relevant to the experimental results performed by other researchers. 

A list of experiments from Case A to D and corresponding operating conditions is presented in 

Table 7, which consists of poplar wood pyrolysis and combustion in different geometries and initial 

moisture contents. 

Table 7. Experimental conditions from Lu et al.[19]. 

Experiment condition Case A Case B Case C Case D 

Wall temperature (K) 1276 1276 1276 1276 

Gas temperature (K) 1050 1050 1050 1050 

Initial moisture content (wt%) 6 6 40 40 

Gas material Nitrogen Nitrogen Nitrogen Air 

Particle shape Sphere Cylinder Cylinder Sphere 

Particle material Poplar Poplar Poplar Poplar 

Particle diameter (mm) 9.5 9.5 9.5 9.5 

 
Table 8. Kinetic rate data. 

Index Reaction A (s-1) Ea (kJ mol-1) ∆H (kJ kg-1) 

One step global scheme : [68] 

0 
Dry biomass → 0.46 Gas +  

0.46 Tar + 0.08 Char 
7.41 × 104 83.6 150 

Three independent competitive reaction schemes : [19] 

1 Dry biomass → Gas  1.11 × 1011 177 418 

2 Dry biomass → Tar 9.28 × 109 149 418 

3 Dry biomass → Char 3.05 × 107 125 418 

Char oxidation and gasification : [19] 

4 C + O2 → CO2  0.658 � (m s-1) 74.8 -32000 

5 C + CO2 → 2CO  3.42 � (m s-1) 130 14370 

6 C + H2O → CO + H2  3.42 � (m s-1) 130 10940 

Water drying : [22] 

7 H2O (l,free) → H2O (g)  5.13 × 108 88 2440 

8 H2O (l,bound) → H2O (g)  5.13 × 108 88 2440 
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Reaction kinetic parameters that were used for the current simulation are summarized in Table 

8. Other data on particle properties can be found in Paper I. 

6.1.1. Model assessment 

6.1.1.1. Grid-independent study 

Finding an optimum collocation point is crucial in order to avoid unnecessary excessive usage 

without producing significant improvement in prediction. The grid-independent study was 

performed by comparing the simulation results of surface temperature, center temperature, and 

mass evolution, using different numbers of collocation points, i.e. from two to six points, as 

presented in Figure 11. The results using PDE solver is presented here as a benchmark for true 

solution, as it relies on employing 200 computational grid points. 

 

  

Figure 11. Mesh independency test for simulation using 9.5 mm diameter spherical particle, (a) 

temperature profile (b) normalized mass loss profile for different collocation point simulations 

(c) simulation of temperature history comparison through particle radius between PDE solver 

and six collocation points. 

Simulation with more collocation points produced predictions that were closer to the PDE 

solver results. Utilization of six collocation points produced the highest degree of agreement with 

the PDE solver result in terms of spatial temperature history, as presented in Figure 11c. The 

utilization of more than four collocation points was found to produce insignificant improvement 

in the simulation results, as shown in Figure 11a and b. Four collocation points is the optimum 

(a) (b) 

(c) 
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number of points to produce the mesh independent result for 9.5 mm diameter spherical particle 

simulation, as used in model validation cases. However, six collocation points were used for the 

rest of the analysis, which gives a margin for higher activation energies simulation that cause 

narrower reaction zones inside the particle. Efficiency was maintained since the computational time 

did not increase drastically using six collocation points. 

6.1.1.2. Source term evaluation 

This section presents comparisons of simulation results with and without improved resolution 

of reaction rate using the mass weighted average method in Eq.(64). Two different kinetics schemes 

and kinetics parameters were employed. Figure 12a shows the results for calculations with and 

without improved resolution using the global kinetic scheme or the reaction index 0 in  

Table 8, using 9.5 mm diameter spherical particle. Figure 12b shows three independent parallel 

reaction schemes, or reaction indexes 1 to 3, with 5 mm diameter spherical particle. 

The mass evolution results without improved resolution simulation are observed to be less 

smooth profile, as presented in Figure 12a and even worse in Figure 12b. This was due to the much 

higher activation energy. Less smooth behaviors are observed due to the wide distance of each 

collocation point to cover a very narrow reaction rate band. The less smooth profile became very 

prominent when the devolatilization reached the inner collocation points where the distance 

between the points was wider. 

 

Figure 12. Normalized mass loss results with and without improved resolution of reaction rate 

using Eq.(64) (a) with global kinetic scheme (low activation energy) and (b) three parallel 

independent reaction schemes (high activation energy). 

Discretization by orthogonal collocation does not automatically calculate the reaction that 

occurs between collocation points. This may produce sudden changes in mass loss derivative when 

the reaction occurs very fast at one collocation point but the temperature is not sufficient to start 

the reaction at the next inner point. This effect was found to be more prominent in higher 

(a) (b) 
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activation energy. The problem can be solved by employing more collocation points, which would 

consequently increase the computational effort. 

An alternative used in this work with an insignificant increase in computational effort expands 

the coverage of reaction area and calculates the mass weighted reaction rate following Eq.(64). 

Based on Figure 12, the results without improved resolution provide worse agreement with the 

results from PDE solver compared to the results with improved resolution. This method was 

proven to diminish the less smooth profile in the mass loss profile and simultaneously improve the 

accuracy of the prediction, by better agreement with the results from PDE solver. This method 

was proven to diminish the less smooth profile in the mass loss profile and simultaneously improve 

the accuracy of the prediction, by better agreement with the results from PDE solver. This analysis 

also shows the applicability of the combination of the orthogonal collocation method with the 

current improved resolution method for any arbitrary kinetic reaction, i.e. for the complete range 

of activation energy found in the literature. 

6.1.1.3. Moving coordinate 

The importance of including the moving coordinate term in shrinking particle modelling is 

presented in Figure 13. This figure summarizes the simulation result for combustion case of 9.5 

mm diameter spherical particle with and without a moving coordinate. The inclusion of a moving 

coordinate term produced a slightly faster prediction of mass loss, as expected. Without the 

inclusion of a moving coordinate, the fix coordinate would receive the wrong properties, which 

would slightly underestimate heat transport and, consequently, predict slower particle combustion.  

 
Figure 13. Comparison of normalized mass loss and radius evolution results between simulation 

with and without moving coordinate term for combustion case of 9.5 mm diameter spherical 

particle. 

As shown in Figure 13, the difference between with and without moving coordinate inclusion 

simulation results is insignificant considering the very minor difference in predicted mass and 

radius evolution. This finding is due to the small temperature gradient seen when the particle started 

to shrink. In Eq. (62) , the ��/�M term cancelled �f/��, which produced an insignificant change 
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in temperature and the prediction of mass evolution for simulations with and without a moving 

coordinate. Therefore, this effect was neglected in the present study. 

 

6.1.1.4. Stefan flow effect 

Simulation result in Figure 14 display the significance of the inclusion of the effect of Stefan 

flow on the model in terms of global prediction of mass and radius evolution. The Sherwood 

number correction due to the Stefan flow from Michaelides in Eq.(46) was employed. It is assumed 

the material is isotropic allowing an even flow of gas through the boundary layer, while in reality 

the flow can be larger in the fiber direction and also effected by intermittent bursts due to cracks 

in the material. 

The effect of Stefan flow caused a slower particle combustion time as a consequence of the 

reduction of the char reaction rate. The effect of Stefan flow on convective heat flux was found to 

be very minor due to the domination of radiative heat transfer from wall to particle, which is not 

affected by Stefan flow. 

The major contribution of the Stefan flow effect started to occur when the particle surface 

reached the char reaction temperature (about 800 K) at t>5 s. The effect of Stefan flow hindered 

the oxidative gas from penetrating into the particle surface boundary layer. Since the exothermic 

char reaction has almost as strong an influence as the contribution from radiation heat, the 

reduction in the char reaction rate had a major impact on the total. Based on this assessment, it can 

be concluded that the inclusion of Stefan flow in particle combustion cannot be neglected. 

 

Figure 14. Comparison of normalized mass loss and radius evolution results between simulations 

with and without the Stefan flow effect of 9.5 mm diameter spherical particle combustion and 

Anderson number evolution during simulation with Stefan flow effect term inclusion. 
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6.1.2. Model validation 

6.1.2.1. Pyrolysis experiment 

A comparison of the present simulation with pyrolysis experiment is plotted in Figure 15a-d. 

Particle surface temperature, particle center temperature, and mass evolution during conversion 

were selected as the criteria to evaluate the agreement between simulated and experimental findings. 

Figure 15a shows that the mass loss evolution simulation results produced very good agreement 

with the experimental data. The mass loss evolution of different particle characteristics was also 

predicted in the correct manner. The dry spherical particle displayed faster mass reduction than the 

dry cylinder particle and the wet cylinder particle. Additionally, both dry particles leveled out at 

lower values of mass loss than the moist particle, as expected. 

In terms of temperature prediction, the only major discrepancy was found in the prediction of 

the center temperature, see Figure 15b. The experimental literature [19] has described the challenge 

of measuring the center temperature of a spherical particle in an accurate way. Unreasonable center 

temperature measurement is believed to be caused by lateral heat conduction from the outer parts 

of the thermocouple, which contributes to a faster increase in center temperature measurement. 

 

Figure 15. Comparison between simulated and measured (a) normalized mass loss of Case A, B, 

and C experimental data, (b) temperature from Case A experimental data, (c) temperature from 

Case B experimental data, and (d) temperature from Case C experimental data. 

 

(a) (b) 

(c) (d) 
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The mesh-based model is the most sophisticated model and is expected to produce more 

accurate results because it uses many more computational grids than the orthogonal collocation-

based model and the interface-based model. However, the comparison provided in Figure 15b to 

d indicates that simulation accuracy can be maintained by using the orthogonal collocation method. 

The comparison with previous simulations leads to the conclusion that the current simulation 

produced almost similar temperature prediction with the mesh-based and the interface-based 

simulation works. These results are promising considering that the present study does not rely on 

tuning physical parameters and that the surface boundary condition is determined directly from the 

balance equation of convection, conduction and radiation at the particle surface. In some published 

studies, physical model parameters have been tuned e.g. heat of devolatilization and shrinkage 

factor, and occasionally experimentally determined surface temperature has been used as boundary 

condition to improve the simulation result. Notably, the experimental uncertainties for temperature 

measurements were fairly large as indicated by the large error bars which makes it difficult to judge 

which of the models agrees best. 

 

Figure 16. Simulation history of the devolatilization reaction rate over particle radius (indexes 1, 

2, and 3 are referred to reaction indexes). 

Analysis of the reaction rate distribution inside the particle reveals that reactions occurred in a 

narrow region. Figure 16 shows that the reaction zones were distributed initially around 5% and, 

at later stages, up to 20% of the particle radius. This wide range of devolatilization reaction zones 

was found especially in the early phase of the devolatilization stage when the temperature had not 

exceeded 700 K. The Pyrolysis number at this stage was found to be much more than 1, which 

physically indicates that the reaction proceeded slower than the temperature wave [69]. In the 

higher temperature region, the Pyrolysis number shifted to lower than 1, which implies the 

applicability of sharp interface models in that region. 
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6.1.2.2. Combustion experiment 

The simulation results from particle combustion case are presented in Figure 17a and b. The 

results of surface temperature, center temperature, and normalized mass loss as a function of time 

are shown as a comparison with experimental data in Figure 17. Normalized mass loss prediction 

from the simulation, nearly produced overlap results with the experimental data. 

Major discrepancies were found in the prediction of center and surface temperatures, see Figure 

17a. As previously described in Section 6.1.2.1, the disagreement in center temperature arises 

primarily from the inaccuracy of the thermocouple measurement. The surface thermocouple did 

not measure the correct temperature since the particle had started to shrink while the thermocouple 

bead remained at its fixed position. After the particle started to shrink, the surface thermocouple 

measured the gases around the particle instead of its surface. 

 

Figure 17. Comparison between simulation results and experimental data from Case D 

experimental data, (a) temperature (b) normalized mass loss and radius evolution. 

Compared with previous simulations, the mesh-based simulation results from Lu et al [19] 

produced results similar to the collocation method. The interface-based model simulation by 

Gomez et al. [70] produced significant offset compared to the experimental results and a very 

different prediction compared to the two other simulation methods. Mass evolution is a more 

reliable for model validation considering the significantly lower error bars for mass evolution than 

for temperature measurements and issues related to temperature measurements. The interface 

model predicted that the particle would be burnt after 50 seconds instead of the 80 seconds 

predicted using the other methods. In other words, only the mesh-based and collocation methods 

accurately predicted the time for the particle to burn. 

A sensitivity analysis of the shrinkage factors due to drying and devolatilization was performed 

and summarized in Figure 18. The shrinkage factors due to drying and devolatilization are 

accounted for in the model by the parameters BC and B(  in Eq. (8). Different values of the 

shrinkage factors were selected based on values proposed in the literature i.e. 20% [19], 25% [22], 

and 50% [16]. In this current analysis the proposed values were used only as shrinkage parameter 

(b) (a) 
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due to devolatilization (B(). The analysis shows faster particle conversion the higher the value of 

the shrinkage factor. As shown in Figure 18, 20% shrinkage gave better result compared to the 

nominal case without particle shrinkage. 

 

Figure 18. Sensitivity analysis of particle shrinkage. 

The sensitivity analysis shows the importance of including particle shrinkage in the analysis, 

and it also confirms that the model is numerically stable over the range of shrinkage parameters 

used in the literature. The significant effect of particle shrinkage also mean that the particle 

shrinkage should be carefully studied while conducting single particle experiments to avoid the 

shrinking factor is used as tuning parameter in simulations. 

6.1.3. Model efficiency 

The simulation time was recorded and compared with other works to give guidance on the 

cost of implementing the new particle model. This is an important factor in judging if the particle 

model can be implemented as a sub-grid function in a CFD analysis. The simulation time in the 

present study depended on the number of collocation points and was in the order of seconds, but 

the time can be further improved by code optimization and compilation.  

A previous study using the mesh-based discretization method recorded that at least 2930 

seconds (48 minutes) were required to simulate experimental Case B [19]. The results indicate 

approximately three orders of magnitude faster simulations, while maintaining a similar accuracy 

as obtained in mesh-based model. The short simulation time needed in the present study was 

promising in that a single particle can be implemented in a CFD analysis to describe a bed of 

particles, which allows full coupling with local gas flow and the temperature surrounding the 

particles. 
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6.2. Sherwood number correction 

6.2.1. Mesh-independent test 

 
Figure 19. Mesh independence visualized by the concentration profiles in front and behind 

particle. 

Mesh-independent test was conducted with the thinnest boundary layer condition of whole 

simulations which observed to be the simulation with the highest Re number and the lowest An 

number. The thinnest boundary layer produced the steepest gradients of concentration profile or 

the toughest simulation condition. The mesh independence was evaluated from the concentration 

gradient around the particle and the calculated Sherwood number of different mesh resolutions. A 

nominal mesh, 2.2 million cells, were subsequently refined to 4.7 and 5.7 million cells, by mesh 

adaption in regions with large gradients of species. As shown in Figure 19, the red and green lines 

overlap completely which confirmed that mesh-independent was reached at 4.7 million cells. 

Moreover, no difference in the calculated Sherwood numbers were obtained for 4.7 and 5.7 million 

cells. 

 

6.2.2. Sherwood number correction without Stefan flow 

A new model was derived to be fitted with the CFD simulations results. A new Sherwood 

number without Stefan flow follows Eq.(74). 

 gℎ = 2 + 0.63 fnA.<ZgqA.5Z (74) 

This new model gave a significantly better fit compared to CFD simulation data as seen in Figure 

20 and small relative error as presented in Figure 21. 
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Figure 20. Comparison between the new model results (the solid line), CFD simulation results 

and Ranz-Marshall correlation in Eq.(22) in different range of gq numbers (Low: 0.5<gq<0.6 ; 

Medium: gq=1.5 ;High: 2.88<gq<=3 

  

Figure 21. Residual analysis (CFD simulations-predicted Sh numbers) a) as function of Reynold 

number and b) as function of Schmidt number. 

 

6.2.3. Sherwood number correction due to Stefan flow 

In this sub-section, the validation of the analytical solution of Sherwood number correction 

due to Stefan flow is compared with the CFD simulation results. The simulations and calculations 

were conducted for different Schmidt, Andersson, and Reynolds numbers. Two classical Sherwood 

number corrections due to Stefan flow are also presented, i.e. the Spalding and Michaelides 

correlations. 
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The analytical solution of Sherwood number correction due to Stefan flow from Eq.(41) which 

were combined with nominal Sherwood number in Eq.(74), produced very good agreement with 

CFD analysis result as shown in Figure 22a. The residual was observed to increase for larger Stefan 

flow, as shown in Figure 22b. The residual increase was observed due to the assumption of constant 

film layer thickness which was used by analytical solution. The film thickness was observed to 

change due to Stefan flow as displayed in concentration profile of component #	in Figure 23. 

  

Figure 22. (a) Effective Sherwood number comparison and (b) residual value from CFD 

simulations vs the analytical model Eq.(41) with gℎ calculated from Eq.(74) (constant film 
thickness layer assumption). 

 

Figure 23. Contours of concentration of �� = 0.95��,(01�	with and without Stefan flow. 
Some adjustments to the model were performed to enhance the agreement of current 

analytical solution results with the CFD simulation results. The first adjustment was using the 

adjusted Reynolds number in Eq.(44), instead of nominal Reynolds number to calculate nominal 

Sherwood number in Eq.(22). The second adjustment was using the improved nominal Sherwood 

number as shown in Eq.(75). 
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 gℎ = 2 + 0.63	fn",�+�A.<� 	gqA.5Z − 0.18	#y/gqA.�<	 (75) 

The adjustments produced even better result as shown by Figure 24a The residuals are 

observed to be even lower compared to the previous simulation without any adjustment as shown 

in Figure 24b. 

  

Figure 24. (a) Sherwood number comparison, (b) residual value as function of #y and (c) residual 
value as function of fn from CFD simulations vs the analytical model Eq.(41) with adjusted 

Reynolds number and gℎ calculated from Eq.(75).  
Figure 25 presents a comparison of the current analytical solutions with CFD results and the 

Spalding and Michaelides correlations. The current analytical solution which was combined with 

some adjustments due to increased film thickness, provides much better agreement with CFD 

result than the other two correlations based on Figure 25. This result confirms the reliability of the 

current analytical solution when used for Sherwood number correction due to Stefan flow effect 

in the range of fn" < 150; 0 < gq < 3 and #y < 5. 
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Figure 25. Comparison of different Sherwood number corrections for simulation of particle 

combustion, Case D. The thin lines are for Re=13 and thick lines for Re=132. 

 

Figure 26. Comparison of utilization of Sherwood number correction from Michaelides 

correlation with current analytical solution to simulate Case D experimental conditions. 

The applicability of the novel analytical solution for the Sherwood number due to Stefan flow 

was tested in particle model, and it produced the results presented in Figure 26 for Case D 

simulation. The particle Reynolds number for Case D was observed to be lower than 15 and the 

Schmidt number was observed to be in range of 0.55 to 0.6. The Andersson number was obtained 

to be lower than 3. These Case D simulation properties confirmed the applicability of current 

analytical solution. 

Based on Figure 26, the stability of the implementation of the current analytical solution was 

proven. The difference between current analytical solution results compared to the simulation 

results using the Michaelides correlation, were found to be minor. This minor difference was 

obtained due to small particle Reynolds and Andersson number in the Case D simulation. The 
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Michaelides and current analytical correlation also displayed small difference in small fn"	and #y 
numbers as shown in Figure 25. 

 

6.3. Biomass combustion in a grate furnace 

Some results from the combustion experiment in the constructed grate furnace are presented 

in this subsection. The main objective of the discussion is to highlight the achievements in terms 

of experimental stability and repeatability. Qualitative and quantitative analyses based on 

temperature and exhaust gas measurement results are also presented to test the reliability of the 

experimental method and apparatus. 

6.3.1. Steady-state operation 

In order to achieve consistent results in combustion modelling and PM formation analysis, 

steady state operation of a grate furnace was conducted. The steady state operation of constructed 

biomass is indicated by stable measurements of average temperature and exhaust gas composition. 

Figure 27 displays the history of one of the temperature measurements from the thermocouple at 

position 145 cm B in the current combustion experiment. Different operation stages during the 

experiment were found in the temperature history. 

 

Figure 27. Temperature measurement profile at 145 cm B thermocouple and different stages of 

combustion experiment in grate furnace. 

The experiment started with a heating up process using LPG until the biomass above the grate 

was ignited. The process continued using the transient stage by semi-continuous loading of 1 kg 

biomass every three minutes. Temperature fluctuation from one biomass reloading to the next was 

observed as a consequence of this reloading mechanism. The very long time of the transient stage 

was necessary due to the thermal mass of the furnace wall. Most of the heat produced in the 

transient stage by solid and gas combustion was employed to increase the temperature of the 
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approximately 800 kg steel wall. The average temperature slope decreased over time, and direct 

observation of the average temperature profile during the experiment determined whether steady 

state operation had been achieved or not. Figure 28a to c describe the accuracy of the steady-state 

operation decision with almost constant measurement of the average temperature profile in the 

freeboard and at the furnace wall during last three batches of biomass reloading. The achievement 

of steady state operation also proven by stable average %O2 measurement for the last three biomass 

reloading periods, as shown in Figure 28d.  

 

6.3.2. Analysis of temperature and evolution of exhaust gas composition  

Qualitative and quantitative analyses of the behavior of biomass combustion in the grate 

furnace is presented in this section. The consistency of different batches of experiments is shown 

by the stable measurements of temperature and exhaust gas composition for two different 

experimental batches. The consistency of the temperature measurement was demonstrated by only 

± 2% error or it correspond to ± 15oC difference for the x coordinate, the z coordinate, and the 

average wall temperatures between the two experiments. A high degree of consistency was even 

more prominent in measurements of oxygen composition with about ±0.8 %vol error between 

each experimental batch. This repeatability of average temperature and oxygen composition 

measurements gave good confidence in the stability and accuracy of the results that was produced 

by the experimental furnace. 

Figure 28a shows the uniformity of temperature distribution over the x coordinate based on a 

small deviation of the average measurements of the A, B, and C thermocouples. The uniformity 

over the x axis indicates good flow distribution of primary air over the biomass bed. 

The temperature evolution of the z coordinate also gave a good temperature trend. The closest 

thermocouple from the biomass bed, the 60 cm thermocouple, showed the highest temperature 

measurement. This is due to the gas combustion was observed to occur very close to the solid 

biomass bed. Gas combustion is easy to observe visually by the presence of the flame, which is 

located right above the biomass bed. Further mixing of cooler air with hot gases produced a 

significant reduction of gas temperature in the higher level of the freeboard. It was well reflected 

in the thermocouple measurements by the lower temperature found for the higher positioned 

thermocouple. The reverse temperature trend was observed between the 145 cm thermocouple 

and the 175 cm thermocouple, which is believed to be due to gas recirculation that influences the 

gas mixing in the high level of the freeboard. CFD analysis can be a powerful tool to describe the 

phenomena that happened at this level, which is planned to be performed in future work. 
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Figure 28. Profile of (a) x coordinate average temperature, (b) z coordinate average temperature 

(c) wall average temperature, and (d) average oxygen composition in the chimney for two 

different batch experiments with three reloading periods. Dashed blue line ( ) denotes a 

reloading period. 

Wall temperature measurements between the two experiments were found to be in good 

agreement. The back-wall temperature was higher than the front wall temperature, which shows 

the non-uniformity of the temperature in the y coordinate. This non-uniformity was expected since 

only 25% of the grate opening was used in the experimental setup. The remaining 75% was closed 

with covered metal, which made the primary air flow through 25% of the grate area. The 

recirculation of gas was also expected to play a role in the current non-uniformity. 

 

Figure 29. Oxygen composition of exhaust gas and profile of biomass mass loss rate during the 

last three reloading periods. Dashed blue line ( ) denotes reloading period. 

(a) (b) 

(c) (d) 
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Quantitative analysis based on oxygen composition measurements was performed by 

evaluating the global mass balance from biomass combustion. Based on ultimate analysis of 

coconut shell, the coconut shell can be represented by current chemical species, ��Z.<^�A.^Z . 

Considering a complete biomass reaction, one mole biomass needs about 1.03 mole of oxygen to 

produce one mole of ��� based on this global reaction scheme. 

��Z.<^�A.^Z � 1.03	�� → ��� � 0.78	��� 

Based on the reaction scheme above, biomass decomposition rate was performed using simple 

global mass balance. Figure 29 shows the evolution of the rate of biomass mass loss during last 

three reloading periods. The average rate of total mass loss for one reloading period or during three 

minutes was recorded as about 0.93 kg or about 93% of the total mass inserted at every reloading. 

This data indicates that all biomass that was inserted during this period had decomposed completely 

during the three minutes. The remaining 6% came from the moisture content based on the 

proximate analysis shown in Table 6. This analysis revealed the steady-state behavior of the 

experimental setup with the furnace, which converted 100% biomass during one reloading period. 

Improvement of the thermocouple measurement using two-thermocouple method gave a 

more correct reading of the gas temperature. As has been mentioned sub-section two-

thermocouple method, the measurement of gas temperature can be affected by radiative heating 

or the cooling of the thermocouple bead from or to the furnace wall. The current improvement in 

temperature reading utilized two different thermocouples with different diameter sizes, i.e. 0.8 mm 

and 1.5 mm. Figure 30 presents a comparison of temperature measurements with and without 

correction for the radiation effect. 

 

Figure 30. Gas temperature profile evolution with and without correction for radiative effect 

using two thermocouple methods. Dashed blue line ( ) refers to reloading period. 
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Temperature measurement with larger diameter size thermocouple produced lower 

temperature prediction as expected. This is due to different effect of convective and radiative 

heating which are experienced by two different size thermocouples. The higher thermal mass in 

the larger thermocouple produced a slight delay in temperature reading compared to the smaller 

thermocouple. Figure 30 shows that gas temperature was calculated to be about 100-150oC higher 

than the measurement of the thin thermocouple. This corrected temperature is much closer to the 

temperature predicted using the global heat balance analysis, which predicted about 1300oC at the 

current biomass combustion rate. 

There is still about 300oC difference between the value from experimental compared to the 

value from global heat balance calculations. This difference can be attributed due to the effect of 

excluding gas radiation to the thermocouple bead and the exclusion of accumulation term in two 

thermocouple calculations. The difference can be due to the non-uniformity of temperature inside 

the furnace, which causes an inaccuracy in the selection of material properties and boundary 

conditions when calculating the global heat balance. The minor increase in wall temperature, as 

shown Figure 28c, might also be attributed to an inaccuracy in the calculation since a very large 

thermal mass is contributed by the furnace wall. A more advanced assessment would give a more 

correct prediction of the current combustion behavior, i.e. using CFD analysis, which is planned 

for future work. 
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7. CONCLUSIONS AND OUTLOOK 

 

In order to develop knowledge of PM reduction in biomass combustion system, experimental 

and modelling works have been performed. An experimental grate furnace was designed and 

constructed, and combustion experiments were performed to test the stability of the furnace. Two 

main modelling works were performed in this current work in order to produce accurate and 

efficient biomass particle combustion and accurate PM precursors release prediction. The 

modelling works were consisted of the evaluation of Stefan flow effect on heat and mass transfer 

and the development of a particle model in pyrolysis and combustion condition.  

The repeatability of the experimental furnace was proven by the insignificant deviation of 

temperature and exhaust gas measurement profiles from different batches of experiments. The 

observed values in the experimental setup were found to be reliable by the good trend in 

temperature history measurements in the x, y, and z coordinates. Two thermocouple methods were 

conducted to compensate the gas temperature measurement error that arises due to radiative 

heating or cooling. These methods produced a significant correction in gas temperature, which 

gave a better prediction than the global heat balance calculation. 

The new models of Sherwood number with and without Stefan flow were derived in current 

study based on CFD simulations results. The new models of nominal Sherwood number were 

observed to produce better prediction than classical correlation from Ranz-Marshall. The effect of 

Stefan flow on heat and mass transfer was evaluated by deriving analytical solution for Sherwood 

and Nusselt number corrections and by considering the increased film thickness due to Stefan flow. 

The novel analytical solution results produced very good agreement with the CFD analysis results 

in the range of fn" < 150 ; 0.5 < gq < 3  and #y < 5  for spherical geometry. The current 

analytical solution calculation results also displayed better agreement with CFD analysis than some 

classical Sherwood number correction correlations, i.e. the Spalding and Michaelides correlations. 

Moreover, the application of current analytical correlation was proven to be stable in biomass 

particle combustion case. 

The developed particle model for pyrolysis and combustion was constructed using the 

orthogonal colocation method. The discretization scheme combined with a comprehensive 

physicochemical particle model allowed improvement in heat and mass transfer rates inside the 

particle and at the particle surface. The model formulation provided great flexibility, including the 

incorporation of i) arbitrary reaction kinetics, ii) local varying properties, iii) heat adsorption by 
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evaporated gas, iv) gradient-driven transport mechanisms such as water movement by diffusion 

inside the biomass matrix, and v) the inclusion of the effect of Stefan flow on the heat and mass 

transfer rates at the particle surface. 

The importance of including different physical phenomena in the model was studied. The 

improved resolution of the reaction rate using the mass weighted average was proven to improve 

the accuracy of the current particle model. The less smooth profile that was observed without 

improved resolution was significantly reduced using the current improvement. The inclusion of 

Stefan flow effect had a significant influence on the predicted mass loss and radius evolution but 

only for a limited time; the greatest effect was found in an intermediate time window in the period 

where the char reaction occurs in parallel with devolatilization and/or drying. It was found that the 

inclusion of the moving coordinate term is not important for the systems studied. The efficiency 

of the current particle model was demonstrated through the low usage of computational power. 

Model validation using data from particle pyrolysis and combustion experiments for different 

particle moisture contents and shapes confirmed that the intra-particle temperature gradient, as 

well as particle mass and size evolution, can be predicted accurately. 

The results of this work are considered to be very promising for further implementation to 

realize the overall objective. The combination of the good prediction of particle modelling results 

and reliable data from the experimental work allows the results to be utilized further in the CFD 

analysis framework to simulate full furnace setup. The reliability of experimental data from the 

combustion furnace can be used to validate CFD analyses in the future. By combining the features 

of the experimental furnace that allow PM sampling with the simulation using the developed 

particle model, which has been proven to predict accurate particle combustion behavior and the 

release of PM precursors, comprehensive knowledge of PM formation in a biomass combustion 

system will be gained. 
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8. NOMENCLATURE 

. = Coefficient for cubic hermite interpolation [-] 

# = Pre-exponential factor [s-1] ; 
Orthogonal collocation coefficient for first derivative [-] 

#y = Andersson number [-] 

#" = Particle surface area [m2] 

¹ = Coefficient for cubic hermite interpolation [-] 

� = Orthogonal collocation coefficient for second derivative [-] 

�� = Biot number [-] 

qxyz� = Constant for Stefan flow analytical solution derivation 

q = Coefficient for cubic hermite interpolation [-] 

� = Concentration [kg m-3] 

�� = Specific heat capacity [J kg-1 K-1] 

' = Orthogonal collocation coefficient 
 Coefficient for cubic hermite interpolation [-] 

'" = Diameter particle [m] 

'"@,� = Particle pore diameter [m] 

% = Diffusivity [m2 s-1] 

e� = Activation energy [kJ mol-1] 

Á = External body forces [kg m-2 s-2] 

À = Gravitational forces [m s-2] 

ℎ = Convective heat transfer coefficient [W m-2  K-1] 

	ℎC = Convective mass transfer coefficient [m s-1] 

Ãc = Diffusion flux of species i [kg m-3 s-1] 

8 = Reaction rate constant [s-1] 

h = Thickness [m] 

· = Length [m] 

b = Molecular weight [kg kmol-1] 

l = Total collocation points [-]; 
Surface gas flux [kg m-2 s-1] 

lm = Nusselt number [-] 

� = Static pressure [N m-2] 

o� = Prandtl number [-] 

¸ = Orthogonal collocation coefficient [-] 

� = Local radius [m] 

�� = Reaction rate [kg m-3 s-1] / [kg m-2 s-1] 

f = Radius [m] 

fc = Net rate of production of species i [kg m-3 s-1] 

f  = Ideal gas constant [kJ mol-1 K-1] 

fn = Reynolds number [-] 

gc = The rate of creation of species i by addition from the dispersed phase plus any user-
defined sources [kg m-3 s-1] 

gC = Mass added to continuous phase from the dispersed second phase and any user-
defined sources [kg m-3 s-1] 

gℎ = Sherwood number [-] 

gq = Schmidt number [-] 

� = Time [s] 

� = Temperature [K] 

m = Velocity [m s-1] 

! = Volume [m3] 
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� = Weighting factor in shifted Legendre polynomials 
= Width [m] 

M = Dimensionless coordinate [-] 

Âc = Local mass fraction of species i [-] 
 

Greek Letters 

Δ� = Heat of reaction [kJ kg-1] 

. = Geometry coefficient [-] 

B = Shrinking and swelling factor [-] 

= = Porosity [-] 

� = Thermal conductivity [W m-1 K-1] 

� = Density or species concentration [kg m-3] 

¾̿ = Stress tensor [N m-2] 

3 = Emmisivity [-] 

m = Velocity [m s-1] 

4 = Stefan-Boltzmann constant [W m-2 K-4] 

� = Kinematic visosity [m2 s-1] 
 

Subscript 

0 = Initial or nominal 

.zℎ = Ash 

¹ = Dry biomass 
  Thermocouple bead 

¹h = Boundary layer 

�x� = Cumulative properties for biomass 

¹mh8 = Bulk gas 

¹Ð = Bound water 

q = Char 

qℎ.� = Char reaction 

��� = Carbon monoxide 

'nÑ = Devolatilization 

'�Ò = Drying 

n®® = Effective properties 

®Ð = Free water 

À = Gas 

� = Heat (refers to Andersson number for heat) 

� = Index for reaction or collocation point location 

¯ = Index for Euclidean point 

8 = Index for species or reaction 
  Index for shifted Legendre polynomials 

h = Large diameter particle 

� = Index for shifted Legendre polynomials 

��qℎ.nh�'nz = Michaelides correlation for Sherwood number correction due to Stefan flow 

ynÐ = Updated value (related to moving coordinate) 

xh' = Old value (related to moving coordinate) 

xm�hn� = Outlet of computational domain (related to CFD analysis of Sherwood number) 

� = Particle 

z = Area based (for reaction) 
  Small diameter particle 

zm�® = Particle surface 

z�.h'�yÀ = Spalding correlation for Sherwood number correction due to Stefan flow 

Ñ = Volume-based (for reaction) 

Ð.hh = Reactor wall 

∞ = Surrounding conditions (two thermocouple measurements) 
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