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In this paper, we present an adjoint-based broadband noise minimization framework using stochastic noise generation (SNG). The SNG module is implemented in the open-source multi-physics solver suite SU2 and coupled with the existing Reynolds-averaged Navier-Stokes (RANS) to allow fast assessment of broadband noise sources. In addition, a discrete adjoint solver on the basis of algorithmic differentiation (AD) is developed for the coupled RANS-SNG system to enable efficient evaluation of broadband noise design sensitivities. The adjoint-based RANS-SNG framework developed in this work not only avoids the regularization problem that plagues the adjoint solutions for scale-resolving simulations, but also significantly lowers the computational cost and leads to a faster turn-around time for the initial design evaluation phase. Current results show that the RANS-SNG method can efficiently provide broadband noise level assessment for various configurations without resorting to computationally prohibitive scale-resolving simulations. Furthermore, current results also show that the AD-based coupled adjoint-RANS-SNG solver is highly accurate. Finally, shape optimizations performed on the basis of such coupled-sensitivity are shown to be effective in removing the broadband noise source in the trailing edge of a NACA0012 airfoil profile while maintaining aerodynamic performance imposed as an optimization constraint.

I. Introduction

Many aircraft noise sources exhibit broadband characteristics, which are typically generated by turbulent fluctuations in the flow and their interaction with the airframe. Some examples include: jet noise, trailing-edge noise where turbulent flow convects past a sharp trailing edge, and blade-wake interaction noise in rotor-craft applications where rotor/propeller blades are advanced into the turbulent wake generated by the preceding blades.

The most objectionable noise to the human ear occurs in the frequency range between 2 and 5 kHz. It is therefore essential to accurately characterize the broadband noise sources in order to facilitate noise-reducing designs that minimize the penalty of the high frequency weighting associated with perceived noise level.1 To that end, scale-resolving simulations such as direct numerical simulation (DNS), large-eddy simulation (LES) and variants of detached-eddy simulation (DES) have been shown to accurately capture noise sources containing a wide range of scales and can be used to study physical mechanisms behind new noise sources.2,3

From an optimal design perspective, the ability to simulate and predict the broadband noise is only half of the challenge – assessment from the computed aeroacoustic sources and far-field noise signature must be used to inform and iteratively update the design. That is, a sensitivity analysis of the noise metric with respect to the design variables must be performed. However, the exorbitant computational cost required by aforementioned scale-resolving simulations effectively precludes repeated evaluations necessary for finite-difference-type sensitivity analyses in each design cycle, especially for complex configurations with large numbers of design variables. To efficiently extract sensitivity
information to influence noise-reducing design, one turns to adjoint-based methods in which the computational cost of a sensitivity analysis approximately equals the cost of a single simulation and does not scale with the number of design parameters.\textsuperscript{4,5}

However, it has been discovered in recent years that the chaotic turbulent contents in scale-resolving primal simulations lead to regularization issues\textsuperscript{6} in the resultant adjoint solution, causing it to gradually diverge. That is, even if adequate computing resources are available for the primal aeroacoustic simulations, which is questionable in itself for large complex configurations at high Reynolds numbers, the need for regularization presents a serious roadblock of a more fundamental nature for the adjoint problem.

While such regularization issues are not readily observed in simulations involving unsteady Reynolds-averaged Navier-Stokes equations (URANS), only the tonal noise component can be characterized by URANS, since RANS-based approaches do not aim to resolve transient turbulent structures (which contribute significantly to the broadband noise source), but model their effects based on the characteristics of the mean flow. As such, no time-dependent information on turbulent fluctuations responsible for broadband noise generation can be extracted. This has important ramifications on aeroacoustic optimizations. As shown in previous studies by Zhou et al.\textsuperscript{7} on interaction noise minimization of a rod-airfoil configuration, in which the noise source is computed by URANS, the optimizer is effective in removing the tonal noise component, leaving the broadband level largely unchanged.

The high computational cost of scale-resolving simulations, compounded by the regularization issues in solving the accompanying adjoint system, constitutes an urgent need for a more cost-effective alternative capable of providing broadband noise assessment within the timescales acceptable to the design cycles in the aircraft industry. Clearly, a middle-ground between the RANS-based approach and scale-resolving simulations needs to be sought.

To that end, the stochastic noise generation (SNG) method pioneered by Béchara et al.\textsuperscript{8} and Bailly et al.\textsuperscript{9} appears to be a suitable candidate. This method is based on the assumption that the unsteady turbulent velocity field can be constructed as a sum of plane waves whose wave numbers, intensities and phases are selected in such a way so as to match the mean statistical properties of the turbulent flow. As the first step, a steady RANS simulation is performed on the configuration to extract the local turbulence kinetic energy and other statistical quantities, which can be either the turbulence dissipation rate or the specific turbulence dissipation rate. Next, random Fourier modes are used to synthesize the unsteady turbulent velocity field with the same statistical characteristics of local turbulence kinetic energy, time scales and length scales as the preceding RANS solution. The turbulent field thus generated is then used for the evaluation of source terms of the linearized Euler equations (LEE)\textsuperscript{9} or acoustic perturbation equations (APE),\textsuperscript{10} which propagates sound from the source region to the far-field. Improved versions have been presented in the works of Billson et al.,\textsuperscript{11} Casalino and Barbarino,\textsuperscript{12} and di Francescantonio et al.\textsuperscript{13} Industrially relevant applications to evaluate the flap side-edge noise and main landing gear noise have been demonstrated by Yao et al.\textsuperscript{14,15}

It should be emphasized here that the RANS-SNG methodology developed in this work is not meant to predict the broadband noise to an absolute level but rather to provide the characterization or the trend of the broadband noise for efficient adjoint-based design optimization. Indeed, the adjoint-based RANS-SNG framework proposed here not only avoids the regularization problem that plagues the adjoint solutions for scale-resolving simulations, but more importantly it also significantly lowers the computation cost and leads to a faster turn-around time for the initial design evaluation phase.

In this work, we couple the RANS-SNG method described above with a discrete-adjoint solver developed on the basis of algorithmic differentiation (AD), replacing the laborious and error-prone hand-differentiation of the discretized governing equations. This however, is not the only advantage of AD-based adjoint. By construction, AD-based adjoints are accurate to machine precision as they do not incur any roundoff or truncation error. In addition, the frozen turbulence assumption typically used in many URANS-based adjoint formulations is eliminated, since the turbulence models while not analytically differentiable are still algorithmically differentiable. The application of AD also leads to robust and consistent adjoints in that the adjoint solver inherit the same convergence properties as the primal solver. Lastly, if the operator overloading AD method is used with expression template technique in C++,\textsuperscript{16} the resultant discrete adjoint framework offers extra flexibility – the adjoint solver can be automatically updated with primal code modification and one can easily define any objective function from any state variable. This is an extremely attractive characteristic for unsteady optimization problems in the multidisciplinary setting using a suite of multi-physics solvers where the objective function may be different depending on the type of problems being addressed. AD-based discrete adjoint has been applied to steady aerodynamic shape design problems by Howland et al.\textsuperscript{17} and Gauger et al.\textsuperscript{18} More recently, it was successfully applied by Nemeli et al.\textsuperscript{19} in the unsteady setting to the active flow control of an industry-relevant high-lift configuration HIReX from Airbus.

A natural question that arises is whether the optimizations performed based on the RANS-SNG framework can provide reliable design updates – is a noise-minimized design determined by a RANS-SNG-based optimization still...
considered optimal when analyzed with high-fidelity turbulence resolving simulations or even experimental measurements? In this work, to shed some light on this question, we perform adjoint-based noise optimization using the RANS-SNG framework and compare the baseline and optimized designs using scale-resolving simulations.

The remainder of this paper is organized as follows. In Section II, the RANS-SNG method as well as the optimization framework based on discrete adjoint and AD are presented. Section III presents numerical results while the conclusion and outlook for future work are discussed in Section IV.

II. Unsteady Aerodynamic and Aeroacoustic Optimization Framework

II.A. Multi-Physics Solver SU2

The Stanford University Unstructured (SU2) open source software suite was specifically developed for solving problems governed by partial differential equations (PDEs) and PDE-constrained optimization problems. It was developed with the aerodynamic shape optimization problems in mind. Therefore the suite is centered around a RANS solver capable of simulating compressible, turbulent flows commonly found in problems in aerospace engineering. The governing equations are spatially discretized using the finite volume method, on unstructured meshes. A number of convective fluxes discretization schemes have been implemented, such as the Jameson-Schimdt-Turkel (JST) scheme and the upwind Roe scheme. The turbulence can be either modeled by the Spalart-Allmaras(S-A) model or the Menter Shear Stress Transport (SST) Model.

For the sake of conciseness, details regarding the formulations and implementations of the SU2 solver suite will not be presented in this paper. Further details such as mesh deformation, dynamic mesh movement, multigrid implementations, validation and verification cases, as well as the continuous adjoint framework developed in tandem with SU2, the readers are referred to the published work by Palacios et al. of the SU2 team. In the next section we direct the attention of the readers to a new coupled RANS-SNG broadband noise assessment framework developed for the current work.

II.B. RANS-SNG Broadband Noise Assessment Framework

The method of stochastically reconstructing the noise-generating unsteady turbulent velocity field based on turbulence statistics computed in a preceding RANS solution was proposed by Kraichnan and further developed by Béchara et al. and Bailly and Juvé. In essence, a space-time turbulent velocity field can be expressed as a sum of random Fourier modes,

\[
\bar{u}(x,t) = 2 \sum_{n=1}^{N_F} \hat{u}_n \cos \left( \vec{k}_n \cdot (\vec{x} - \vec{U}_t) + \psi_n \right) \vec{\sigma}_n
\]  

where \( \hat{u}_n, \vec{k}_n, \psi_n \) and \( \vec{\sigma}_n \) are statistical velocity magnitude, wave number vector, phase and direction associated with the \( n \)-th Fourier mode, convecting in a mean velocity \( \vec{U} \).

The vector \( \vec{k}_n \) is generated randomly on a sphere with radius \( k_n \), in order to ensure isotropy of the generated velocity field. The two polar angles \( \varphi_n \) and \( \theta_n \) that define the \( n \)-th wave number vector \( \vec{k}_n \) comply with the probability densities as follows:

\[
P(\varphi_n) = (2\pi)^{-1}, \quad -\pi/2 \leq \varphi_n \leq \pi/2
\]

\[
P(\theta_n) = \cos(\theta_n)/2, \quad -\pi/2 \leq \theta_n \leq \pi/2
\]

To keep divergence free, the velocity field satisfies the following condition:

\[
\vec{k}_n \cdot \vec{\sigma}_n = 0
\]

This requires that the velocity vector \( \vec{\sigma}_n \) lie in a plane orthogonal to \( \vec{k}_n \). It is assumed that \( \vec{\sigma}_n \) is uniformly distributed in the plane. The angle \( \alpha_n \) between \( \vec{\sigma}_n \) and \( \vec{k}_n \) is with the uniform probability density as

\[
P(\alpha_n) = (2\pi)^{-1}, \quad -\pi \leq \alpha_n \leq \pi
\]

The phase vector \( \psi_n \) is uniformly distributed as well,

\[
P(\psi_n) = (2\pi)^{-1}, \quad -\pi \leq \psi_n \leq \pi
\]
The wavenumbers are associated with the frequencies following the relationship:

\[ k = \frac{2\pi f}{c_0} \]  

(7)

where \( k \) is the modulus of \( \vec{k} \), \( f \) denotes the frequency, and \( c_0 \) is the speed of sound. In this work the frequency range of 20Hz ≤ \( f \) ≤ 5000Hz is studied. The speed of sound is set to 340m/s.

The magnitude \( \hat{u}_n \) of each mode is computed so that the turbulence energy spectrum \( E(k_n) \) correspond to the energy spectrum for isotropic turbulence, giving:

\[ \hat{u}_n = \sqrt{E(k_n)\Delta k_n} \]  

(8)

where \( \Delta k_n \) is the band of the wave number \( k_n \), and \( E \) denotes the energy spectrum. This way the sum of the squares of \( \hat{u}_n \) over all \( n \) is equal to the total turbulence kinetic energy

\[ K = \sum_{n=1}^{N_T} \hat{u}_n^2 \]  

(9)

The energy spectrum is assumed in the form of Von Kármán-Pao isotropic turbulence spectrum as

\[ E(k) = \frac{2A}{3} \frac{K}{k_c} \left( \frac{k}{k_c} \right)^4 \exp \left[ -2 \left( \frac{k}{k_\eta} \right)^2 \left[ 1 + \left( \frac{k}{k_\eta} \right)^2 \right]^{-17/6} \right] \]  

(10)

where \( A \) is constant, \( K \) is the turbulence kinetic energy, \( k_c \) is the wavenumber of the maximum energy, and \( k_\eta = \epsilon^{1/4}v^{-3/4} \) is the wavenumber of the Kolmogorov scale. The constants \( A \) and \( k_c \) are determined by the energy and length of the integral scale. The quantities are computed based on the RANS solutions of \( K \) and \( L_T = c_1u'^3/\epsilon \), where \( u' = \sqrt{2K/3} \). It gives \( A \approx 1.453 \) and \( k_c = 0.747/L_T \). The constant \( c_1 \) is a tuning parameter in this model. It adjusts the length scale \( u'^3/\epsilon \) to the integral scale of the turbulence. The constant is close to one, but it should be optimized according to the practical flow conditions. In the present work, \( c_1 \) is set to one by default.

In the traditional application of such RANS-SNG method, at this point wave equations such as LEE or APE are typically solved using the mean flow field computed by RANS with source terms evaluated using the turbulent velocity field generated above. The solution of the wave equations thus gives the propagation of sound from the source region to the surrounding far-field.

In this work, as a first step, we elect to evaluate the Lighthill’s stress tensor \( T_{ij} \) from the turbulent field synthesized in the SNG step. The design objective for the adjoint solver is formulated in terms of \( T_{ij} \) as a measure of the broadband noise source. In particular:

\[ J^{BBN} = \left\| \frac{1}{V_s} \frac{1}{N_t} \sum_{m=1}^{N_s} \sum_{n=1}^{N_t} T(\vec{x}_m, t_n)\Delta V_m \right\|_{Frob} \]  

(11)

where \( T = T_{ij} = \rho u_iu_j \) is the first term of the Lighthill’s stress tensor, \( u_i \) is the turbulent velocity field synthesized in the SNG step, \( V_s = \sum_{m=1}^{N_s} \Delta V_m \) is the total volume in the user-defined source region, \( N_t \) is the number of volume elements in the source region, and \( N_t \) is the number of time steps of \( \vec{u} \) constructed in the SNG step.

II.C. AD-based Discrete Adjoint Framework

The implementation of the discrete adjoint formulation in this work is eased by the use of automatic differentiation (AD)\(^4\), eliminating the error-prone hand-differentiation of the discretized equations. AD was developed based on the observation that any simulation code, regardless of its complexity is merely a sequence of elementary operations whose differentiation rules are well known. Therefore, by successive applications of the chain-rule through the computer program, it is possible to compute both the simulation output and its derivative with respect to prescribed design variables simultaneously. A remarkable feature of AD, owing to its construction, is that it does not incur any truncation errors compared to the traditional finite difference method. In particular, the derivatives are accurate to machine accuracy. This is a very attractive characteristic of AD, since accurate evaluation of the gradient requires exact differentiation of the fixed point iterator \( G \) as evidenced by Equations 26 and 27 in the following discussion.

Next we present the AD-based discrete adjoint framework developed in the context of the SU2 solver described in Section II.A. The vector of design variables \( \alpha \) defines the geometry of the design configuration and can be chosen

---

\(^4\)performed using AD tool CoDiPack\(^2\)
as the amplitudes of Hicks-Henne functions in 2D or as the control points of the Free-Form deformation method for 3D problems. According to a movement of the surface based on the current values of the design variables, a mesh deformation routine using the Linear Elasticity method creates a new mesh \( X \). The solver then evaluates the state variable \( U \) and the objective function \( J \). Using this setting, the optimization problem incorporating a steady state constraint can be written as

\[
\min_{\alpha} \quad J(U(\alpha),X(\alpha)) \tag{12}
\]

subject to

\[
R(U(\alpha),X(\alpha)) = 0 \tag{13}
\]

where \( R(U) \) is the spatially-discretized residual vector. Note that \( R(U) \) might not only include the flow residual but also residuals of other coupled models. In case of the RANS equations plus a turbulence model we have

\[
U := \begin{pmatrix} U_f \\ U_i \end{pmatrix}, \quad R(U) = R(U_f,U_i) := \begin{pmatrix} R_f(U_f,U_i) \\ R_i(U_f,U_i) \end{pmatrix} \tag{14}
\]

Further assume the implicit Euler method is used to time march the above equation to steady state.

\[
U^{n+1} - U^n + \Delta \tau R(U^{n+1}) = 0, \quad n = 1, \ldots, N \tag{16}
\]

The application of dual-time stepping method then solves the following problem through a fictitious time \( \tau \) to converge to a steady state solution:

\[
\frac{dU}{d\tau} + R(U) = 0 \tag{15}
\]

This can be written in the form of a fixed-point iteration:

\[
U^{n+1} = G(U^n), \quad n = 1, \ldots, N \tag{18}
\]

where \( G \) represents an iteration of the pseudo time stepping. By the Banach fixed-point theorem, recurrence (18) converges a stationary point if \( G \) is contractive, i.e. if \( \| \frac{\partial G}{\partial U} \| < 1 \) in a suitable matrix norm. The fixed point iteration then converges to the numerical solution \( U^n = U^* \):

\[
R(U^*) = 0 \iff U^* = G(U^*). \tag{19}
\]

Then the optimization problem can be posed as:

\[
\min_{\alpha} \quad J(U(\alpha),X(\alpha)) \tag{20}
\]

subject to

\[
U(\alpha) = G(U(\alpha),X(\alpha)) \tag{21}
\]

\[
X(\alpha) = M(\alpha). \tag{22}
\]

We can define the Lagrangian associated to this problem as

\[
L(\alpha,U,X,\bar{U},\bar{X}) = J(U,X) + [G(U,X) - U]^T \bar{U} + [M(\alpha) - X]^T \bar{X} \tag{23}
\]

\[
= N(U,\bar{U},X) - U^T \bar{U} + [M(\alpha) - X]^T \bar{X} \tag{24}
\]

where \( N \) is the shifted Lagrangian

\[
N(U,\bar{U},X) := J(U,X) + G^T(U,X)\bar{U}. \tag{25}
\]

If we differentiate \( L \) with respect to \( \alpha \) using the chain rule, we can choose the adjoint variables \( \bar{X} \) and \( \bar{U} \) in such a way, that the terms \( \frac{\partial U}{\partial \alpha} \) and \( \frac{\partial X}{\partial \alpha} \) can be eliminated. This leads to the following equations for \( \bar{U} \) and \( \bar{X} \):

\[
\bar{U} = \frac{\partial}{\partial U} N(U,\bar{U},X) = \frac{\partial}{\partial U} J^T(U,X) + \frac{\partial}{\partial U} G^T(U,X)\bar{U} \tag{26}
\]

\[
\bar{X} = \frac{\partial}{\partial X} N(U,\bar{U},X) = \frac{\partial}{\partial X} J^T(U,X) + \frac{\partial}{\partial X} G^T(U,X)\bar{U} \tag{27}
\]
Finally, the derivative of the Lagrangian, that is, the total derivative of $J$, reduces to

$$\frac{dL^T}{d\alpha} = \frac{dJ^T}{d\alpha} = \frac{d}{d\alpha} M^T(\alpha) \bar{X}.$$  \hfill (28)

Equation (26) is a fixed-point equation in $\bar{U}$ and can be solved in the style of the flow solver using the iteration

$$\bar{U}_{n+1} = \frac{\partial}{\partial U} N(U^*, \bar{U}^n, X)$$  \hfill (29)

once we have found a numerical solution $U = U^*$ of equation (18). Since $G$ is a contractive function if the flow solver has reached a certain level of convergence (i.e. $\|\frac{\partial G}{\partial U}\| < 1$ in some suitable matrix norm), also $\frac{\partial N}{\partial U}$ will be contractive since

$$\left\| \frac{\partial}{\partial U} \left[ \frac{\partial N}{\partial U} \right]^T \right\| = \left\| \left[ \frac{\partial G}{\partial U} \right]^T \right\| = \left\| \frac{\partial G}{\partial U} \right\| < 1.$$  \hfill (30)

Thus, it directly inherits the convergence properties of the flow solver. Note that in this work, the derivative terms on the right-hand side of flow adjoint (Eqn 26) and mesh adjoint (Eqn 27) equations are computed using AD. The effect of the state variables in the source region $V_s$ on the stochastically generated noise source and thus the broadband noise design objective $J$ is ‘transmitted’ through the term $\frac{\partial}{\partial U} J^T(U, X)$. That is, the sensitivity of the broadband noise source with respect to the mean flow field computed by RANS is expressed as $\frac{\partial}{\partial U} J^T(U, X)$, which is accumulated to the flow adjoint iterator at each sub-iteration in evaluating the coupled adjoint of RANS-SNG. The computational chain of the coupled RANS-SNG broadband noise assessment and noise-adjoint framework is outlined on Figure 1.

III. Results

III.A. Broadband Noise Assessment with RANS-SNG Method

The RANS-SNG method is applied to assess the broadband noise level of a 2-D NACA0012 airfoil at $M_\infty = 0.2$, $Re_c = 6.0 \times 10^6$ and AoA = 8°. The RANS solution for this test case, computed with SST $k-\omega$ turbulence model has been validated against experiment in the earlier work of Palacios et al. 20 Turbulence kinetic energy (TKE) and specific dissipation rate $\omega$ are extracted from RANS solution in the focus region defined by: $x \in [0.8, 1.5], y \in [-0.1, 0.15]$, shown as the rectangular box on Figure 2. SNG and associated sensitivities are computed within the frequency range from 1 to 5 kHz. A total of $N_t = 1000$ snapshots of the turbulent velocity field are stochastically generated and subsequently used to compute the first term of the Lighthill’s stress tensor ($T_{ij} = \rho u_i u_j$). Figure 3 shows the three components of the time-averaged Lighthill’s stress tensor. The diagonal components clearly dominate in this case. Figure 4 shows the same three components at a lower angle of attack of 4 degrees which shows much weaker noise sources. This agrees with physical intuition – a larger angle of attack leads to a wider turbulent wake, which in turn gives rise to stronger quadrupole sources.
Figure 2: (a) Turbulence kinetic energy of a NACA0012 profile at 8° angle of attack, $Re = 1.0 \times 10^6$ and $M = 0.15$, computed by a RANS calculation in SU2. The white lines enclose the focus region ($V_f$) in which the SNG is applied to evaluate the broadband noise source. (b) Zoom-in view of the focus region in the wake.
III.B. Validation of Noise Adjoint

The SNG module, with TKE and $\omega$ as input and $J_{BBN}$ (Eqn. 11) as output, is differentiated using AD. Figure 1 compares the the maximum sensitivities with respect to the two input variables within the focus region ($V_s$), computed by AD and finite difference. The agreement is excellent.

It is interesting to examine the distributions of TKE, broadband noise design objective and its sensitivity with respect to TKE. As shown on Figure 11, while the peak TKE region, as expected resides in the turbulent boundary layer, the broadband noise source (the Frobenius-norm of the time-averaged Lighthill’s stress tensor), as well as the peak sensitivity regions are all located further downstream in the wake region. It therefore would not be effective for an optimization framework to directly target the high-TKE regions within the boundary layer. Instead, a shape optimization should be conducted to morph the shape so as to reduce the TKE in the wake, where the strong quadrupole sources are. To that end, the effect of the turbulent variables on the noise source must be coupled with the shape design variables (which controls the distribution of the turbulent flow variables) through the flow adjoint, as outlined in Section II.C.

The coupled adjoint sensitivity is validated against finite difference gradient, as shown on Figure 6. In this case the design variables $x$ are the 18 Hicks-Henne bump functions (9 on each surface) used to parameterize the airfoil geometry. The agreement as shown on the figure, is excellent.

<table>
<thead>
<tr>
<th></th>
<th>$\max(\frac{\partial J_{BBN}^{\text{max}}}{\partial K})$</th>
<th>$\max(\frac{\partial J_{BBN}^{\text{max}}}{\partial \omega})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjoint-Mode AD</td>
<td>4.785054967E+1</td>
<td>1.426646088E-3</td>
</tr>
<tr>
<td>Finite Difference</td>
<td>4.785054950E+1</td>
<td>1.426646095E-3</td>
</tr>
</tbody>
</table>

Table 1: Comparison of peak sensitivity values between adjoint-mode AD and finite difference ($\delta = 10^{-6}$) computations.
Figure 5: Distributions of TKE (a), broadband noise design objective (b), and its sensitivity with respect to TKE (c).

Figure 6: Comparison between the gradients computed using finite difference (second order central difference with a step size of $10^{-6}$) and adjoint mode of AD, at various chordwise locations on the airfoil surface.
III.C. Broadband Noise Source Minimization, Without Aerodynamic Constraints

Having validated the coupled RANS-SNG adjoint, a broadband noise source minimization is performed for 35 design iterations using SU2. The Reynolds number and angle of attack are reduced to $Re_c = 1.0 \times 10^{5}$ and $\alpha = 5^\circ$ respectively. The former reduction is intended to make the aeroacoustic analyses of the baseline and optimized designs using scale-resolving simulations, such as large-eddy simulation more computationally attainable. As shown on Figure 7(a), the broadband noise design objective is reduced by approximately 47%. Since no aerodynamic constraints are imposed in this case, the shape optimization does result in a 5% penalty on the lift-to-drag ratio. The aerodynamic and aeroacoustic design objectives are clearly competing for trailing edge noise minimization. Aeroacoustic design optimizations should be performed with appropriate design constraints so as to prevent degradation of aerodynamic performance – this is explored in the next subsection. The baseline NACA0012 profile and the optimized profile are compared on Figure 7(b). The optimizer has reduced the curvature of the upper surface significantly and rotated the trailing edge upwards. The effect of the optimization on the broadband noise source is visualize on Figure 8, showing the Frobenius-norm of the time-averaged Lighthills stress tensor in the trailing-edge region. Clearly, the strong broadband noise source present in the wake region of the baseline NACA0012 profile has been significantly reduced. In particular, the peak broadband noise source has been reduced by approximately 60%. Efforts are underway to verify this first-stage optimization result by an aeroacoustic simulation in which the turbulent flow is computed by a scale-resolving method such as large-eddy simulation.

III.D. Broadband Noise Source Minimization, Lift-to-Drag Ratio Constrained

Results in Section III.C clearly indicate that the aerodynamic and aeroacoustic design objectives are competing, in that a shape change that results in a reduction in the broadband noise source also gives rise to the deterioration of aerodynamic performance. In this subsection, a constrained shape optimization is performed whereby the lift-to-drag ratio is constrained to its baseline level. This leads to an additional adjoint solution at each design iteration. As shown on Figure 9(a), the broadband noise design objective is reduced by a much more moderate amount of 28%, in constrast to the 47% achieved in the unconstrained optimization in the previous subsection. The lift-to-drag ratio, however is constrained at its baseline value. It should be noted that to prevent the 5% penalty on the lift-to-drag ratio from the unconstrained case, the attainable reduction of the broadband noise source is reduced from 47% to 28% in the constrained case. Figure 9(b) compares the baseline NACA0012 design and optimized designs with and without a constraint on the lift-to-drag ratio. As one would expect, the shape changes corresponding to the constrained optimization are far more subtle. The effect of the optimization on the broadband noise source is visualize on Figure 10, showing the Frobenius-norm of the time-averaged Lighthills stress tensor in the trailing-edge region.
Figure 8: Frobenius norm of the time-averaged Lighthills stress tensor in the trailing-edge region.

Figure 9: (a) Convergence of the broadband noise design objective and (b) comparison between the baseline NACA0012 design and optimized designs with and without a constraint on the lift-to-drag ratio.
IV. Conclusion and Outlook

In this study, we develop a coupled-adjoint RANS-SNG framework in the SU2 solver, constructed in a manner similar to the coupled URANS-FWH noise minimization framework demonstrated in our previous studies. The adjoint-based RANS-SNG framework proposed here not only avoids the regularization problem that plagues the adjoint solutions for scale-resolving simulations, but more importantly it also significantly lowers the computational cost and leads to a faster turn-around time for the initial design evaluation phase. Preliminary results show that the RANS-SNG method can efficiently provide broadband noise level assessment for various configurations without resorting to computationally prohibitive scale-resolving simulations. In addition, current results also show that the coupled adjoint-RANS-SNG solver in SU2, developed on the basis of algorithmic differentiation is highly accurate. Shape optimizations are performed on the basis of such coupled-sensitivities to minimize the broadband noise source in the trailing edge of a NACA0012 airfoil profile both with and without an aerodynamic design constraint. Efforts are underway to compare the baseline and optimized geometries by aeroacoustic simulations in which the turbulent flow is computed by a large-eddy simulation.

In the near future, the existing framework will be applied to optimize the wingtip of a 3-D NACA0012 airfoil section of a finite span at 12° angle of attack, $Re = 1.8 \times 10^6$ and $M = 0.175$, as a first step towards flap side-edge noise minimization via shape optimization. It is known from previous work that the turbulent flow around such blunt wingtip is similar to that of the flap side-edge. The wingtip shape will be deformed by the existing free-form deformation capability in SU2. Aeroacoustic simulations based on the hybrid RANS-LES method will be performed on the baseline and optimized configurations to verify whether the optimal design obtained by the adjoint-based RANS-SNG approach is truly superior in terms of its broadband noise level.
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