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Abstract

The current road transport system has problems with both safety and efficiency. Future intelligent transportation systems (ITS) are envisioned to alleviate these problems. In particular, cooperative ITS, where vehicles are connected to each other and the cloud, will allow vehicles to collaborate and share both sensor and control information. This will significantly expand the possibilities of optimizing traffic flow and increasing safety. However, as both communication and sensing are unreliable, a key challenge in cooperative ITS is how to accommodate for communication and sensing impairments. This requires an understanding of what the limitations of communication and sensing systems are, and how their uncertainties affect the control and coordination task. The contribution of this thesis lies on the intersection of the fields of communication, sensing, and control, and can be summarized as follows.

First of all, through the use of stochastic geometry, we analyze the impact of interference in vehicular networks, and propose a general procedure to analytically determine key performance metrics such as packet reception probabilities and throughput. Along with this procedure, we provide a model repository that can be used to adapt to both rural and urban propagation characteristics, and different medium access control protocols. The procedure can be used to gain fundamental insights about the performance of vehicular communication systems in a variety of scenarios of practical relevance.

Secondly, when it comes to sensing uncertainties, we use Fisher information theory to provide bounds on the achievable performance of cooperative positioning solutions. We thereby characterize how the composition of the vehicle fleet, and the penetration rate of vehicles with extensive sensing capabilities affects positioning and mapping performance. While the analysis is generally applicable, we present simulation results from a multi-lane freeway scenario, which indicate that introducing a small fraction of cooperating vehicles with high-end sensors significantly improves the positioning quality of the entire fleet, but may not be enough to meet the stringent demands posed by safety-critical applications.

Finally, we study how communication and sensing uncertainties impact cooperative intersection coordination. We show that the requirements on control, communication and sensing are stringent if they are treated separately and that they could be relaxed if the individual systems are made aware of each other. This awareness is explored in two ways: we provide a communication system analysis for a centralized intersection coordination scheme using stochastic geometry, which can be used to provide guidelines on how to design the communication system to guarantee a control-dependent communication quality. We also propose a collision aware resource allocation strategy, which proactively reduces channel congestion by only assigning communication resources to vehicles that are in critical configurations, i.e., when there is a risk for future collisions.

This thesis, through the use of several mathematical tools, thus sheds new insights into the communication, sensing and control performance of cooperative ITS.
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Part I

Overview
CHAPTER 1

Introduction

1.1 Background and Challenges

The road transport system as we know it today has large problems with both safety and efficiency. For instance, the number of traffic related deaths per year continues to climb, and reached a staggering 1.35 million in 2016 [1]. This makes it the main cause of death among children and young adults aged 5-29 years and the ninth among all age groups. Furthermore, many of the major cities around the world are locked down by traffic congestion during rush hour, and it is reported [2] that the U.S. alone wastes 11.7 billion liters of gas annually due to congestions, which together with productivity losses is estimated to cost the society more than 160 billion dollars per year. Moreover, about 14 % of the global emissions of anthropogenic greenhouse gases (e.g., CO2) comes from the transport sector [3]. This shows that the current road transport system not only has large impact on our health, quality of life and economy, but also on the environment.

To alleviate these problems, one of the main objectives in future intelligent transport systems (ITS), is essentially, to control or coordinate vehicles in a safe and efficient manner. Thus, we have during the last decades seen how the automotive industry have shifted focus, first from passive to active safety as well as advanced driver assistance systems (ADAS), and then moved aggressively towards autonomous and self-driving vehicle technologies. Along with this, vehicles have also been equipped with more advanced sensors (such as global navigation satellite systems (GNSS) receivers, radars, LIDARs and cameras) for observation both of the own state (e.g., position and velocity) and sensing of other objects in the dynamically changing environment. However, as the situational awareness in an autonomous vehicle is limited to the field of view (FOV) of its on-board...
sensors and map-based context information, the possibility to optimize its motion in regards to the surrounding traffic situation is limited. To extend the situational awareness beyond the FOV of traditional on-board sensors, and to harness the full potential of the technological revolution, it is thus natural to move from autonomous to cooperative ITS. A key enabler for cooperative ITS is wireless communication, and by being connected to both each other and the cloud, vehicles and road side infrastructure are expected to collaborate. In particular, vehicles are foreseen to cooperate when it comes to coordination and control [8], [9] and for sensing and perception [10], [11], where the latter in principle is an enabler of the former, as an accurate representation of the surrounding environment is key when it comes to achieving safe and efficient control. We can thus say that cooperative ITS relies on the three pillars control, sensing and communication, and that there are clear dependencies between these as illustrated in Figure 1.1.

![Figure 1.1](image_url)  

**Figure 1.1.** Control, sensing and communication, the three pillars that together realizes cooperative ITS. The arrows illustrate that they are coupled and that the performance or awareness of one system can have great impact on another. We also illustrate which topics the appended papers pertain to.

The different pillars, which also can be seen as subsystems, or research fields, have been studied extensively within their respective domains. Also, the connections between the different fields have to some extent been explored. The use of robust control formulations that explicitly account for state uncertainties have been considered, e.g., [12]–[16]. Moreover, e.g., [17], [18] have looked at what can be tolerated in terms of network reliability to sustain stability in the controller. There are also works, such as [19]–[22],
that have studied how to allocate communication resources based on awareness of the control system. Nonetheless, knowledge gaps remain. In particular, one of the main challenges, as pointed out in [23], is how to accommodate for communication and sensing uncertainties in safety critical applications such as cooperative automated driving. This is an intricate problem and before we can even think of how to solve this, it is important to understand what the limitations regarding communication systems, and sensing and perception systems, are in the setting of cooperative ITS.

In terms of vehicular communication a large body of research exists [5]–[7]. When it comes to evaluating the performance it is in most cases necessary to turn to either simulations [24]–[26] or measurements campaigns [27]. As these can be both time consuming and scenario specific, there is a need for analytical models that can be used to gain fundamental insights about the performance in different scenarios. In particular, for high velocity scenarios (e.g., highways), and accident prone scenarios (e.g., intersections).

Similarly, the literature is rich regarding cooperative sensing and perception [28]–[35], and much work have for instance been done to characterize the benefit of cooperation when it comes to positioning. In particular, fundamental performance limits [31]–[33], [35], can be used both for benchmarking and provide key insights about what affects the positioning performance. However, out of the works that focus on performance limits only few, e.g., [32], [33], specifically target the vehicular setting. Thus there is a need to better quantify the fundamental performance of cooperative positioning in vehicular networks, especially under the assumptions of realistic sensors such a GNSS, radars and LIDARs. Also, the communication and sensing technologies required for cooperative positioning will be gradually introduced on the market. As highlighted in [36], it is therefore important to gain an understanding of how the composition of the vehicle fleet and the gradual penetration of vehicles with high-end sensors impacts the positioning quality.

1.2 Objectives

This thesis addresses some of the challenges with cooperative ITS outlined above. In particular, we

- propose analytical models for the reliability of packet transmissions in vehicular networks. Mainly, to gain a better understanding of the performance of vehicular communication systems and what uncertainties we have to be able to cope with in cooperative ITS application;

- provide bounds on the achievable performance of cooperative positioning solutions in future ITS, based on a Fisher information theory approach. Using this, we characterize how the sensing capability in a given vehicle fleet affects positioning and mapping performance, and if the obtained accuracies are sufficient to meet the demands of safety critical ITS applications, such as cooperative automated driving;
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- characterize how sensing and communication uncertainties impacts safety critical applications, and provide a method to reduce the channel load, by only assigning communication resources to vehicles that are in critical configurations, i.e., when there are risk for future collisions.

1.3 Outline

The thesis is divided in two parts. Part I provides an introduction to basic concepts and tools used in the appended papers. In particular, Chapter 2 gives an overview of vehicular communication and some of its challenges. Furthermore, we introduce the concept of stochastic geometry, which is the main tool used in Papers A-D, and briefly show how it can be used to analyze the impact of interference in a wireless network. In Chapter 3, we provide an introduction to important concepts within the field of positioning, and discuss positioning requirements and sensor technologies from the perspective of ITS. In addition to this, we introduce the concept of Fisher information and Cramér-Rao bounds, and briefly show how these can be used to obtain fundamental insights about the performance of cooperative positioning solutions, which is the main goal of Paper G. In Chapter 4, we give some intuition on how the control problem can be formalized. Also, we review the concept of model predictive control and discuss how communication and sensing uncertainties impact safety critical applications. Chapter 5, summarizes the author contributions and gives directions for future work. Part II of this thesis consists of the appended Papers A-G.
In this chapter, we give some background on vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication (together referred to as V2X communication). We discuss current standards and technologies and typical characteristics of the vehicular channel as well as some of the underlying reasons for packet drops and random latencies in vehicular networks. Furthermore, we briefly discuss the main challenges that come with using wireless communication for safety critical applications, such as for example an centralized intersection coordination system. Lastly we also introduce the concept of stochastic geometry, which is the main tool used in Papers A-D, and give an example of how it can be used to characterize the packet reception probability in a wireless network.

### 2.1 Current Standards and Technologies

To meet the communication demands of future ITS applications, both USA and Europe, as well as many other countries, have allocated spectrum in different frequency bands around 5.9 GHz (see Fig. 2.1), and large efforts are put into research and standardization of V2X communication.

The most notable examples are the North American standard, referred to as IEEE wireless access in vehicular environment (WAVE) (which includes both the IEEE 802.11p standard [39], [40] and the higher level standard IEEE 1609 [41]) and the European standard, referred to as ITS G5 [7], [42] which also builds on the lower level standard IEEE 802.11p. The IEEE 802.11p standard is an amendment of the well-known wireless local are network (WLAN) standard IEEE 802.11 modified to the vehicular environment,
and it specifies the medium access control (MAC) and physical (PHY) sub layers of the protocol stack. The main difference between the amendment and the original standard is that authentication, association and security features are disabled. This allows for ad-hoc communication without overheads associated with setting up the so-called basic service set from traditional WLAN networks, and as can be understood this is a major advantage in vehicular networks as the communication links between rapidly moving vehicles might only exist for a short amount of time. Except for this the PHY and MAC sub-layers are similar to the original 802.11 standard. In particular, the PHY layer relies on orthogonal frequency division multiplexing (OFDM) in 10 MHz channels (i.e., the bandwidth is halved compared to 802.11a) with possible data rates between 3 Mbps and 27 Mbps [43]. The MAC protocol, which governs the channel access is based on a carrier sense multiple access/collision avoidance (CSMA/CA) approach [44], [45]. In simple terms this means that when a node (e.g., vehicle or other road user with communication capability) has a packet to send, it first listens to channel. If the channel is free, the node starts transmitting the packet. If the channel is busy, the node waits a random back-off time before it tries to transmit the packet again.

Using the IEEE 802.11p standard vehicles can broadcast periodic awareness messages, containing core state information such as location, speed and brake status, or event driven hazard messages, over a range of about 300-500 meters [44]. At the moment the message formats have not been harmonized between North America and Europe and a variety of message types exists. The European message standardization is handled by ETSI, and the message set is made up of two types of messages, namely cooperative awareness messages (CAM) and decentralized environmental notification messages (DENM). The CAM are periodic messages (1-10 Hz), while the DENM are event driven hazard warnings. In North America the message are referred to as basic safety messages (BSM), and the

---

**Figure 2.1.** Overview of spectrum allocations for ITS applications in different countries (based on information from [37], [38]).
standardization is handled by the Society of Automotive Engineers (SAE). The BSM are periodic (about 10 Hz), but extra information can be included due to event triggers. The size of a CAM/BSM is typically 300-400 bytes [45]. Hence using the default data rate of 6 Mbps it will take around 400-500 \( \mu s \) to transmit a message.

For a more detailed description of the WAVE and ITS G5 standards, the different message types, as well as the history of the standardization process see, e.g., [45], [46].

Worth to mention is also that the fifth generation (5G) cellular systems are being developed to support device-to-device (D2D) communication [47]–[49], and is thus, in combination with traditional cellular services, envisioned to act as an important complement to the above discussed standards. In particular, it has been shown that 5G device-to-device (D2D) is a promising technology capable of boosting the spectrum utilization in ITS applications [50].

\section*{2.2 The Vehicular Channel}

Vehicular communication systems must be able to function in a multitude of conditions, including both low and high mobility scenarios, as well as rural and urban environments. This means greatly varying channel characteristics, and in order for a receiver (Rx) to correctly decode a message it needs to be able to cope with large/rapid fluctuations in the received signal power, large Doppler shifts, as well as large delay spreads. However, as the work in this thesis focuses on signal-to-interference-plus-noise ratio (SINR) based analysis methods we will mainly discuss channel characteristics from a received signal power point of view.

Variations in received signal power over distance can be categorized into three different groups: 1) \textit{path loss} which mainly is caused by the dissipation of the power radiated by the transmitter (Tx) with distance; 2) \textit{large-scale fading} which is caused by obstacles that shadow, i.e., attenuates the signal power through absorption, scattering and diffraction; 3) \textit{small-scale fading} which is due interference between multipath components from different scatterers in the surroundings as well as Doppler shifts resulting from the mobility of the nodes. Variations in the signal strength due to path loss occur over long distances, while large-scale fading occurs over distances that are proportional to the size of the obstructing object. As a rule of thumb large-scale fading occurs over distances that are large compared to the signal wavelength, while small scale fading variations due to multipath and Doppler occur over very short distances, on the scale of a wavelength. Note that for a stationary Rx the small scale-fading due to a constantly changing environment translates into rapid fluctuations of the received power in time. Most often the observed fluctuations in the received signal strength is a combination of large-scale fading and small-scale fading. Hence, considering a Tx and Rx pair with locations \( x_{tx} \) and \( x_{rx} \) the received power can be expressed as

\[ P_r = P_t S l(x_{tx}, x_{rx}), \]  

(2.1)
where $P_t$ is the transmitted power, $S$ is the fading, and $l(x_{tx}, x_{rx})$ is the path loss.

To characterize the path loss and the fading in the vehicular channel several large measurement campaigns [27], [51]–[55] have been performed in a variety of propagation environments such as rural, highway, suburban and urban scenarios. As it is of particular importance to understand how power decays with distance (e.g., from an interference point of view), much effort have been put into finding path loss models, i.e., to characterize the distance dependent power loss. When doing this it has been shown that there is a need to differentiate between line-of-sight (LOS) and non-line-of-sight (NLOS) propagation. For LOS propagation, where the direct path between the Tx and Rx is unobstructed, standard power law models are representative and well accepted [27]:

$$l(x_{tx}, x_{rx}) = A \|x_{rx} - x_{tx}\|^{-\alpha},$$  \hspace{1cm} (2.2)

where $\|x_{rx} - x_{tx}\|_2$ is the euclidean distance between the Tx and the Rx, $\alpha$ is the path loss exponent, and $A$ is a constant that depends on several factors such as antenna characteristics, carrier frequency, and propagation environment. Note that break point models or two ray models can be used to better adapt to specific scenarios [27]. For NLOS propagation, such as in urban intersection, where buildings block the direct LOS path between vehicles on different roads, measurements on the other hand indicate increased loss over LOS propagation, with complex dependencies on the absolute Tx and Rx locations as well as the width of the roads. Thus a more suitable model for urban intersections is for instance the so-called VirtualSource11p model [54], [55]. However, the complexity of this model renders it intractable when it comes to mathematical analysis. Simpler, and thus more tractable path loss models for urban NLOS communication include the Manhattan model:

$$l(x_{tx}, x_{rx}) = A \|x_{rx} - x_{tx}\|^{-\alpha_1},$$  \hspace{1cm} (2.3)

which was first proposed in the well-known WINNER II project [56], and the simplified version of the VirtualSource11p model [57]:

$$l(x_{tx}, x_{rx}) = A (\|x_{rx}\|_2 \|x_{tx}\|_2)^{-\alpha},$$ \hspace{1cm} (2.4)

where $\|\cdot\|_1$ is the $\ell_1$ norm, and $\|\cdot\|_2$ is the $\ell_2$ norm. Note that both these models assume that the center of the intersection coincides with the origin of the coordinate system, where also the virtual source is placed. Furthermore, the values of $\alpha$ and $A$ might be different from the LOS case. Typical path loss exponents for the vehicular channel are in the ranges of 1.6-2.1 [27], [52]. Note that path loss exponents below 2, i.e., better than free space propagation can be explained by wave-guiding effects, which can be particularly strong in so-called urban canyons. Regarding the fading it has been shown that for LOS links exponential fading is a suitable model [51], [54]. For urban NLOS links on the other hand, a log-normal model with power variations of 3-6 decibels (dB), have been found more appropriate [53]–[55].
2.3 Packet Drops and Random Delays

In this section, we will discuss the underlying causes to why packet drops and random latencies in packet arrivals occur in vehicular networks. We will first consider packet drops, which refers to the inability of the Rx to detect a packet, or the inability to extract the information from a packet. Roughly speaking, a packet can be decoded if the SINR exceeds a certain threshold. The SINR at the Rx can be expressed as

\[
\text{SINR} = \frac{P_t g}{\sum_{i \in I} P_t g_i + P_{\text{noise}}},
\]

where \( g \) is the channel gain between the intended Tx and the Rx, \( g_i \) is the channel gain between an interfering Tx and the Rx, \( P_t \) is the power which each nodes transmits with, and \( P_{\text{noise}} \) is the noise power due to thermal noise at the Rx. The channel gains \( g \) and \( g_i \) are random variables, which statistics and autocorrelation depends on a wide variety of factors including the path loss, large-scale fading as well as the fast varying small-scale fading. As mentioned in Section 2.2, the latter effect, which is due to a combination of high vehicle mobility and multipath propagation, can lead to rapidly changing signal propagation conditions and thus drastic changes in the SINR. Hence, one reason for the Rx not being able to decode a packet is that the channel gain \( g \), on the link between the intended Tx and the Rx, is very low. This is referred to as a deep fade. Another reason is that the received interference power is too high. To avoid this, the interference can be controlled through the MAC protocol, but for the ad-hoc network topology enabled by the current standards for V2X, MAC is extremely challenging. For example, the CSMA/CA MAC protocol used in the IEEE 802.11p standard reduces the probability of packet collisions, but the probability still remains non-zero due to reasons such as simultaneous countdown, hidden nodes and same carrier sense time. A brief overview of the basic principles of the CSMA/CA MAC protocol, and some of these effects are given in Fig. 2.2 (for more detailed information regarding the operation of the CSMA/CA MAC protocol used in the IEEE 802.11p standard and the effects mentioned here see e.g., [45]).

Even though the probability of packet collisions is non-zero, the CSMA/CA MAC performs well when there are few users, but in dense scenarios where many users want to send packets over the shared medium the probability of packet collisions (i.e., low SINR), and thus the packet error rate (PER), rapidly increases. The fact that PER rapidly increases with increased vehicle density has also been confirmed by experiments [44].

The main reason for latency in an IEEE 802.11p based network is, as illustrated in Fig. 2.2, the channel access delay, i.e., the random delay until a node gets access to the channel and can transmit its packet. Clearly, the channel access delay is also highly dependent on the channel load, as an increased channel load means more vehicles that

\(^1\)We will not consider multi-hop networks.
Figure 2.2. Illustration of the mechanisms of the IEEE 802.11p CSMA/CA MAC protocol and how the fact that vehicles have to contend for the shared spectrum leads to packet collisions and unpredictable delays. The figure shows the mandatory listening period before a node can transmit, and how nodes are forced into a back-off procedure if it perceives the medium as busy. Furthermore, it can be seen how packet collisions can occur due to the fact that two nodes that are not within each others sensing range both transmit at the same time, as they both perceive the medium as free. This is referred to as the hidden node problem and does in this case greatly reduce the chances for Node 2 to decode the packets from Node 1 and 3.

Content for the access to the channel.

Based on the above discussion, we see that channel congestion is a major concern in vehicular networks, as the current MAC protocol will results in high PER as well as long channel access delays. However, it should be mentioned that by using so called decentralized congestion control (DCC) methods (which basically operate by either reducing the amount of packets in the network, the transmit power, or the rate) these problems could be made less severe. Hence this is a research topic of special interest. Furthermore, it should be pointed out that other MAC methods for V2X communication have been investigated. In particular, it has been shown that self organizing time division multiple access (STDMA) outperforms CSMA/CA for high network loads as it can provide a bounded and predictable delay [58], [59].

2.4 Challenges for Safety Critical Applications

This section will briefly highlight the main challenges that come with the use of wireless communication techniques in safety critical ITS applications (e.g., cooperative collision avoidance at intersections). First of all these applications typically require extremely low latencies (below 30 ms) and high packet deliver ratios (reliability of 99.999%) for full situational awareness [60], [61]. On top of this relatively long communication ranges (up to 1 km) are desired to be able to plan and increase the time to react in critical
situations. As can be understood it is extremely challenging to be able to guarantee that these requirements are met in the vehicular environment, and thus one of the main challenges is to be able to accommodate for the uncertainties introduced in the system due to latencies and packet drops, preferably by some form of co-design between the control and communication system [23]. In the context of an intersection control system, this could for example be a system that assigns communication resources where it is really needed to keep the channel load low such that low latencies and high packet delivery ratios could be guaranteed. Furthermore, the application need to be able to handle a highly dynamic network with constantly changing network topology, as vehicles due to the high mobility constantly come in and out of communication range, or temporarily disappear due to fades in the channel.

2.5 Stochastic Geometry

In this section, we introduce stochastic geometry, and describe how it can be used to characterize the packet reception probability in a wireless network.

2.5.1 Brief History

Stochastic geometry has roots as far back as to the 18th century and the famous problem of Buffon’s needle. However, the development of the stochastic geometry we know today took of with D. G. Kendall, K. Krickeberg and R. E. Miles during the second half of the 20th century [62], and its inherent relation to point process theory and the ability calculate spatial averages has during the years shown to be useful in many different areas, such as biology, material sciences, astronomy and image processing. During the last decade the tools from stochastic geometry have also been extensively used to analyze the impact of interference in wireless networks [63], [64].

2.5.2 Point Processes

A point process is a random process, which for each realization gives rise to a specific point pattern. Hence, point processes are useful tools to model spatial structures in our surrounding, as for example the geographical locations of concurrently transmitting nodes in a wireless network.

Many different types of point processes (e.g., Matérn hard-core processes, Poisson cluster processes) have been used to model the spatial properties of wireless networks, but the simplest and probably most widely used point process is the Poisson point process (PPP). The PPP basically is a spatial generalization of a Poisson process and can be either stationary (homogeneous) or non-stationary (inhomogeneous). The homogeneous PPP can be characterized by a single parameter \( \lambda \), which describes the constant density of points over space (see Fig. 2.3), and is fully defined by the following two important properties [63]:
Figure 2.3. Illustrations of homogeneous PPPs in the plane. The upper row, (a)-(c), shows three different realizations of a PPP with density $\lambda = 0.01$, while the bottom row, (d)-(f), shows different realizations of a PPP with density $\lambda = 0.1$.

1. The number of isolated points in any bounded set $B \in \mathbb{R}^n$ is Poisson distributed with mean $\lambda |B|$, where $|B|$ is the Lesbegue measure of $B$, i.e., the n-dimensional volume.

2. The number of points in disjoint set are independent random variables.

Note that the inhomogeneous PPP is defined in the same way, but by replacing $\lambda |B|$ with $\int_B \lambda(x) \, dx$, where $\lambda(x)$ is a non-negative function describing the varying density of points over space.

According to the definition, i.e., by using the fact that the number of points in a bounded set follows a Poisson distribution, the probability that a homogeneous PPP has $k$ points in a set $B$, can be written as

$$\Pr [\Phi(B) = k] = \exp(-\lambda |B|) \frac{(\lambda |B|)^k}{k!},$$

(2.6)

where $\Phi(B)$ denotes the number of points in $B$. Setting $k = 0$ we also observe that the void probability, i.e., the probability that no points fall within the set $B$, is given by $\exp(-\lambda |B|)$. Finally, two very interesting and useful properties of the PPP are:

- Superposition of two PPPs with densities $\lambda_1$ and $\lambda_2$ yields a new PPP with density $\lambda_1 + \lambda_2$.
Thinning of a PPP, i.e., independently selecting points from the original PPP with probability $p$, results in a new PPP with density $\lambda p$.

### 2.5.3 Packet Reception Probability

In this section, we briefly show how stochastic geometry can be used to characterize the packet reception probability for a selected link in a wireless network.

**Scenario**

We consider a one dimensional network (see Fig. 2.4), with a Tx and Rx located at $x_{\text{tx}}$ and $x_{\text{rx}}$, respectively. Furthermore, we assume that the remaining nodes in the network act as interferers and are located according to a homogeneous PPP $\Phi$ with density $\lambda$, i.e., $\Phi \sim \text{PPP}(\lambda)$. For simplicity, we assume that all nodes except the Rx broadcast with a fixed transmission power $P_t$, and that the signal propagation model comprises exponential power fading, i.e. $S \sim \text{exp}(1)$, path loss $l(x_{\text{tx}}, x_{\text{rx}}) = A|x_{\text{rx}} - x_{\text{tx}}|^{-\alpha}$, and white Gaussian noise with noise power $P_{\text{noise}}$. Given the setting above, we can express the SINR at the Rx as

$$\text{SINR} = \frac{P_t S_0 l(x_{\text{tx}}, x_{\text{rx}})}{\sum_{x \in \Phi} P_t S_x l(x, x_{\text{rx}}) + P_{\text{noise}}}$$  \hspace{1cm} (2.7)

where $S_0$ represents the fading on the useful link and $S_x$ denotes the fading on an interfering link for an interferer at location $x \in \Phi$. Lastly, we also assume that the only criteria for a packet to be successfully decoded is that the SINR exceeds a threshold $\beta$.

**Success Probability**

Given the scenario outlined above, the probability that the Rx successfully decodes a transmission from the Tx can be expressed as

$$\mathbb{P}(\beta, x_{\text{tx}}, x_{\text{rx}}) = \Pr(\text{SINR} > \beta)$$

$$= \Pr \left( \frac{P_t S_0 l(x_{\text{tx}}, x_{\text{rx}})}{I + P_{\text{noise}}} > \beta \right)$$  \hspace{1cm} (2.9)
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\begin{equation}
= \Pr \left( S_0 > (I + P_{\text{noise}}) \frac{\beta}{P_t l(x_{\text{tx}}, x_{\text{rx}})} \right) \tag{2.10}
\end{equation}

where

\begin{equation}
I = \sum_{x \in \Phi} P_t S_x l(x, x_{\text{rx}}) \tag{2.11}
\end{equation}

is the aggregate interference power experienced by the Rx. Conditioned on the path loss we see that the two remaining random variables are the fading on the useful link and the interference power. Hence, to calculate the success probability we need to average over both the fading on the useful link and the interference power (both fading and locations). We start by taking the expectation with respect to the interference, i.e.,

\begin{align*}
\mathbb{P}(\beta, x_{\text{tx}}, x_{\text{rx}}) &= \mathbb{E}_I \left\{ \Pr \left( S_0 > (I + P_{\text{noise}}) \frac{\beta}{P_t l(x_{\text{tx}}, x_{\text{rx}})} \right) \right\} \tag{2.12} \\
&= \int_0^{\infty} \Pr \left( S_0 > (t + P_{\text{noise}}) \tilde{\beta} \right) f_I(t) dt \tag{2.13} \\
&= \int_0^{\infty} \tilde{F}_{S_0} \left( (t + P_{\text{noise}}) \tilde{\beta} \right) f_I(t) dt \tag{2.14}
\end{align*}

where $\tilde{\beta} = \frac{\beta}{P_t l(x_{\text{tx}}, x_{\text{rx}})}$ and $\tilde{F}_{S_0}(s_0)$ is the complementary cumulative distribution function (CCDF) of the random variable $S_0$, evaluated in $s_0$, and $f_I(t)$ denotes the interference distribution. The expression in (2.14) can be interpreted in two ways: (i) as the expectation of $\tilde{F}_{S_0} \left( (t + P_{\text{noise}}) \tilde{\beta} \right)$ with respect to the interference distribution; and (ii) the transformation of the interference distribution with a kernel function determined by the CCDF of the fading distribution on the useful link.

Using the fact that the fading in this case is assumed to be exponentially distributed, i.e., has a CCDF of the form

\begin{equation}
\tilde{F}_{S_0}(s_0) = e^{-s_0}, \tag{2.15}
\end{equation}

we can write

\begin{align*}
\mathbb{P}(\beta, x_{\text{tx}}, x_{\text{rx}}) &= \int_0^{\infty} e^{-(t+P_{\text{noise}})\tilde{\beta}} f_I(t) dt \tag{2.16} \\
&= e^{-P_{\text{noise}}\tilde{\beta}} \int_0^{\infty} e^{-t\tilde{\beta}} f_I(t) dt \tag{2.17} \\
&= e^{-P_{\text{noise}}\tilde{\beta}} \mathcal{L}_I(\tilde{\beta}) \tag{2.18}
\end{align*}

where $\mathcal{L}_I(\cdot)$ denotes the Laplace transform of the interference distribution. The Laplace transform of the interference distribution can also be expressed as

\begin{equation}
\mathcal{L}_I(\tilde{\beta}) = \mathbb{E} \left[ \exp \left( -\tilde{\beta}I \right) \right] \tag{2.19}
\end{equation}
and substituting (2.11) into (2.19) yields

\[
\mathcal{L}_I (\tilde{\beta}) = \mathbb{E} \left[ \prod_{x \in \Phi} \exp \left( -\tilde{\beta} P_t S_x A |x - x_{tx}|^{-\alpha} \right) \right] 
\]

(2.20)

\[
\overset{(a)}{=} \mathbb{E}_\Phi \left[ \prod_{x \in \Phi} \mathbb{E}_{S_x} \left\{ \exp \left( -\tilde{\beta} P_t S_x A |x - x_{tx}|^{-\alpha} \right) \right\} \right] 
\]

(2.21)

\[
\overset{(b)}{=} \mathbb{E}_\Phi \left[ \prod_{x \in \Phi} \frac{1}{1 + \tilde{\beta} P_t A |x_{tx} - x_{tx}|^{-\alpha}} \right] 
\]

(2.22)

\[
\overset{(c)}{=} \exp \left( -\lambda \int_{-\infty}^{\infty} \frac{1}{1 + |x - x_{tx}|^{\alpha} / \tilde{\beta} P_t A} \mathrm{d}x \right) 
\]

(2.23)

\[
\overset{(d)}{=} \exp \left( -2\lambda (\tilde{\beta} P_t A)^{1/\alpha} \int_{0}^{\infty} \frac{1}{1 + u^{\alpha}} \mathrm{d}u \right) 
\]

(2.24)

\[
= \exp \left( -2\lambda (\tilde{\beta} P_t A)^{1/\alpha} \frac{\pi}{\alpha} \csc \left( \frac{\pi}{\alpha} \right) \right) 
\]

(2.25)

where (a) holds due the independence of the fading parameters, \( \mathbb{E}_\Phi [\cdot] \) is the expectation operator with respect to the location of the interferers, and (b) uses the fact that the fading is exponentially distributed. Furthermore, to perform the spatial averaging (c) uses the probability generating functional (PGFL) of a PPP\(^2\), and (d) involves a variable change \( |x - x_{tx}| / (\tilde{\beta} P_t A)^{1/\alpha} \to u \). For the particular case of \( \alpha = 2 \), the expression further simplifies to

\[
\mathcal{L}_I (\tilde{\beta}) = \exp \left( -\lambda \sqrt{P_t A} \tilde{\beta} \pi \right). 
\]

(2.28)

Finally, substituting (2.28) into (2.18), and using the variable change \( \tilde{\beta} = \frac{\beta |x_{tx} - x_{tx}|^\alpha}{P_t A} \), we

\[\text{[2]}\text{The PGFL is a generalization of the probability generating function (PGF), and it completely characterizes a point process. It is defined as [63, Definition A.5]}
\]

\[
\mathcal{G}[\nu] = \mathbb{E} \prod_{x \in \Phi} \nu(x), 
\]

(2.26)

and as the name implies it is used to calculate the average of a product of a function \( \nu(x) : \mathbb{R}^d \to [0, \infty) \) operating on a point process. As in this case, the PGFL is commonly applied when evaluating the Laplace transform of the aggregate interference from a set of nodes distributed according to a point process. The PGFL for a PPP is given by

\[
\mathcal{G}[\nu] = \exp \left( -\int_{\mathbb{R}^d} (1 - \nu(x)) \lambda(\mathrm{d}x) \right). 
\]

(2.27)
can for the case of $\alpha = 2$ express the success probability as

$$P(\beta, x_{tx}, x_{rx}) = \exp \left( -\frac{P_{\text{noise}} |x_{rx} - x_{tx}|^2}{P_t A} \right) \exp \left( -\lambda \sqrt{\beta} |x_{rx} - x_{tx}| \pi \right)$$ \hspace{1cm} (2.29)

where the first factor is the success probability in the absence of interferers, and the second factor captures the reduction of the success probability due to interference. In order to illustrate this Fig. 2.5 shows the outage probability, i.e., $P_{\text{Out}}(\beta, x_{tx}, x_{rx}) = 1 - P(\beta, x_{tx}, x_{rx})$, in the interference free case and when the Rx experiences interference from a set of nodes distributed according to a PPP with density $\lambda = 0.001$. Note that we in this scenario have set the transmit power to $P_t = 100$ mW, corresponding to 20 dBm. Furthermore, we have assumed a noise power $P_{\text{noise}}$ of -99 dBm, and an SINR threshold of $\beta = 8$ dB [45], and that $A = 0.0025$, approximately matching the conditions in [52].

![Figure 2.5](image_url)

**Figure 2.5.** Outage probability as a function of the distance between Rx and Tx in the interference free case ($\lambda = 0$) and with interference ($\lambda = 0.001$).

### 2.6 Summary

In this chapter, we have provided an introduction to vehicular communication and discussed some of the underlying reasons for packet drops and random latencies. In particular we have learned that interference from other transmitting nodes can severely degraded performance and cause unwanted packet drops. We have also introduced stochastic geometry and showed how it can be used to quantify the effect of interference. In Papers A-D, we use stochastic geometry to analyze the impact of interference in vehicular networks, and to derive analytical key performance metrics on packet reliability and throughput.
In this chapter, we give the reader a brief introduction to positioning, and important concepts in this field. Also, we provide an overview of typical positioning requirements and common sensing technologies for ITS. After this, we introduce the concept of Fisher information and Cramér-Rao bounds, and show how these tools can be used to gain insights about the positioning performance in future ITS. Special attention is given to cooperative position solutions, which are foreseen to play an important role when it comes to meeting the demands posed by safety critical ITS applications [30], [34], [36], [65].

3.1 Positioning Basics

3.1.1 Absolute Versus Relative

An important aspect of positioning is in which coordinate system the position information is represented, see Figure 3.1. Typically, one distinguishes between absolute and relative positioning [66], [67]. In absolute positioning, a common frame of reference is used, i.e., agents (e.g. vehicles and other road users with sensing capability) are positioned in a common pre-defined coordinate system. This is typically a reference frame that can be used for navigation. The classical example of an absolute positioning system is GNSS, which uses an earth centered earth fixed reference frame [68].

Relative positioning, on the other hand, focuses on positioning in relation to an agent’s or sensor’s local environment. In other words, agents are positioned in a local frame, such as a specific vehicle’s coordinate system. Even though absolute position information
makes it easier to share information, relative position information can in many cases be sufficient. For example, in most obstacle and collision avoidance applications, it suffices to have an accurate representation of the surrounding environment in the ego vehicle coordinate system. Sensors that provide relative position information include but are not limited to radars, LIDARs and cameras.

Figure 3.1. Illustration of absolute vs relative positioning.

3.1.2 Noncooperative versus Cooperative

In positioning one can distinguish between noncooperative and cooperative approaches [34], [67], [69]. In noncooperative approaches agents rely solely on their own sensor information for positioning. Cooperative positioning on the other hand, is a multifaceted term that in principle include all approaches where agents in one way or another share measurements providing absolute or relative position information regarding the own or other vehicles position, to improve either the own estimate and view of the environment, or the collective information about the environment.

An important aspect when it comes to cooperative positioning is how measurements are generated and shared. In regards to this, one can differentiate between communication-based and noncommunication-based sensing techniques. Communication-based sensing techniques (e.g., ultra-wideband (UWB) ranging [70]) requires two agents communication to generate measurements, while noncommunication-based sensing techniques (e.g., GNSS, radars, LIDARs and cameras [28], [30], [71], [72]) only requires the involvement of one agent. When it comes to sharing of the data, communication-based sensing techniques typically makes the measurements directly available to the involved agents, while techniques from the second category typically requires a dedicated wireless connection for sharing of the data.

Another important aspect of cooperative positioning is with whom measurements are shared, and how they are used. For instance, one can distinguish between decentralized [67] and centralized [73] approaches. In the decentralized case, each agent have access to either all the measurements, or a subset of measurements (for example from its closest neighbors), and then use this to improve its own position estimate and/or view of where
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Figure 3.2. Example on cooperative ITS scenario with three vehicles and one pedestrian $(N = 4 \text{ objects})$ with unknown positions and $M = 6 \text{ measurements}$. By combining measurements that provide both relative and absolute position information it becomes possible to position objects which if treated alone would be impossible to position in an absolute sense.

everyone else is located. Note that it also can be already processed data that is shared among agents as in [34]. In centralized approaches on the other hand, all measurements are collected at the same place, such as a dedicated agent or cloud server, which estimates everyone’s position and creates a map of where everyone is located. Depending on what the use case is this information can then for example either be distributed back to cooperating agents to give them a collective view of the environment, or used as basis for decision in a central controller (e.g., an intersection manager).

3.1.3 The Positioning Problem

The main goal in positioning is to determine the unknown positions of one or several objects in the environment based on observations. These objects can in principle be anything, but in the context of ITS they are typically vehicles, pedestrians or other objects found in the traffic scene, that need to be positioned either in an absolute or relative sense.

To keep it general, we thus let

$$\mathbf{P} = [\mathbf{p}_1^T \quad \mathbf{p}_2^T \quad \ldots \quad \mathbf{p}_N^T]^T$$

(3.1)

denote the unknown positions of $N$ objects. Furthermore, we assume that all the observations that we have at hand, and that in one way or another can be related to the positions $\mathbf{P}$ are aggregated in the measurement vector
Formally, the positioning problem, which can be solved using different approaches and algorithms, is then to estimate the vector of unknown positions $\mathbf{P}$ based on the measurement vector $\mathbf{y}$. Commonly, this problem is solved using a statistical model $p(\mathbf{y}|\mathbf{P})$, also referred to as the measurement likelihood. This model describes how the measurements are related to the unknown positions, and characterizes their uncertainties.

The vector $\mathbf{P}$ may vary over time, and it's common to apply tracking algorithms to estimate the positions over time. However, in this thesis we focus on snapshots in time, i.e., estimation of the vector $\mathbf{P}$ at given time instances. This can be seen as a subroutine in the tracking problem. Also, we devote most of our attention to cooperative positioning scenarios in the context of ITS, an example of such a scenario is illustrated in Figure 3.2.

### 3.1.4 Estimators

Estimators play an important role in solving the positioning problem. Typically, one distinguishes between non-Bayesian and Bayesian estimators. Estimators belonging to the first category treat the unknown quantity as deterministic but unknown, while Bayesian estimators consider the unknown quantity to be random. An example of a well-known estimator from the non-Bayesian category is the maximum likelihood (ML) estimator, defined as [67], [74]:

$$
\hat{\mathbf{P}}_{\text{ML}} = \arg \max_{\mathbf{P}} p(\mathbf{y}|\mathbf{P}),
$$

where $p(\mathbf{y}|\mathbf{P})$ is the likelihood of the measurements. In the Bayesian case the unknown quantity, in this case the positions, is regarded as a random vector with a prior distribution $p(\mathbf{P})$. An example of a well-known estimator in this category is the maximum a posteriori (MAP) estimator, defined as [67], [74]:

$$
\hat{\mathbf{P}}_{\text{MAP}} = \arg \max_{\mathbf{P}} p(\mathbf{P}|\mathbf{y}),
$$

where $p(\mathbf{P}|\mathbf{y})$ is the posterior distribution. While the ML estimate $\hat{\mathbf{P}}_{\text{ML}}$ maximizes the likelihood of the measurements, the MAP estimate $\hat{\mathbf{P}}_{\text{MAP}}$ correspond to the mode of the posterior distribution, i.e., the most likely position vector given both the measurements and the a priori information $p(\mathbf{P})$. Other estimators often used in the positioning context are the least squares (LS) estimator and the minimum mean square error (MMSE) estimator.

In a cooperative ITS scenario, ML involves solving a high-dimensional nonlinear optimization problem. To gain insight on the solution, without explicitly solving the ML problem, one can revert to fundamental performance bounds, which will be covered in Section 3.4 and Section 3.5.
3.2 Positioning Requirements

Cooperative ITS will enable a wide range of applications, including everything from simple applications that increases the awareness of the driver (such as road works warning and emergency electronic braking [75]), to more transformational applications such as cooperative automated driving, where vehicles are explicitly coordinated and controlled to optimize the traffic flow. According to the Car-2-Car Communication Consortium (C2C-CC) roadmap, the deployment of these different applications is envisioned to be stage wise and occur in phases, see Figure 3.3.

Understandably, the applications in the various phases (i.e., Day 1 to Day 3 and beyond) poses different requirements in terms of positioning. For application that focuses on increasing the awareness of the driver (i.e., Day 1), the requirements are less stringent. Typically one say that its sufficient with road-level positioning, i.e., one to a few meters positioning accuracy. As the level of automation increased the positioning requirements typically become more stringent, as it now also becomes important to know both in which lane and where in the lane the vehicle is positioned. For safety critical applications, such as cooperative automated driving (i.e, Day 3 and beyond), one often talk about positioning requirements of a few tens of centimeters. In Table 3.1, we list a few applications.
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<table>
<thead>
<tr>
<th>Application/Use case</th>
<th>accuracy requirement</th>
<th>automation level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road works warning</td>
<td>&gt;1 m</td>
<td>low</td>
</tr>
<tr>
<td>See through vehicle</td>
<td>&gt;1 m</td>
<td>low</td>
</tr>
<tr>
<td>Bird’s eye view</td>
<td>&gt;1 m</td>
<td>low</td>
</tr>
<tr>
<td>Vulnerable road user discovery/protection</td>
<td>10-50 cm</td>
<td>low</td>
</tr>
<tr>
<td>Platooning</td>
<td>10-30 cm</td>
<td>high</td>
</tr>
<tr>
<td>Automated overtake</td>
<td>10-30 cm</td>
<td>high</td>
</tr>
<tr>
<td>Cooperative Collision avoidance</td>
<td>10-30 cm</td>
<td>high</td>
</tr>
</tbody>
</table>

Table 3.1. Positioning requirements for cooperative ITS applications (based on [32], [60], [61], [76]).

and their associated positioning requirements. Note that the requirements presented in Table 3.1 are based on everything from simulations to expert opinions, and are intended to provide an indication of the required order of magnitude rather than an exact value.

3.3 Common Sensing Technologies

Positioning in a complex traffic environment is an intricate problem, and there is no single sensing technology that alone can meet the demands on accuracy and reliability posed by safety critical ITS applications, especially if considering that it should work both night and day as well in all types of weather conditions. Thus, future vehicles are expected to rely on a combination of sensors and information sources for positioning of the own vehicle as well as other objects in the surrounding [67], [71]. These include for example, GNSS, radar, laser scanners (LIDAR), mono and stereo cameras, ultrasonic sensors. The latter sensors are all typical examples on what is often referred to as relative position sensors, while the signals received from GNSS satellites can be used to compute the vehicles absolute position in a known reference frame. Typically, vehicles are also equipped with inertial sensors (i.e., IMUs), which can be used for dead reckoning.\(^1\) In addition to the traditional sensors, future automated vehicles will also use HD map information, which if combined with sensor data from relative position sensors can be used to position the vehicle in an absolute sense. As vehicles are foreseen to be connected to both each other and the cloud (using both ITS G5 and cellular), it is also expected that a vital source of information in future ITS will be cooperative sensor data, i.e., sensor data received from nearby vehicles or infrastructure. Furthermore, it has been shown that future 5G cellular exhibits properties that can make it a great positioning source, and it is therefore not unlikely that 5G based positioning become an important part in the positioning puzzle for future ITS [67]. An overview of the main sensor technologies and information sources

\(^1\)keeping track of the position based on information about the traveled time, direction and speed
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Figure 3.4. Overview of main ITS sensor technologies and information sources.

related to vehicular positioning is given in Figure. 3.4. Below we give a brief introduction to a selection of these and discuss their properties from a vehicular perspective.

3.3.1 GNSS

Satellite bases position is today one of the most widespread positioning technologies, and global navigation satellite systems (GNSS) receivers can be found in anything from mobile phones to space shuttles. Formally, the name GNSS is the generic term for a satellite based positioning system with global coverage. This includes for example the well known American system GPS, the Russian system GLONASS as well as the European system Galileo. All these systems have their own constellation of satellites orbiting the earth, which work together with a network of ground stations, and transmits coded radio frequency signals in the L-band at precise time intervals. Observations of these signals can then be used to obtain range estimates between the satellites and a GNSS receiver, and through knowing the location of the satellites and having observations from at least four satellites it is then possible for the user to pin-point its position on earth. The accuracy in the obtained position depends on which positioning technique that is used. The three main approaches are:

- **Code-based positioning:** This method relies on observations of the code phase of the transmitted signals for estimation of the ranges to the satellites. This technique typically gives an accuracy of one to a few meters [71], [77] and is the technique used in low-cost mass market receivers.

- **Real Time Kinematic (RTK):** RTK is a relative positioning method, which relies on observations of the carrier phase for more accurate range estimation, and
uses information from a nearby reference station with known location to cancel out common error sources. RTK provides centimeter level positioning \[71\], \[77\]. Compared to code-based positioning it is less robust. Mainly due to the less robust carrier tracking, and the fact that if the receiver temporarily loses track of the carrier phase it needs to reinitialize and again go through the involved process of ambiguity resolution, which deals with determining the unknown number of carrier cycles between the satellite and the receiver. Typical applications include land surveying and machine guidance at construction sites.

- **Precise Point Positioning (PPP):** PPP is a method that makes it possible to achieve decimeter level accuracies with a single GNSS receiver. Just like RTK, it utilizes the precise carrier phase observation. However, instead of relying on data from a nearby reference station, it utilizes advanced models and corrections generated from a global network of reference stations. This makes PPP suitable for applications in areas where there is no fixed infrastructure in the vicinity. One major downside with PPP is its long convergence times. Typically, it can take 20 to 40 minutes to reach an accuracy of 10 cm \[77\].

A more in-depth description of how GNSS works and the different methods can be found in, for example, \[68\], \[77\].

When it comes to automotive applications GNSS is already extensively used, as more or less all vehicles equipped with a navigation system has some form of low-cost receiver for code-based positioning. On the other hand, RTK or PPP solutions are despite their astonishing precision, still not seen as viable options on the commercial vehicle side \[78\]. Some of the common explanations for this are \[78\], \[79\]: 1) the receivers are still relatively expensive; 2) the positioning is not deemed robust enough; 3) initialization times are too long; 3) reference data is not available for mass market applications on a regional or global scale. Though, it should be pointed out, that RTK has since long been the de facto standard for positioning when it comes to testing and evaluation automated driving systems and advanced driver support systems. In connection to this, it should also, be mentioned that there are ongoing initiatives that focus on making correction data, and thus high precision GNSS, available for mass market applications. For instance, SAPCORDA (which is a joint venture by Bosch, Geo++, Mitsubishi Electric and u-blox) and the Swedish project Network-RTK Positioning for Automated Driving (NPAD).

On a more general level it can be mentioned that the main advantages and reasons for using GNSS as a sensor in future automotive applications are that it has global coverage and is a source of absolute positioning information, i.e., the position is provided in a global frame of reference. Some of the downsides with GNSS, are that it more or less relies on line of sight (LOS) reception of the signals, which can be particularly challenging in urban canyons and tunnels. Moreover, GNSS signals are relatively easy to jam or spoof.
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Simple GNSS model

GNSS measurements can be modeled in many different ways depending on the level of abstraction and detail. For instance, one can consider range measurements to individual satellites (so called pseudoranges) or processed measurements with respect to at least four satellites, leading to a position. Taking a high-level perspective, we model GNSS measurements that agent $i$ make as noisy observations of its absolute position $p_i$, i.e., [28]:

$$y^G_{ii} = p_i + n^G_{ii},$$

(3.5)

where $n^G_{ii} \sim \mathcal{N}(0, \Sigma_{ii})$ is zero mean Gaussian measurement noise with covariance $\Sigma_{ii} = \sigma^2_{G,i} I_2$.

3.3.2 Radar

The term radar, which stands for radio detection and ranging, was coined by the US military in the 1940s. The basic principle behind radar technology is to emit known electromagnetic signals, and then analyze the part of the signal that is reflected back. By doing this it is possible to detect and identify objects in the surrounding environment. Information that can be retrieved from a radar sensor includes the range and bearing to the detected object, which basically correspond to the relative position of the detected object in the radar coordinate system. By exploiting the Doppler effect it is typically also possible to obtain the relative speed of the object. For a comprehensive description and background on radar technology see, e.g., [80].

When it comes to the automotive sector, radars sensor are already today used in advanced driver support systems such as forwards collision warning systems, adaptive cruise control, lane change assistance. Automotive radars typically work in either the 24 GHz band or the 79 GHz band. Benefits with the latter band includes better resolution and Doppler sensitivity as well as smaller sensors dimensions [71]. The two main radar technologies for ITS are:

- **Impulse radars**, which in the classical sense emits short pulses and then measures the time it takes for the pulse to travel to the object and back.

- **Frequency-Modulated Continuous Wave (FMCW) radars**, which emit frequency chirped signals with constant power envelope. The range to the object is in this case derived by using that the distance to the object is proportional to the frequency difference between the outgoing and incoming reflected signal.

For automotive radars one also distinguishes between short-range radar, medium-range radar and long-range radar. Long range radars can have a perception range up to 250 m, and commonly a narrower field of view (FOV). Typical range accuracies are from 10 cm up to 5% of the measured range, and the angular resolution that can be obtained lies between $0.5^\circ$ and $5^\circ$[71].
Some of the advantages with using radars for automotive applications are their relatively long range compared to other sensors, as well as their insensitivity to surrounding light and weather conditions.

**Simple Radar Model**

Given a high level of abstraction, we can similarly as in [28], [29], model radar observations that agent $i$ makes of agent $j$ as relative positions in vehicle $i$’s local coordinate frame, i.e.,

$$y_{ij}^R = R(\psi_i)(p_j - p_i) + n_{ij}^R,$$

where

$$n_{ij}^R \sim \mathcal{N}(0, \Sigma_{ij})$$

and

$$R(\psi_i) = \begin{bmatrix} \cos(\psi_i) & \sin(\psi_i) \\ -\sin(\psi_i) & \cos(\psi_i) \end{bmatrix}$$

is $\psi_i$ is the heading of agent $i$ (and the radar), and $R(\psi_i)$ is the rotation matrix between the global coordinate frame and the local frame. Since radars typically make mutually independent measurements in range ($r$) and bearing ($\alpha$) in a polar coordinate system, the noise components are not independent in the local cartesian frame. We approximate the covariance of the radar measurement noise in the local cartesian frame as

$$\Sigma_{ij} = R^T(\alpha_{ij})\Sigma_{ij}^{p*} R(\alpha_{ij})$$

where

$$\Sigma_{ij}^{p*} = \begin{bmatrix} \sigma_{r,i}^2 & 0 \\ 0 & (r_{ij}\sigma_{\alpha,i})^2 \end{bmatrix}$$

is an approximation of the covariance in a cartesian coordinate system $\{P^*\}$ aligned with the radial and angular axis of the original polar coordinate system. Furthermore, $\sigma_{r,i}$ and $\sigma_{\alpha,i}$ are the standard deviations of the mutually independent noise components of the range and bearing measurements in the original polar coordinate system, and $r_{ij}$ and $\alpha_{ij}$ are the range and bearing between vehicle $i$ and $j$, respectively. Furthermore, we assume that the sensor field of view (FOV) is determined by an opening angle $\theta_{\text{FOV}}$ and a maximum detection range $r_{\text{max}}$.

A remark in relation to this is that in radar sensing there is generally no knowledge about the ID of agent $j$. This is typical for noncommunication-based sensing technologies and leads to the need to perform a data association step in order to relate measurements to objects. Such data association is a research topic by itself and not considered in this thesis. In general, when objects are sufficiently well separated and there is little clutter, the assumption of a known data association is reasonable.
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3.3.3 LIDAR

The LIDAR (light detection and ranging) technology originates from the 1960, and has since then been used in a wide range of fields, for example geology, archeology, forestry, atmospheric studies and laser altimetry. Conceptually, LIDAR sensors, sometimes also referred to as laser scanners, work in the same way as radars, but in the optical part of the spectrum. By emitting laser beams and analyzing the backscattered light it is possible to detect and compute the distance to an object. The possibility to collimate laser light in combinations with the short wavelength provides fantastic spatial resolution and accuracy, and by steering the laser beam in different directions it is possible to build up a 3D like representation of the environment. Automotive LIDARs work in the near infrared region, and the perception range, which strongly depends on the reflectivity of the object is typically between 80 m and 200 m [71]. Furthermore, typical range accuracies are between 0.02 m and 0.5 m, and angular resolution is about $0.1^\circ$. Also, one typically distinguishes between mechanical and solid-state LIDARs:

- **Mechanical LIDARs**, were the type of LIDARs used in many of the early self-driving car projects (e.g. Google’s self-driving car in 2009). These use a mechanically rotating assembly in combination with high grade optics to steer the laser beam and scan the environment. These radars are typically bulky but provide high SNR and wide FOV.

- **Solid-state LIDARs**, are the result of recent advances in technology, and has made it possible to significantly shrink LIDAR sensor. They rely on a few different underlying principles and thus implementation methods. These include MEMS LIDARs, which uses tiny mirrors that are electromechanically steered; Flash LIDARs, which simply put works similarly to a digital camera by illuminating the environment in front of it; Optical phase array (OPA) LIDARs, which works similar to a phase steered radars.

For a more detailed description of the different LIDAR technologies see [81].

The main reason for using LIDARs as an automotive sensor is that they provide an incredibly detailed and accurate description of the environment, which for example is very useful when it comes to obstacle detection and collision mitigation. Furthermore, the accurate information from the LIDAR, has the potential to play a vital role when positioning the vehicle in relation to other objects. Some limitations with LIDARs (in contrast to radars) are that they have difficulties in detecting objects at close distances, and that their performance degrades in weather conditions such as rain, snow and fog. Also, LIDARs are susceptible to ambient light conditions. For instance, incident sunlight in the morning and afternoon can give rise to disturbances [71].

From a high-level perspective, LIDAR measurements can be modeled in the same way as radar measurements, i.e., as relative positions in the local coordinate frame.
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3.4 Fisher Information and the Cramér-Rao Bound

In this section, we review the concepts of Fisher information and Cramér-Rao bounds.

3.4.1 FIM Fundamentals

The Cramér-Rao lower bound (CRLB), which was derived by Harald Cramér and Calyampudi Radhakrishna Rao in the 1940s, expresses a bound on the variance of any unbiased estimator of deterministic but unknown parameters and can be used to obtain insights about the quality of estimation algorithms. The CRLB is derived from the Fisher Information Matrix (FIM), which given a statistical measurement model describes the information that the observations carry about the unknown parameters. If we let \( \theta = [\theta_1^T \ldots \theta_K^T]^T \) represent the vector of unknown parameters that we want to estimate, and \( y \) the vector of measurements or observables, which are described by the statistical model \( p(y|\theta) \), we can express the FIM as [74]

\[
J(\theta) = -\mathbb{E}_y \{ \nabla_{\theta}^T \nabla_\theta \log p(y|\theta) \},
\]

where \( \mathbb{E}\{\cdot\} \) denote the expectation operator and \( \nabla_\theta \) is the gradient operator with respect to the parameter vector \( \theta \). Note that a requirement for the FIM to be computable is that the log-likelihood function, i.e., \( \log p(y|\theta) \), is twice differentiable and that a few regularity conditions hold [82]. To provide some intuition regarding the expression in (3.11) it can be seen that \( J(\theta) \) correspond to the expected curvature of the log-likelihood function. Loosely speaking, this means that the “sharper” the log-likelihood function is the more information the observations carry about the parameters that we want to estimate. While the expression in (3.11) is valid for any measurement likelihood for which the previously discussed conditions hold, we can for the not so uncommon assumption of additive Gaussian observation noise, i.e., \( y \sim \mathcal{N}(f(\theta), \Sigma(\theta)) \), and when the covariance is independent of \( \theta \), i.e., \( \Sigma(\theta) = \Sigma \), simply write the FIM as [74]

\[
J(\theta) = \nabla_{\theta}^T f(\theta) \Sigma^{-1} \nabla_\theta f(\theta),
\]

(3.12)

Important properties pertaining to the FIM \( J(\theta) \) are:

- It is a positive semi-definite matrix, i.e., \( J(\theta) \succeq 0 \)

- Information from independent observations add up, i.e., if \( J^{y_1}(\theta) \) and \( J^{y_2}(\theta) \) represent the Fisher information from the independent observations \( y_1 \) and \( y_2 \), the total information from these observation is \( J(\theta) = J^{y_1}(\theta) + J^{y_2}(\theta) \)

Given the FIM \( J(\theta) \), which depending on the setting can be computed by either (3.11) or (3.12), the CRLB on the covariance of an unbiased estimator \( \hat{\theta} \) is now simply \( J^{-1}(\theta) \), i.e., [74]

\[
J^{-1}(\theta) \succeq \mathbb{E}_y \left\{ (\theta - \hat{\theta})(\theta - \hat{\theta})^T \right\},
\]

(3.13)
In other words, the inverse of the FIM provides a lower bound on the theoretically achievable estimation accuracy, and intuitively this reciprocal relationship implies that the more information we have the better we should be able to estimate the unknown parameters. As a final remark, it should be mentioned that an advantage with the CRLB is that it can be computed without having to consider a specific estimation method or specific measurements, the only thing that is required is a statistical model for the observations on the form \( p(y|\theta) \).

### 3.4.2 Equivalent Fisher Information

It is not uncommon that the parameter vector \( \theta \) is high dimensional and includes nuisance parameters, i.e., parameters that are not of immediate interest but cannot be left out of the analysis. The equivalent Fisher information matrix (EFIM) is a tool to reduce the dimensionality of the problem and extract the information corresponding to the subset of parameters that we are interested in. More precisely, given a parameter vector \( \theta = [\theta_1^T \theta_2^T]^T \), with corresponding FIM

\[
J(\theta) = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix}
\tag{3.14}
\]

where \( \theta_1 \in \mathbb{R}^m, \theta_2 \in \mathbb{R}^n, A \in \mathbb{R}^{m \times m}, B \in \mathbb{R}^{m \times n} \) and \( C \in \mathbb{R}^{n \times n} \), the EFIM corresponding to \( \theta_1 \) is defined as \[31\]

\[
J_e(\theta_1) = A - BC^{-1}B^T,
\tag{3.15}
\]

where the right-hand side in (3.15) is known as the Schur complement of the matrix \( C \). The EFIM \( J_e(\theta_1) \), which is a matrix of size \( m \times m \), retains all information regarding the unknown parameters \( \theta_1 \) in the sense that \( J_e^{-1}(\theta_1) \) correspond to the CRLB on \( \theta_1 \). This property has shown to be very useful, in particular as it alleviates computational complexity by providing a way to reduce the dimensionality of the problem and computing the CRLB on individual parameters without having to invert the complete FIM \( J(\theta) \). The fact that the EFIM can be used to extract the information pertaining to certain parameters can also be used to provide insights on how different observations would contribute in estimating the parameter in question.

### 3.4.3 Position Error Bound

When comparing bounds on different agents position it can be useful to have scalar measure in addition to the obtained CRLBs, which most often are on matrix form due to the multi-dimensional nature of the positions. One such measure, which is directly based on the CRLB, is the position error bound (PEB). Given an agent \( i \) with position \( p_i \), and its corresponding CRLB \( J_e^{-1}(p_i) \), the PEB is expressed in meters and is defined
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as [31]

\[ P(p_i) = \sqrt{\text{tr} \{ J_e^{-1}(p_i) \}}, \]  

(3.16)

where tr\{\cdot\} denotes the trace operator.

3.5 Bounds on Cooperative Positioning in ITS

In this section, we will show how the tools introduced in Section 3.4, can be used to evaluate the expected positioning performance in a vehicular scenario like the one in Paper G. We will start by a general description of the type of scenario that we are interested in, and then show how to derive position error bounds for a small toy example with three vehicles.

3.5.1 General System Model

Consider a cooperative heterogeneous traffic scenario, consisting of \( N \) vehicles with varying sensing and communication capabilities. Vehicles with sensors are assumed to be able to send their observations to a central server (e.g. a road side unit or dedicated vehicle), with aim to position the \( N \) vehicles. Vehicles are modeled as point objects, and we denote the unknown state of vehicle \( i \) by \( x_i \), comprising the position \( p_i \in \mathbb{R}^2 \) and heading \( \psi_i \in \mathbb{R}^1 \). Moreover, we assume that a vehicle is equipped with a combination of (i) a GNSS module for observing its own position; (ii) a radar for observing other vehicles; (iii) a compass for observing its heading. Observations from the sensor are assumed to be on the general form

\[ y_{ij} = f(x_i, x_j) + n_{ij}. \]  

(3.17)

where \( f(\cdot) \) is a function dependent on the state of the involved vehicles, which in this case is vehicle \( i \) and \( j \), and \( n_{ij} \) is measurement noise. For GNSS and radar observations, we use the models presented in Section 3.3.1 and Section 3.3.2, i.e., observations have the form

\[ y_{ii}^G = f_{ii}^G(x_i, x_i) + n_{ii}^G = p_i + n_{ii}^G \]  

(3.18)

and

\[ y_{ij}^R = f_{ij}^R(x_i, x_j) + n_{ij}^R = R(\psi_i)(p_j - p_i) + n_{ij}^R. \]  

(3.19)

Compass observations made by vehicle \( i \) are modeled as [28]

\[ y_{ii}^C = f_{ii}^C(x_i, x_i) + n_{ii}^C = \psi_i + n_{ii}^C \]  

(3.20)

where \( n_{ii}^C \sim \mathcal{N} (0, \sigma^2_{C,i}) \).

3.5.2 Three Vehicle Toy Example

Let us now consider the \( N = 3 \) vehicles case illustrated in Figure. 3.5. The first vehicle
Figure 3.5. Illustration of three vehicle scenario. Vehicles have different sensing capabilities. Blue arrows represent GNSS measurements that provide absolute position information, and red arrows represent radar measurements that provide relative position information.

(i = 1), is fitted with a GNSS receiver, a compass, and a radar. The second vehicle (i = 2) is equipped with a GNSS receiver, and the third vehicle (i = 3) has no sensors (or no communication). Furthermore, we assume that second and third vehicle are in the FOV of the first vehicle’s radar, which is illustrated by the red arrows in Figure 3.5.

Basic FIM Analysis

Given this scenario and the system model from Section 3.5.1, we can then write the vector of unknown parameters as

\[ \mathbf{\theta} = \begin{bmatrix} p_1^T & p_2^T & p_3^T & \psi_1 & \psi_2 & \psi_3 \end{bmatrix}^T. \tag{3.21} \]

i.e., the three vehicle positions \( p_1 \) to \( p_3 \), and the three vehicle headings \( \psi_1 \) to \( \psi_3 \). Furthermore, we can write the measurement vector as

\[ \mathbf{y} = \begin{bmatrix} [y_{11}^G]^T & [y_{11}^C]^T & [y_{12}^R]^T & [y_{13}^R]^T & [y_{22}^G]^T \end{bmatrix}^T. \tag{3.22} \]

Given the additive Gaussian nature of the observation noise, we can then express the joint measurement likelihood as

\[ p(\mathbf{y}|\mathbf{\theta}) = \mathcal{N}(\mathbf{f}(\mathbf{\theta}), \Sigma) \tag{3.23} \]

where

\[ \mathbf{f}(\mathbf{\theta}) = \begin{bmatrix} \left[f_{11}^G(x_1, x_1)\right]^T & \left[f_{11}^C(x_1, x_1)\right]^T & \left[f_{12}^R(x_1, x_2)\right]^T & \left[f_{13}^R(x_1, x_3)\right]^T & \left[f_{22}^G(x_2, x_2)\right]^T \end{bmatrix}^T. \tag{3.24} \]
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and the block diagonal matrix

\[
\Sigma = \begin{bmatrix}
\Sigma_{11} & \sigma^2_{C,1} & \Sigma_{12} \\
\Sigma_{12} & \Sigma_{22} & \Sigma_{13} \\
\Sigma_{13} & \Sigma_{23} & \Sigma_{22}
\end{bmatrix}.
\] (3.25)

According to (3.12), the FIM \( J(\theta) \) is then given by

\[
J(\theta) = \nabla^T \theta f(\theta) \Sigma^{-1} \nabla \theta f(\theta).
\] (3.26)

In other words, to evaluate the FIM \( J(\theta) \), we first need to determine the inverse of the covariance matrix \( \Sigma^{-1} \) as well as the Jacobian matrix \( \nabla \theta f(\theta) \). The inverse covariance matrix \( \Sigma^{-1} \) is simply obtained by taking the inverse of each diagonal block. To determine the Jacobian \( \nabla \theta f(\theta) \), we first conclude that the only non-zero derivatives that we have to take into account are of the form

\[
\frac{\partial f^C_{ii}(x_i, x_i)}{\partial p_i} = \frac{\partial p_i}{\partial p_i} = I_2
\] (3.27)

\[
\frac{\partial f^C_{ii}(x_i, x_i)}{\partial \psi_i} = \frac{\partial \psi_i}{\partial \psi_i} = 1
\] (3.28)

\[
\frac{\partial f^R_{ij}(x_i, x_j)}{\partial p_i} = \frac{\partial R(\psi_i)(p_j - p_i)}{\partial p_i} = -R(\psi_i)
\] (3.29)

\[
\frac{\partial f^R_{ij}(x_i, x_j)}{\partial p_j} = \frac{\partial R(\psi_i)(p_j - p_i)}{\partial p_j} = R(\psi_i)
\] (3.30)

\[
\frac{\partial f^R_{ij}(x_i, x_j)}{\partial \psi_i} = \frac{\partial R(\psi_i)(p_j - p_i)}{\partial \psi_i} = \mu_{ij}
\] (3.31)

where we for ease of notation have introduced \( \mu_{ij} = R(\psi_i + \pi/2)(p_j - p_i) \), and where \( I_2 \) represent the \( 2 \times 2 \) identity matrix. Based on this, we can then express the Jacobian matrix \( \nabla \theta f(\theta) \) as

\[
\nabla \theta f(\theta) = \begin{bmatrix}
I_2 & 0_{2,2} & 0_{2,2} & 0_{2,1} & 0_{2,1} & 0_{2,1} \\
0_{1,2} & 0_{1,2} & 0_{1,2} & 1 & 0 & 0 \\
-R(\psi_1) & R(\psi_1) & 0_{2,2} & \mu_{12} & 0_{2,1} & 0_{2,1} \\
-R(\psi_1) & 0_{2,2} & R(\psi_1) & \mu_{13} & 0_{2,1} & 0_{2,1} \\
0_{2,2} & I_2 & 0_{2,2} & 0_{2,1} & 0_{2,1} & 0_{2,1}
\end{bmatrix}
\] (3.32)
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where \(0_{m,n}\) represent the \(m \times n\) zero matrix. Inserting the obtained matrices in (3.26) and performing the matrix multiplications results in a FIM on the form

\[
J(\theta) = \begin{bmatrix}
\Sigma_{11}^{-1} + S_{12} + S_{13} & -S_{12} & -S_{13} & -T_{12} - T_{13} & 0_{2,1} & 0_{2,1} \\
-S_{12} & \Sigma_{22}^{-1} + S_{12} & 0_{2,2} & T_{12} & 0_{2,1} & 0_{2,1} \\
-S_{13} & 0_{2,2} & S_{13} & T_{13} & 0_{2,1} & 0_{2,1} \\
-T_{12}^T - T_{13}^T & T_{12}^T & T_{13}^T & \frac{1}{\sigma_{c,1}^2} + V_{12} + V_{13} & 0 & 0 \\
0_{1,2} & 0_{1,2} & 0_{1,2} & 0 & 0 & 0 \\
0_{1,2} & 0_{1,2} & 0_{1,2} & 0 & 0 & 0
\end{bmatrix}
\tag{3.33}
\]

in which \(S_{ij} = R^T(\psi_i)\Sigma_{ij}^{-1}R(\psi_i)\), \(T_{ij} = R^T(\psi_i)\Sigma_{ij}^{-1}\mu_{ij}\), and \(V_{ij} = \mu_{ij}^T\Sigma_{ij}^{-1}\mu_{ij}\).

The diagonal blocks in this matrix, can be interpreted as the information that the observations carry about the respective parameters, given that the other parameters are known, while the off diagonal blocks relate to the reduction of information due to uncertainties in the other parameters. For instance, the first diagonal block in \(J(\theta)\), correspond to the information that the observations carry about \(p_1\) given that the other parameters are known, while the last diagonal block correspond to the information that the observations carry about \(\psi_3\) given that all the other parameters are known. With this in mind, and to provide some intuition about the different elements in the FIM, we now, as an example, take a closer look at the first diagonal entry in \(J(\theta)\). As can be seen it consists of three terms, i.e.,

\[
[J(\theta)]_{1,1} = \underbrace{\Sigma_{11}^{-1}}_{\text{GNSS observation}} + \underbrace{S_{12}}_{\text{radar observation of veh 2}} + \underbrace{S_{13}}_{\text{radar observation of veh 3}}
\tag{3.34}
\]

The first term, correspond to the information from vehicle one’s own GNSS observation, which directly amounts to the inverse of the GNSS observation covariance. The second and third term correspond to the information from the radar observations of vehicle two and three, where \(S_{ij}\), can be interpreted as the radar observation covariance \(\Sigma_{ij}\) represented in the global coordinate frame.

**Identifiability**

The measurements might not carry sufficient information to identify all the unknown parameters in \(\theta\). In this specific case, we observe that the last two rows and columns in the FIM are all zero. This means that the parameters \(\psi_2\) and \(\psi_3\) are unidentifiable, and that the FIM is singular, i.e., it can not be inverted in its current form. In general, this is solved by reducing the FIM, first by removing rows and columns corresponding to the unidentifiable parameters, and secondly by removing all contributions in the FIM that comes from measurements involving unidentifiable parameters. In this case, none of
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the measurements are connected to $\psi_2$ and $\psi_3$, thus to obtain an invertible FIM, we can simply reduce the parameter space by removing the last two rows and columns. After doing this the FIM can be inverted to obtain CRLBs on the remaining parameters.

**EFIM**

While the CRLBs on the identifiable parameters can be obtained by directly inverting the FIM, the notion of EFI can in general be used to alleviate computational complexity and to further analyze what information the different observations carry about a specific parameter or subspace of parameters. One could for example compute the EFIM $J_e(P)$ for the position subspace $P = [p_1^T\ p_2^T\ p_3^T]^T$ to reduce computational complexity. However, due to the small size of the problem, there is not really a need for this here, and it might be more interesting to instead break it down on individual vehicle positions. For instance, we can compute the EFIM for vehicle 1’s position as

$$J_e(p_1) = A - BC^{-1}B^T$$  (3.35)

where

$$A = \Sigma_{11}^{-1} + S_{12} + S_{13}$$  (3.36)

$$B = [-S_{12} -S_{13} -T_{12} -T_{13}]$$  (3.37)

$$C = \begin{bmatrix} \Sigma_{22}^{-1} + S_{12} & 0_{2, 2} & T_{12} \\ 0_{2, 2} & S_{13} & T_{13} \\ T_{12}^T & T_{13}^T & \frac{1}{\sigma_{\epsilon, 1}} + V_{12} + V_{13} \end{bmatrix}. $$  (3.38)

From (3.35), we see that information about $p_1$ is reduced by $BC^{-1}B^T$ due to uncertainties in the other parameters. Whether or not the expression in (3.35) is tractable or not mainly depends on the structure of $C$. The EFIMs $J_e(p_1)$ and $J_e(p_2)$ can be computed in a similar manner by appropriate selection of the matrices $A$, $B$ and $C$.

**Numerical Results**

In this section, we will look at two different variations of the three vehicle scenario and study how the obtained CRLBs and PEBs depend on how the vehicles are positioned in relation to each other. To do this we fix the parameters of the sensors according to Table 3.2. In the first variation of the scenario, we let $p_1 = [9\ -2]^T$, $p_2 = [35\ 6]^T$, $p_3 = [50\ 2]^T$, $\psi_1 = 0$, $\psi_2 = 180$ and $\psi_3 = 180$. The results for this case are visualized in Figure 3.6, which shows the true locations of the vehicles along with 1-sigma uncertainty ellipses corresponding to the obtained CRLBs. Also indicated in the figure are the respective PEBs. We observe that vehicle 1 and 2 get the same PEB of 2.45 m, while the PEB for vehicle 3 is 3.53 m. In other words, using a cooperative approach it is possible
### Table 3.2. Sensor parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNSS position unc. (m)</td>
<td>$\sigma_G = 2$</td>
</tr>
<tr>
<td>Compass heading unc. (deg)</td>
<td>$\sigma_C = 1$</td>
</tr>
<tr>
<td>Radar opening angle (deg)</td>
<td>$\theta_{FOV} = 45^\circ$</td>
</tr>
<tr>
<td>Radar max range (m)</td>
<td>$r_{\text{max}} = 45$</td>
</tr>
<tr>
<td>Radar range unc. (m)</td>
<td>$\sigma_r = 0.12$</td>
</tr>
<tr>
<td>Radar bearing unc. (deg)</td>
<td>$\sigma_\alpha = 0.3^\circ$</td>
</tr>
</tbody>
</table>

To position vehicle 3 even though it does not contribute with any observations. We also note that if we, for instance, look at the ellipse for vehicle 1, we have less uncertainty along the direction towards vehicle 2. This is because the accurate range measurement of the radar.

![Visualization of obtained CRLBs and PEBs for the case when the true positions of the vehicles are $p_1 = [9 \quad -2]^T$, $p_2 = [35 \quad 6]^T$, and $p_3 = [50 \quad 2]^T$. CRLBs are visualized in form of 1-sigma uncertainty ellipses.](image)

**Figure 3.6.** Visualization of obtained CRLBs and PEBs for the case when the true positions of the vehicles are $p_1 = [9 \quad -2]^T$, $p_2 = [35 \quad 6]^T$, and $p_3 = [50 \quad 2]^T$. CRLBs are visualized in form of 1-sigma uncertainty ellipses.

To show that the obtain CRLBs and PEBs depend on the true vehicle positions, we now let vehicle 2 and vehicle 3 swap positions, i.e., we set $p_2 = [50 \quad 2]^T$ and $p_3 = [35 \quad 6]^T$. Results for this case are visualized in Figure 3.7. Interestingly, and maybe a bit counter intuitively, we see that in this case vehicle 3 has the lowest PEB. In other words, we
can position the vehicle that don’t explicitly contribute with any measurements more accurately than the other. This is an effect of how the measurements are correlated.

Figure 3.7. Visualization of obtained CRLBs and PEBs for the case when the true positions of the vehicles are \( \mathbf{p}_1 = [9 \ -2]^T \), \( \mathbf{p}_2 = [50 \ 2]^T \), and \( \mathbf{p}_3 = [35 \ 6]^T \). CRLBs are visualized in form of 1-sigma uncertainty ellipses.

### 3.6 Summary

Positioning in future ITS will most likely rely on (i) a combination of sensor technologies; (ii) cooperative strategies where vehicles share sensor data over the wireless channel. An important question is, however, whether or not this is sufficient to meet the positioning requirements posed by safety critical ITS applications. In this chapter, we have introduced the concept of Fisher Information and Cramér-Rao bounds, and showed how these tools can be used to provide insights about what is theoretically possible.

In paper G, we utilize the tools presented in this chapter to gain fundamental insight about how the sensing capability in a vehicle fleet impacts positioning and mapping performance, and how different types of observations contribute in reducing the positioning uncertainty.
In this chapter, we will provide the reader with a basic understanding of how the control problem can be formalized. We will also review the concept of model predictive control (MPC), and discuss the impact of communication and sensing uncertainties.

### 4.1 The Control Problem

Considering a set of vehicles, the control problem can simply be seen as the task of computing the best control input trajectories for individual vehicles that allow them to safely reach their destination in a finite time. In other words, we want to find control input trajectories that satisfy basic safety and liveness requirements, and at the same time, minimize some performance criterion, such as energy consumption, driver discomfort or deviation from target speed. As pointed out in Paper E, one way to look at this problem is as a constrained optimal control problem, i.e.,

\[
\begin{align*}
\text{minimize} & \quad \text{performance criterion} \\
\text{subject to} & \quad \text{vehicle dynamics} \\
& \quad \text{safety constraints} \\
& \quad \text{liveness constraints}
\end{align*}
\]

where the safety constraints (4.1c) make sure that no collisions occur, and the liveness constraints (4.1d) guarantee that no traffic deadlocks happen and vehicles eventually reach their destination.
4.2 Model Predictive Control

Model predictive control (MPC), sometimes also referred to as receding horizon control (RHC), has its roots in optimal control, and is an optimization based control technique where control inputs are computed based on observations of the current system state, and predicted state trajectories. More specifically, a dynamical model of the system is used to predict state trajectories, and solve an open loop optimal control problem, where some form of performance criterion is minimized, over a finite future horizon of $N$ steps. Solving the open loop control problem gives the sequence of control inputs that minimizes the performance criterion over the prediction horizon. In MPC the first control input is then typically applied. The system then moves to a new state, and after observation of the new state, a new open loop control problem is solved over a shifted horizon, to find the control input for the next time step. The basic principle of MPC is illustrated in Figure 4.1. A more in depth description of MPC can be found in, for example, [83].

![Figure 4.1. Illustration of the basic principle of MPC](image)

4.3 Communication and Sensing Uncertainties

While we in Paper E present results on how communication and sensing uncertainties impacts the task of controlling two vehicles seamlessly through an intersection, we will here consider a simple abstraction of this scenario. Both to see how communication and sensing uncertainties affects the control task, and to give the reader a concrete example of what a simple MPC problem could look like. We will also briefly discuss existing strategies for dealing with communication and sensing uncertainties.
4.3 Communication and Sensing Uncertainties

4.3.1 Scenario Description

In this example, we consider the task of controlling a single vehicle such that it crosses an intersection by a given deadline time $t_{\text{exit}}$. The vehicle is assumed to communicate with and be controlled by a central intersection manager (IM). For simplicity, we also assume that the vehicle follows a pre-determined path such that its motion can be considered one dimensional, and that the exit point of the intersection is denoted $x_{\text{exit}}$. An illustration of the scenario is shown in Figure 4.2.

![Figure 4.2. Illustration of the scenario](image)

By assuming that time is discretized with sample time $T_s$, and that the vehicle should from where it starts have left the intersection at the end of the prediction horizon (i.e., at time step $N$) the open loop control problem can be expressed as [84]

$$\begin{align*}
\text{minimize} & \quad \sum_{k=0}^{N-1} u_{i,k}^2 \\
\text{subject to} & \quad x_{i,0} = \hat{x}_i \\
& \quad x_{i,k+1} = A_ix_{i,k} + b_iu_{i,k} \\
& \quad x_{i,N-1} \geq x_{\text{exit}} + \varepsilon
\end{align*}$$

in which $x_{i,k} = [x_{i,k} \ v_{i,k}]^T$ represent the state of the vehicle, comprising the scalar position $x_{i,k}$ and velocity $v_{i,k}$, where the time index $i$ refers to the current time and the time index $k$ refers to the time along the prediction horizon. In other words, the control signal computed at time $i$ is $u_i = [u_{i,0}, \ldots, u_{i,N-1}]$. The constraint (4.2c) describes the motion dynamics of the vehicle, and the constraint (4.2d) aims to make sure that the vehicle leaves the intersection before the deadline, to avoid potential collisions with the vehicles arriving at the intersection after time $t_{\text{exit}}$. Note that as we assume that the true vehicle dynamics are subject to a stochastic perturbation $w_i \sim \mathcal{N}(0, Q)$, we have added
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a safety margin $\varepsilon$ to obtain a safe behavior in the situation without communication and sensing uncertainties. The selected performance criteria (4.2a) is in this case to minimize the squared norm of the control signal, which in principle can be seen as a simple way of minimizing the consumed energy and maximizing the passenger comfort. Furthermore, the constraint (4.2b) defines the starting point, i.e., the initial state, from which the problem is solved.

To study the impact of sensing communication uncertainties we assume that the vehicle at each time instance $i$ makes noisy observations

$$y_i = x_i + n_i$$

of its state, where $n_i \sim \mathcal{N}(0, R)$, and send these to the IM on an uplink channel. The IM runs a tracking filter, and as soon as it receives a packet from the vehicle computes an estimate $\hat{x}_i$ of the vehicles state based on all the observations received up until time $i$. Using this as a starting point for the problem in (4.2), it then computes a control sequence $u_i = [u_{i,0}, \ldots, u_{i,N-1}]$ and sends this back to the vehicle on a downlink (DL) channel. Both UL and DL communication is assumed to be unreliable with a packet loss probability of $p \in [0, 1]$. Furthermore, we assume that the vehicle applies the computed control sequence as long as no new control sequence is received. In other words, when a DL packet is lost, the vehicle follows the old control sequence. However, when a UL packet is lost, the IM computes and broadcasts a new control sequence based on a state prediction from the tracking filter. Furthermore, we assume that the vehicle does not apply any control command until tracking is initialized and it receives its first control sequence. Finally, we also define all time instances that the vehicle does not cross the intersection in time as collisions.

As a remark, it can be mentioned that the problem of coordinating vehicles in an intersection in general can be decomposed into a high-level problem of assigning time slots and a low-level control problem of making sure that the vehicles cross the intersection during the assigned time slots [85]. The simple problem studied here can be seen as an abstraction of the low-level control part.

4.3.2 Numerical Results

To show the effect of communication and sensing uncertainties we now present results from Monte Carlo simulations where we study the collision probability, i.e., the probability that the vehicle does not cross the intersection in time, and the average control cost. In these simulations, we assume a sample time $T_s = 0.5$ s and that the vehicle at time instance $i = 0$ starts 100 m away from the intersection with a speed of 1 m/s, and $N = 20$ time step later should have crossed the intersection. We let $\varepsilon = 0.5$ m. Furthermore, we consider the same process noise as in [84] and assume that we in this
case only have noise on the observation of the vehicles position, such that

\[
Q = \begin{bmatrix}
0.0104 & 0.0313 \\
0.0313 & 0.1250 \\
\end{bmatrix}, \quad R = \begin{bmatrix}
\sigma_p^2 & 0 \\
0 & 0 \\
\end{bmatrix},
\] (4.4)

where \( \sigma_p \) correspond to the standard deviation of the position noise. For visualization purposes, we also consider the control cost to be the sum of the applied control actions, even though (4.2) minimizes the sum of the squared control actions.

Figure 4.3 shows how the collision probability and the average control cost depends on the packet loss probability \( p \) and the uncertainty in the observation of the vehicles position \( \sigma_p \). As can be seen, the collision probability increases with both increased position uncertainty \( \sigma_p \) and packet loss probability \( p \). We also note that losing all packets, i.e., \( p = 1 \), results in a collision probability of one as the vehicle due to its low initial velocity never crosses the intersection on time. Regarding the average control cost, we see a slight increase due to increased position uncertainty. However, when it comes to the effect of packet losses, we see a significant increase in the average control cost as the packet loss probability increases. This is due to the fact that errors are accumulated over time as consecutive packets are lost, and that a large control action needs to be applied in order to compensate for this. In other words, it shows the effect of reduced feedback. We also note that when all packets are lost, the average control cost is zero, as no control action is applied then.

Figure 4.3. Control performance in terms of (a) collision probability and (b) control cost as a function of packet loss probability \( p \) for different positioning uncertainties \( \sigma_p \in \{0\,\text{m}, 1\,\text{m}, 2\,\text{m}, 4\,\text{m}, 8\,\text{m}\} \). Results are based on simulations with 10000 realizations for each parameter combination.
4.3.3 Solution Strategies

As we saw in Section 4.3.2, two important aspects when it comes to the performance of a control system is the safety of the system, which relates to constraint satisfaction, and the efficiency, i.e., the cost in term of the chosen performance metric. A third important metric is stability, which simply put is the ability of the controller to stabilize the system, so that a bounded deviation between the actual and desired system state can be ensured [83], [86].

With this in mind, let us now consider the case when there are neither sensing nor communication uncertainties, and no modeling uncertainties or external disturbances. In such a case, there is generally no need for feedback [83], i.e., it is sufficient to communicate once as the evolution of the system state can be predicted from the initial state.\footnote{Note that if finite horizon approximations are used, or if the controller need to be able to handle that additional vehicles appear it might still be desirable with some feedback} If we introduce sensing uncertainties (or modeling uncertainties) the controller belief of the system state will, however, deviate from the true system state, and over time be more inexact. It is therefore desirable to minimize the impact of these uncertainties with feedback. With communication uncertainties feedback might however be intermittent. One part in the puzzle is thus to look at how little feedback that can be tolerated, such as in [17], [18]. These works mainly addresses stability, but can in principle be used to put formal requirements on the underlying communication system, and design resource allocation schemes that makes sure that necessary communication resources are allocated. Connected to this is for example [19], where communication resources are allocated to minimize the expected increase in instability of a constrained control system. Good to have in mind though, is that while stability is important, it may not be sufficient to guarantee safety, neither does it maximize the efficiency of the system. Thus, a more interesting problem is how much feedback that is necessary to guarantee safety and minimize the performance cost. Part of this problem is addressed in [20]–[22], which through the use of the two related concepts value of information (VoI) and cost of information loss (CoIL), considers the cost in terms of the chosen performance metric.

Another, approach to deal with both communication and sensing uncertainties is to use robust control formulations, which explicitly accounts for state uncertainties. In this category, falls works such as [12]–[15], that rely on reachability analysis for propagation of uncertainties to compute unsafe regions (so-called capture sets) in the state space that should be avoided. Another example is robust MPC (e.g. [16], [87]), which guarantees constraint satisfaction given bounded state uncertainties, and thus reduces the need for feedback. Drawbacks with robust MPC, compared to nominal MPC, is its relatively high computational complexity, and that it tends to be more conservative. The main reasons for this conservativeness is that uncertainties have to be propagated along the prediction horizon, and that persistent feasibility [88] must be guaranteed in a robust way, i.e., it should for upcoming time instances be possible to find a solution that satisfies the system constraints. The conservativeness can however to some extent be mitigated by relying
on stochastic MPC approaches [84], [89], where constraint violations are tolerated with some small probability.

### 4.4 Summary

In this chapter, we have seen that the task of coordinating vehicles can be cast as an constrained optimal control problem, and how communication and sensing uncertainties can impact control performance. Furthermore, we have learned that when it comes to accounting for communication and sensing uncertainties the coin is two sided. In one way, it is for a given control application possible to put requirements on the underlaying communication and sensing systems. On the other hand, through a better understanding of what the limitations are in regards to communication and sensing in different situations, it is also possible to design controllers that explicitly account for the associated uncertainties. Finally, we have also learned that in addition to stability it is important to consider safety, i.e., constraint satisfaction, as well as the efficiency in terms of the defined performance metric.

In Paper E, we provide study of how communication and sensing uncertainties impacts the task cooperative intersection coordination. In Paper B and E, we aim to reduce the gap between the communication, sensing and control systems. In Paper B, we use stochastic geometry to analyze how controller, and quality of service requirements, influences communication system design. In Paper E, we propose a resource allocation strategy that proactively assigning communication resources based on risks for future collisions, i.e., we explicitly consider safety requirements.
Scientific Achievements, Conclusions and Outlook

This thesis studies communication and sensing uncertainties in the context of cooperative ITS. The contributions of this thesis include:

- analytical models for the reliability of packet transmissions in vehicular networks, based on a stochastic geometry interference analysis;
- bounds on the achievable performance of cooperative positioning solutions in future ITS, based on a Fisher information theory approach;
- a study on how communication and sensing impacts safety, and a communication resource allocation method that explicitly accounts for safety.

In Part II, the author’s contributions of the thesis in terms of publications are presented. In the following, we provide a summary of the scientific achievements, conclusions and discuss possible extensions of this thesis’ work.

5.1 Analytical Models on Packet Reception Probabilities (Paper A, C and D)

To be able to guide and validate the design of vehicular communication system and to gain fundamental insights about what the performance is in different situations, analytical expressions of key performance metrics such as packet reception probabilities and throughput are necessary. Especially, for high velocity scenarios (e.g., highways), and accident prone scenarios (e.g., intersections). In Papers A, C and D, we use tools
from stochastic geometry to capture the spatial statistics of the vehicles and analyze the impact of interference in vehicular networks.

In Paper A, which is a work in progress abstract, we consider a four lane intersection scenario where each lane carries cars according to a one dimensional homogeneous PPP. Given this scenario, and the assumption of exponential power fading and an Aloha MAC protocol, we present an analytical model for the reliability of packet transmissions on a selected link. In Paper C, we show how the model, due to the independence of the PPPs on the different lanes, can be extended to account for an arbitrary number of lanes with different orientations. We also explore the possibility to account for increased vehicle densities near the intersection, caused by for example reduced vehicle speeds and traffic congestions, and show how closed form expressions still can be obtained for special cases such as piecewise linear densities, even when the PPP is non-homogeneous. Finally in Paper D, we extend and give a more complete presentation of the work in Paper A and C. In particular, we present a general procedure to analytically evaluate the packet reception probability and throughput of a selected link, and provide a model repository that can be used to adapt to both urban and rural propagation characteristics (with LOS blockage and shadowing), as well as different MAC protocols (Aloha and CSMA/CA).

We have applied and validated this procedure to three case studies, relevant for vehicular applications, and we find that the clear structure of the scenario, with two roads that cross, leads to location-dependent packet reception probabilities and throughputs. We also find that the procedure is sufficiently general and flexible and can capture the performance of realistic scenarios well, provided the modeling assumptions hold true.

The proposed models are mainly applicable to 802.11p communication, thus possible avenues for future research includes adoption of advanced MAC schemes as well as 5G D2D features, and validation of the model against actual measurements.

5.2 Bounds on Cooperative Positioning in ITS (Paper G)

Accurate positioning and real-time situational awareness are key in future ITS, and along with higher levels of automation comes an increased demand on an accurate representation of the surrounding environment. An important question is how we meet these demands, and what performance we can expect from positioning systems in future ITS?

Cooperative positioning solutions, where vehicles share sensor information over the wireless channel, are foreseen to play an important role in meeting these demands. In Paper G, we provide a framework and method based on Fisher information analysis and Cramér-Rao bounds to determine the fundamental limits for cooperative positioning in a scenario, where vehicles share information from on-board GNSS, compass, and radar sensors. In particular we study the effect of a gradual market penetration, and show how the composition of the vehicle fleet, and the penetration rate of vehicles with extensive sensing capability, affects the positioning performance. While the analysis is generally applicable, we present simulation results from a multi-lane freeway scenario. These results
indicate that solely introducing a small fraction of automated vehicles with high-end sensors significantly improves the positioning quality, but is not enough to meet the stringent demands posed by safety critical ITS applications. Other insights that we can obtain from the simulations are that simple measures such as retrofitting vehicles with low-cost GNSS and communication have marginal impact when the positioning requirements are stringent, and that longitudinal road position can be estimated more accurately than lateral given the assumed sensor configuration.

Possible avenues for future research extensions include (i) incorporation of realistic model for sensor blockage; (ii) extension to dynamic scenarios with tracking; (iii) incorporation of advanced sensor models and extended objects.

5.3 Impact of Uncertainties and Control and Sensing Aware Communication (Paper B, E and F)

In Paper E, we present a study of how sensing and communication uncertainties impacts the task of cooperative intersection coordination. From this study, and the discussion in the paper, we see that if the control communication and sensing systems are treated separately, the requirements on each of the subsystems are stringent in order to be able to guarantee safety. By making the subsystems aware of each other it might, however, to some extent be possible to relax these constraints. In Paper B and F, we explore this.

In Paper B, we provide a communication system analysis for a centralized intersection coordination scheme, using tools from stochastic geometry. Specifically, we characterize the probability that the controller receives state information sent from the vehicles (on an uplink channel) within a certain region around the controller. Similarly, we characterize the downlink probability, i.e., the probability that the vehicles receive information within a certain region around the controller. Using this we then provide guidelines on how to design the communication system, to fulfill certain quality of service (QoS) requirements posed by the controller. Note that QoS in this context relates to the probability that the controller and the vehicles receive the information within the assigned regions. In other words, we show how awareness about controller requirement impacts communication system design. Conversely the tools developed can also be used to study how far away from the intersection the controller can expect to have information available from all vehicles given certain communication parameters, QoS requirements, vehicle densities and velocities.

While the specifications of the controller are kept general in Paper B, Paper F considers intersection coordination with a predictive controller, such as MPC. In particular, we propose a collision aware resource allocation strategy (CARA). This strategy relies on a new concept referred to as collision possibility indicator (CPI), which characterizes risk of collisions for pairs of vehicles. The CPI accounts for state uncertainty as well as the dynamics of the vehicles, and by evaluating the CPIs over the prediction horizon,
we establish when its necessary to communicate in order to rule out the possibility of future collisions. By using the CPIs, the proposed strategy proactively reduces the risk of channel congestion, by only assigning communication resources to vehicles that are in critical configurations, i.e., when there is a risk for a future collision. Specifically, we find that compared to traditional collision-agnostic communication schemes with fixed transmission intervals, the proposed CARA strategy significantly reduces the amount of communication (albeit with a slight increase in control cost), without compromising safety. We also present a trade-off analysis where we show how control cost can be reduced at the cost of increased communication load.

Possible avenues for future research include: (i) incorporation of bandwidth constraints such that only a limited number of agents can transmit in each time slot; (ii) making the collision-aware resource allocation strategy robust to communication imperfections such as packet drops and delays; (iii) investigate the feasibility for scenarios with multiple vehicles on the same path; (iv) explicitly accounting for control performance in addition to collision possibilities.

5.4 Author Contributions of Appended Papers

5.4.1 Paper A

M. Wildemeersch (MW) proposed the problem. E. Steinmetz (ES) derived the model with support from MW and H. Wymeersch (HW).

5.4.2 Paper B

ES derived the analytical expressions and performed the analysis together with MW and HW. R. Hult (RH), G. Rodrigues de Campos (GRDC) and P. Falcone (PF) participated in the discussion and collaborated with paper writing.

5.4.3 Paper C

ES derived the analytical expressions and performed the simulations with support from MW and HW. T. Q. S. Quek (TQSQ) participated in the discussion and collaborated with paper writing.

5.4.4 Paper D

ES derived the analytical expressions and performed the simulations. MW, TQSQ and HW participated in the discussion and collaborated with paper writing.
5.4.5 Paper E

ES performed the study on how communication sensing uncertainties affects control performance, and with support from HW wrote the sections relating to communication.

5.4.6 Paper F

ES proposed and implemented the resource allocation algorithm, and performed the simulations. RH supported with the implementation of the controller. Z. Zou (ZZ) assisted with the analytical characterization of the capture set. R. Emardson (RE), F. Brännström (FB), PF and HW participated in the discussion and collaborated with paper writing.

5.4.7 Paper G

ES performed the analysis and implemented the simulations. RE, FB an HW participated in the discussion and collaborated with paper writing.
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