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Abstract

Monolayers of Transition Metal Dichalcogenides (TMDs) present a giant leap forward towards the realization of semiconductor devices with atomic scale thickness. As a natural consequence of their two-dimensional character TMDs exhibit a reduced dielectric screening, leading to the formation of unusually stable excitons, i.e. Coulomb-bound electron-hole pairs. Excitons dominate the optical response as well as the ultrafast dynamics in TMDs. As a result, a microscopic understanding of excitons, their formation, relaxation and decay dynamics becomes crucial for a technological application of TMDs. A detailed theoretical picture of the internal structure of excitons and their scattering channels allows for a controlled manipulation of TMD properties enabling an entire new class of light emitters and detectors.

The aim of this thesis is to investigate the many-particle processes governing the ultrafast dynamics of excitons. The focus is to provide a sophisticated picture of exciton-phonon and exciton-photon interaction mechanisms and the impact of dark exciton states starting from the formation of bound excitons out of a free electron-hole gas up to the eventual radiative decay of bright and dark exciton populations. Based on an equations-of-motion approach for the density matrix of an interacting electron, phonon and photon system, we simulate the dynamics of excitons in TMDs across the full Rydberg-like series of bright and dark states. Our theoretical model allows us to predict fundamental relaxation time scales as well as spectral features accessible in multiple spectroscopic experiments, such as absorption, photoluminescence and ultrafast pump-probe. In particular we predict intriguing features appearing in the terahertz absorption spectrum during the formation of excitons as well as distinct -so far unexplained- low temperature luminescence features stemming from phonon-assisted recombinations of dark excitons.
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1 Introduction

The ongoing miniaturization of electronic technologies has nowadays reached fundamental limitations. Conventional concepts for semiconductor-based devices often break down when the length scale of critical components reaches the nanometre regime, in which quantum effects become dominant. However, a new class of so-called quantum materials present a chance to overcome these limitations and eventually even enable completely new paradigms for information storage and processing, such as spin- and valleytronics [1, 2].

In particular, two-dimensional crystals with the thickness of a few atoms, so called monolayers have attracted tremendous attention in research over the last ten years. The first experimental realization of graphene (carbon monolayers) has been awarded with the Nobel prize in 2010 and the subsequent boom in 2D materials research has lead to the discovery of a large library of stable monolayer materials [3–6], including the semiconducting family of transition metal dichalcogenides (TMDs) [7]. This new class of semiconductors exhibits a variety of outstanding physical properties, which are advantageous not only for technological applications [8–11], but also for fundamental research of correlated quantum systems [12].

Since TMDs are quasi two-dimensional, they exhibit a reduced dielectric screening, which consequently leads to the formation of unusually stable excitons [13–15], i.e. Coulomb-bound electron-hole pairs. These quasi-particles dominate the optical characteristics of TMDs [16–18], so that a microscopic understanding of excitons becomes of crucial importance for TMD-based technologies. Moreover, the large exciton binding energies in TMDs facilitate the study of the exciton Rydberg series and intra-excitonic transitions [19–21], which was technologically limited in conventional platforms used for the study of exciton physics, such as GaAs quantum wells. A detailed theoretical picture of the internal structure of excitons and their scattering channels might enable a controlled manipulation of TMD properties and thereby an entire new class of light emitters and absorbers.

The aim of this thesis is to investigate the many-particle processes governing the temporal dynamics of excitons in TMDs. The focus hereby is to provide a sophisticated picture of exciton-phonon and exciton-photon interaction mechanisms, starting from the formation of bound excitons out of a
free electron-hole gas, up to the eventual radiative decay of different exciton species. To this end we use a density matrix approach to calculate the dynamics of an interacting system of electrons, phonons and photons. Thereby, we can map the trajectory of excitons through their energy landscape which allows for a microscopic interpretation of recent experiments performed on TMDs. Our model predicts fundamental relaxation timescales of excitons as well as spectral features accessible in multiple spectroscopic experiments, such as absorption, photoluminescence and ultrafast pump-probe.


2 Transition Metal Dichalcogenides

In the following section we first consider the – for this thesis relevant – physical properties of TMD monolayer crystals. The second part of this section introduces the mathematical framework used to include the material specific properties into a general many-particle quantum theory presented in Sec. 3.

2.1 Crystal Symmetry and Electronic Band Structure

TMD monolayers are composed by a central plane of transition metal atoms (often Mo or W) sandwiched by two planes of chalcogen atoms (S or Se), which are covalently bond to the neighbouring metal atoms [22]. In a top view, the atoms are arranged in a hexagonal honeycomb lattice with alternating atomic species on the lattice sites, cf. Fig. 1a. The corresponding hexagonal Brillouin zone of the reciprocal lattice is displayed in Fig. 1b showing the definition of relevant high symmetry points. Due to the fact that the unit cell of TMDs contains two atoms, we find two inequivalent corners of the Brillouin zone denoted K and K’. The generic form of the electronic band structure in TMD monolayers is shown along the symmetry path in Fig. 1c. Most importantly, we find a direct band gap at the K point [23] which exhibits a significant splitting denoted $\Delta_{\text{cb}}$ and $\Delta_{\text{vb}}$, between differently spin-polarized bands, which results from the large magnetic momentum of the transition metal d orbitals constituting the corresponding Bloch waves. Interestingly, as a result of time-reversal symmetry, the energetic ordering of the spin-split bands is inverted at K and K’ points. Together with the special optical selection rules discussed in Sec. 2.4 this facilitates the optical excitation of spin- and valley polarized excitons in TMDs [24–28]. Apart from the K point, there is another local minimum of the conduction band at the $\Lambda$ point, which is also often referred to as Q point. Due to its close energetic proximity to the conduction band edge at the K point, the $\Lambda$ point can play an important role for transport and optical characteristics of TMDs [29–32], since it presents an efficient scattering channel as will be shown in this thesis.

Instead of considering the complex band structure across the full Brillouin
Figure 1: Overview of crystal properties in TMDs. a) top and side view of the
hexagonal lattice structure. A layer of transition-metal atoms (blue) is sandwiched
by two layers of chalcogen atoms (yellow). b) Corresponding first Brillouin zone
together with important high-symmetry points. c) Typical electronic band struc-
ture of a TMD monolayer along the high-symmetry lines calculated with DFT.
Figure c) is adopted from Ref. [23].

zone, we will throughout this work apply simplified, effective models which are valid in vicinity of minima and maxima of the valence and conduction
band. Thereby, material specific properties will enter via effective masses and
electronic valley distances extracted from full density functional theory (DFT) in ref. [23].
2.2 Tight-binding approach

A convenient way to introduce the general lattice symmetry into an effective model of the electronic properties, is to describe the lattice wave functions \( \Psi_k \) with momentum \( k \) in the tight binding approach [33, 34]

\[
\Psi_k(r) = \sum_{l=1,2} c_k^l \psi_k^l(r) = \frac{1}{\sqrt{N}} \sum_{l=1,2} \sum_{R_l} e^{iKl} \Phi_l(r - R_l).
\]

(2.1)

Here we sum over the two sub-lattices \( l \), whose wave functions are written as superposition of atomic orbitals \( \Phi \) localized at the respective lattice sites \( R_l \).

Note that the analysis of wave functions obtained from DFT shows that the dominant orbital contribution to the wave function of valence and conduction band change throughout the Brillouin zone. While the conduction band at the K point is well described by superposition of \( d_z \) orbitals, the wave function at the A point inherits the symmetry of \( d_x \) and \( d_y \) orbitals [23]. Therefore, the following consideration is only valid in close vicinity of certain high symmetry points.

Using Eq. 2.1 we can rewrite the Schrödinger equation into an algebraic problem,

\[
\sum_{l'} H_{kl} c_k^l = \varepsilon_k \sum_{l'} S_{kl} c_k^l,
\]

(2.2)

with \( H_{kl} = \langle \psi_k^l | H | \psi_k^l \rangle \) and \( S_{kl} = \langle \psi_k^l | \psi_k^l \rangle \). With Eq. 2.1 these integrals can be further decomposed into atomic interaction and overlap integrals. Taking into account only the interaction between the nearest neighbors, we find

\[
H_{kl} = E^l \delta_{ll'} + \gamma f(k)(1 - \delta_{ll'}) \quad f(k) = \sum_{b_j} e^{iKb_j}
\]

(2.3)

\[
S_{kl} = \delta_{ll'},
\]

(2.4)

with the atomic energy \( E^l = \langle \Phi^l | H | \Phi^l \rangle \), the inter-atomic matrix element \( \gamma = \langle \Phi^l | H | \Phi^2 \rangle \) and the next neighbour connection vectors \( b_j \) introducing the lattice geometry into the problem. With the above approximations, di-
agonalizing Eq. 2.2 yields,

\[ \varepsilon_{\lambda k} = \bar{E}_{12} + \lambda \sqrt{\gamma^2 |f(k)|^2 + (\Delta/2)^2} \]  

(2.5)

\[ c^{(1)}_{\lambda k} = \lambda \frac{f(k)}{|f(k)|} c^{(2)}_{-\lambda k}; \quad c^{(2)}_{\lambda k} = \frac{1}{2} \sqrt{1 - \frac{\Delta}{2(\varepsilon_{\lambda k} - \bar{E}_{12})}} \]  

(2.6)

where we have abbreviated the energy offset \( \bar{E}_{12} = 1/2(E_1 + E_2) \) and the band gap \( \Delta = E_1 - E_2 \). Here the function \( f(k) \) contains all the information about the hexagonal lattice and gives rise to energetic minima (maxima) of the conduction band \( \lambda = +1 \) (valence band \( \lambda = -1 \)) at the K and K’ point. We can now adjust the open parameters in Eq. 2.6 to obtain the band gap and band curvature at the K-point from DFT calculations. The great advantage of having an analytical expression for the components in Eq. 2.6 is that we can now compute important interaction matrix elements in TMDs, by taking into account the hexagonal lattice symmetry, and at the same time keeping the model as simple as effective mass descriptions using plane waves as a basis.

### 2.3 Effective Hamiltonian

To further simplify the model Hamiltonian we apply a Taylor expansion of \( f \) in vicinity of \( \xi K \) points \( (\xi = +1 \rightarrow K; \xi = -1 \rightarrow -K = K') \):

\[ f(k \approx \xi K) \approx \sqrt{3}/2a_0(\xi k_x - ik_y); \quad \bar{k} = k - \xi K \]  

(2.7)

yielding an effective Hamiltonian in the form of a 2D Dirac particle [35]

\[ \mathcal{H}^\text{eff}_{\xi k} = \begin{pmatrix} \Delta/2 & a_0 t(\xi k_x - ik_y) \\ a_0 t(\xi k_x + ik_y) & -\Delta/2 \end{pmatrix} \]  

(2.8)

\[ = \frac{\Delta}{2} \sigma_z + a_0 t(\xi k_x \sigma_x + k_y \sigma_y) \]  

(2.9)

with \( t \) being the effective next neighbour hopping parameter. Comparing the bandstructure resulting from the effective Hamiltonian with the generic parabolic bandstructure of a semiconductor we find \( t \approx \hbar/a_0 \sqrt{\Delta/(m_\sigma + m_c)} \).
The eigenvectors of this Hamiltonian are referred to as pseudo-valley spinors

\[ \Psi_{\xi k}^{(c)} = \begin{pmatrix} \xi e^{-i\xi \theta_k} \\ 0 \end{pmatrix}, \quad \Psi_{\xi k}^{(v)} \approx \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \]  \hspace{1cm} (2.10)

reducing the influence of our particular lattice geometry to a phase in the effective valley wave function. This phase gives rise to a non-zero valley winding numbers (Berry phase), which is connected to interesting topological effects in TMDs [26]. However, we will later demonstrate, that it does not affect the scattering dynamics of excitons in close vicinity of the Dirac points.

2.4 Interaction Matrix Elements

Based on the above described effective Hamiltonian and wave functions, we can now find important matrix elements for the quantification of different interaction mechanisms in TMDs. The interaction with light is directly proportional to the inter-band momentum matrix element [35],

\[ M_{vc}^{\xi k} = -i\hbar \langle v|\nabla|c\rangle = \frac{m_0}{\hbar} \Psi_{\xi k}^{(v)} (\frac{\partial}{\partial k} H_{\text{eff}}) \Psi_{\xi k}^{(c)} \approx \frac{m_0}{\hbar} a_0 e^{-i\xi \theta_k} \begin{pmatrix} 1 \\ i \xi \end{pmatrix}. \]  \hspace{1cm} (2.11)

Most importantly, we find that the matrix element is proportional to a \( \sigma(\xi) \)-polarized Jones vector. The coupling strength to the light field is given by the projection of the field polarization to the momentum matrix element (cf. section 3). Therefore we can directly deduce a so called circular valley dichroism [25, 26, 35] from Eq. 2.11. While the K-valley only couples to \( \sigma^- \) light, K’ is only excited by \( \sigma^+ \) polarization.

Another important quantity characterizing the strength of all scattering mechanisms is the scattering form factor, which for small momentum transfers \( q \) can be derived in next neighbour approximation:

\[ F_{\xi k}^{\lambda k'}(q) = \langle \lambda k|e^{iqr}|\lambda k' \rangle = \delta_{k' - k, q} \Psi_{\xi k}^{(\lambda)} \Psi_{\xi k'}^{(\lambda)} \approx \delta_{k' - k, q} \begin{cases} e^{i\xi(\theta_k - \theta_{k'})} & \text{for } \lambda = c \\ 1 & \text{for } \lambda = v \end{cases}. \]  \hspace{1cm} (2.12)
2.5 Dielectric Screening in two-dimensional Subsystems

One of the most important differences between monolayers and conventional quasi-2D systems such as quantum wells, is the maximal confinement of electrons to a plane and the resulting strong modification of the dielectric screening [36, 37]. Figure 2 illustrates the difference between the field lines in a 3D system and 2D system embedded into a 3D environment [37]. In a bulk system (Fig. 2a) the field lines between two attracting charges penetrate the surrounding material and become weakened by the induced polarization. In contrast, for the 2D system, most field lines penetrate the space surrounding the monolayer and therefore -in the case of low dielectric constant- become much less weakened than in the bulk material. Moreover, the resulting distance behaviour of the effective Coulomb potential becomes a mixture of 2D and 3D components. To determine the potential $V(\mathbf{r})$ we apply a fully classical approach, assuming point charges localized in the centre ($z = 0$) of a homogeneous dielectric slab with thickness $d$. In this picture the potential

![Figure 2: Dielectric Screening in a) bulk and b) monolayer.](image)

Illustration inspired by Ref. [37].
can be determined by the first Maxwell equation:
\[
\nabla D = -\varepsilon_0 \delta(r); \quad D = -\varepsilon_0/\varepsilon_0 \sum_{i=1,2,3} \epsilon_i^i(r) \partial_i V(r) \quad (2.13)
\]
\[
\epsilon_i^i(r) = \begin{cases} 
\epsilon_1^i & \text{for } |z| \leq d/2 \\
\epsilon_2^i & \text{for } |z| > d/2 
\end{cases} \quad (2.14)
\]
where the second line defines the dielectric landscape through the dielectric tensor of the TMD (\(\epsilon_1\)) and the environment(\(\epsilon_2\)). Using Gauss’s divergence theorem, we can determine conditions for the field at the boundary of the slab, yielding the 2D Fourier transformed potential (at \(z = 0\))
\[
V_q = \frac{\varepsilon_0^2}{2\varepsilon_0 q \epsilon_s(q)}; \quad \epsilon_s(q) = \kappa_1 \tanh\left(\frac{1}{2}[\alpha_1 dq - \ln(\kappa_1 - \kappa_2/\kappa_1 + \kappa_2)]\right) \quad (2.15)
\]
whith \(\kappa_i = \sqrt{\epsilon_1^\parallel \epsilon_i^\perp}\) and \(\alpha_i = \sqrt{\epsilon_1^\parallel / \epsilon_i^\perp}\).

In the limiting case of small momenta \(dq \ll 1\) and large dielectric contrast \(\epsilon_1 >> \epsilon_2\) the potential can be approximated with the Keldysh form [38, 39]
\[
V_q = \frac{\varepsilon_0^2}{2\varepsilon_0 q (\kappa_2 + \epsilon_1^\parallel dq/2)} \quad (2.16)
\]

Hence, for small wave vectors (large distances) we obtain an effective 2D distance dependence \((1/q)\) only screened by the environment, while at larger wave vectors (small distances) the potential becomes more 3D \((1/q^2)\) with increasing influence of the TMD screening. Throughout this thesis we use dielectric constants for TMD monolayers obtained from DFT calculations [40].
3 Many-Particle Quantum Theory

In the following section we introduce the general theoretical framework applied throughout this thesis. In the first part the many-particle density matrix approach is introduced and discussed. The second part focusses on the approximations used in this work to reduce the mathematical complexity of the problem. In principle the shown framework can be applied to model the excitation kinetics of an arbitrary system of interacting electrons, phonons and photons.

3.1 Canonical Quantization

In order to describe the quantized interaction between different degrees of freedom, we have to use a theoretical model unifying the different properties of light (photons), matter (here electrons) and lattice vibrations (phonons). The quantum field theory has proven to be a powerful tool for treating many-particle problems in condensed matter [41–44]. Here, the canonical quantization scheme is used to transform classical field theories into a many-particle quantum theory, by replacing Poisson brackets with commutators.

Photons

To obtain a quantized theory of the electromagnetic field (in Coulomb gauge) the vector potential $A$ is transformed to an operator acting on wave functions in Fock space,

$$ A(r,t) \rightarrow \hat{A}(r,t) = \sum_{\sigma k} \sqrt{\frac{\hbar}{2\epsilon_0 L^3 \omega_k}} e_{\sigma k}(t) e^{ikr} + \text{h.a.} \quad (3.1) $$

Here $c_{\sigma k}^{(\dagger)}$ annihilates (creates) a photon in mode $\sigma$, wavevector $k$, polarization $e_{\sigma k}$ and frequency $\omega_k = ck$. From the fundamental commutation relation, $[x,p] = i\hbar$ generalized to field coordinate and field momentum [45] we find the bosonic properties of the photon

$$ [c_{\sigma k}, c_{\sigma' k'}^{\dagger}] = [c_{\sigma k}^{\dagger}, c_{\sigma' k'}] = 0; \quad [c_{\sigma k}(t), c_{\sigma' k'}^{\dagger}(t)] = \delta_{\sigma \sigma'} \delta_{kk'} \quad (3.2) $$
Moreover, the Hamiltonian of the electromagnetic field obtains the convenient form

\[
H = \int d^3 r \left[ \frac{1}{2} \varepsilon_0 (\partial_t \hat{A})^2 + \frac{1}{\mu_0} (\nabla \times \hat{A})^2 \right]
\]

\[
= \sum_{\sigma \mathbf{k}} \hbar \omega_{\mathbf{k}} (c_{\sigma \mathbf{k}}^\dagger c_{\sigma \mathbf{k}} + \frac{1}{2})
\]

(3.3)

(3.4)

Hence, each mode of the electromagnetic field can be interpreted as a harmonic oscillator with a quantized energy given by the integer number of photons \( \langle c_{\sigma \mathbf{k}}^\dagger c_{\sigma \mathbf{k}} \rangle \) in that mode.

**Phonons**

Similar to the electromagnetic field, we can quantize the collective lattice vibrations in a crystal. The motion within a lattice of \( N \) interacting atoms can be described with the classical Hamiltonian,

\[
H = \sum_{i=1}^N \frac{p_i^2}{2M} + \sum_{i,j} u_i \cdot \Theta^{ij} \cdot u_j,
\]

(3.5)

where \( p_i \) is the momentum of the \( i \)th particle and \( u_i \) is a small deviation from its rest position \( R_i \). The dynamical matrix \( \Theta^{ij} \) contains the forces between all particles resulting from the repulsion of their nuclei and the attraction mediated by the core and valence electrons. By diagonalising the dynamical matrix, we can find the collective eigenmodes \( (\alpha, \mathbf{q}) \) of the system, which are subsequently quantized,

\[
u_i(t) \rightarrow \hat{u}_i(t) = \frac{1}{N} \sum_{\alpha \mathbf{q}} \sqrt{\frac{\hbar}{2M\Omega_{\alpha \mathbf{q}}}} e^{i\mathbf{q}R_i} b_{\alpha \mathbf{q}}(t) + \text{h.a.}
\]

(3.6)

in terms of phonon operators \( b_{\alpha \mathbf{q}} \), creating or annihilating energy quanta of size \( \hbar \Omega_{\alpha \mathbf{q}} \) in the respective mode. The corresponding commutation relations and the form of the quantized Hamiltonian are completely analogue to the case of photons.
Fermions in second Quantization

For the description of interactions between e.g. light and matter, it is convenient to express the electronic part of the system in terms of creation and annihilation operators as well. Moreover, many-particle quantum theories for massive particles have to take into account the Pauli exclusion principle. While systems of two or three particles might be treated by using anti-symmetric products of single particle wave functions, the Schrödinger equation of $10^9$ particles (typical excitation number per cm$^2$ in a semiconductor) is simply not manageable. However, we can find a similar field theoretical description of electrons as for phonons and photons, by treating the Schrödinger equation as a classical field theory, to which the canonical quantization scheme is applied. Choosing a “classical” Hamiltonian [46],

$$H = \int d^3r \Psi^*(r,t) \left[ -\frac{\hbar}{2m_0} \Delta + V(r) \right] \Psi(r,t),$$  \hspace{1cm} (3.7)

directly yields the Schrödinger equation as the corresponding equation of motion with $\Psi$ as generalized field coordinate and $i\hbar/2\Psi^*$ as field momentum. The quantization now follows from defining field operators $\Psi \rightarrow \hat{\Psi}$ with fermionic anti-commutators to obey the Pauli principle,

$$\{\Psi(r,t),\Psi^\dagger(r',t)\} = \delta(r - r') \hspace{1cm} (3.8)$$

and

$$\{a_n(t),a_m^\dagger(t)\} = \delta_{nm} \hspace{1cm} (3.9)$$

Where the second line is obtained when expanding the field operator $\hat{\Psi} = \sum \phi_n a_n$ in terms of an orthogonal basis $\{\phi_n\}$. From Eq. 3.7 we can directly deduce a transformation rule for obtaining a Hamiltonian in second quantization from the single particle Hamiltonian $h_1(r)$:

$$H = \sum_{nm} \langle n|h_1|m \rangle a_n^\dagger a_m \hspace{1cm} (3.10)$$

The quantization scheme for two-particle interactions $h_2(r,r')$ can be obtained in a similar manner by including non-local contributions to the action [46]:

$$H = \frac{1}{2} \sum_{ijkl} \langle ij|h_2|kl \rangle a_i^\dagger a_j^\dagger a_k a_l \hspace{1cm} (3.11)$$
In total the Hamiltonian for an interacting system of electrons reads

\[ H = \sum_{\lambda k} \varepsilon_{\lambda k} a_{\lambda k}^\dagger a_{\lambda k} + \frac{1}{2} \sum_{\lambda \lambda' \lambda \lambda'} V_{\lambda \lambda' \lambda \lambda'} a_{\lambda k}^\dagger a_{\lambda k}^\dagger a_{\lambda' k'} a_{\lambda' k'} \]

with the Coulomb matrix element \( V_{\lambda \lambda' \lambda \lambda'} = V_{\lambda \lambda'} F_{\lambda \lambda'}(q) F_{\lambda \lambda'}(-q) \), which is determined by the form factors and the Fourier transform of the screened Coulomb potential, both derived in section 2. Note that we assumed very small momenta and the derived Coulomb Hamiltonian corresponds to a monopole approximation. However, under certain conditions the dipole-dipole interaction between electrons can become important, e.g. giving rise to electron-hole exchange interactions, which is neglected throughout this work.

Further details about the canonical quantization scheme can be found in the standard literature about quantum field theory and many-particle physics [47, 48].

### 3.2 Interaction Mechanisms

Based on the quantization scheme for electrons, phonons and photons described above, we can now determine interaction Hamiltonians in second quantization.

#### Electron-Light Interaction

Starting point for the description of interactions in second quantization is the single particle Hamiltonian. The interaction of an electron with an external classical electromagnetic field can be introduced into the Schroedinger equation via the so called minimal coupling. Here, we replace the canonical momentum \( p \) with the kinetic momentum \( p + e_0 A \) in the Hamiltonian introducing the Lorentz force in classical equations of motion. Hence, we find

\[ H = \frac{(p + e_0 A)^2}{2m_0} = \frac{p^2}{2m_0} + \frac{e_0}{2m_0} (p \cdot A + A \cdot p) + \frac{e^2}{2m_0} A^2. \]
In case of irradiation with plane waves with perpendicular wave vector to a monolayer, the vector potential $A$ does not depend on the spatial coordinate in the monolayer plane. In this case the last term only periodically shifts the overall bandstructure, which has no influence on the dynamics of carriers. Moreover, if $A$ is homogeneous throughout the sample, it commutes with $p$ and we find the electron light interaction via

$$ h_{el-1} = \frac{e_0}{m_0} A \cdot p \rightarrow H_{el-1} = \frac{e_0}{m_0} \sum_{nm} A \cdot M_{nm} a_n^\dagger a_m, $$

(3.14)

where we have used the transformation rule Eq. 3.10 and the definition $M_{nm} = -i\hbar \langle n | \nabla | m \rangle$. A fully quantized electron-photon interaction is now obtained by expanding the vector potential in terms of photon operators, cf. Eq. 3.1, which yields

$$ H_{el-p} = \sum_{nm,\sigma k} g_{\sigma k}^{nm} a_n^\dagger c_{m \sigma k} + \text{h.a.}, \quad g_{\sigma k}^{nm} = \frac{e_0}{m_0} \sqrt{\frac{\hbar}{2\epsilon_0 L^3 \omega_k}} e_{\sigma k} \cdot M_{nm} $$

(3.15)

The interpretation of the Hamiltonian is quite intuitive: the creation (emission) or annihilation (absorption) of a photon is accompanied by the transition of an electron between two states. Here, the electron-photon matrix element $g$, which is often referred to as oscillator strength, determines how strong a certain transition couples to the light field.

**Electron-Phonon Interaction**

A similar interaction Hamiltonian as for photons can be derived for electrons and phonons. However, here the interaction term is derived from the change in the electronic energies induced by the lattice distortion accompanying the vibration of the crystal. Therefore the electron-phonon matrix is much more sensitive to material properties than in the case of photons and one finds qualitative differences depending on the mode type of the involved phonons. The calculation of material realistic coupling parameters here requires sophisticated computational methods, such as the density functional perturbation theory (DFPT). However, the general form of the interaction Hamiltonian can be obtained by assuming that the electrostatic
potential of the resting crystal lattice can be decomposed into atomic potentials $V^0_{\text{lattice}}(r) = \sum_i v_{\text{atom}}(r - R_i)$. Hence the time dependent potential of the weakly vibrating lattice is approximated via

$$V_{\text{lattice}}(r, t) = V^0_{\text{lattice}}(r) - \sum_i \nabla v_{\text{atom}}(r - R_i) \cdot \mathbf{u}_i(t)$$  \hspace{1cm} (3.16)

with small deviations $\mathbf{u}_i$ of the atoms from their rest positions $R_i$. While the first term in Eq. 3.16 is already included in the electronic bandstructure, the second part represents the electron-phonon Hamiltonian in first quantization. To transfer this term into quantum field theory, we use the expansion of $\mathbf{u}_i$ in terms of phonons, cf. Eq. 3.6, and apply the transformation rule Eq. 3.10 yielding

$$H_{\text{el-ph}} = \sum_{nm,\alpha} D_{nm}^{\alpha} a_n^\dagger a_m (b_{\alpha q} + b_{\alpha,-q}^\dagger)$$  \hspace{1cm} (3.17)

$$D_{\alpha q}^{nm} = -i \sqrt{\frac{N \hbar}{2M \Omega_{\alpha q}}} \mathbf{q} \cdot \mathbf{e}_{\alpha q} \tilde{v}_{\text{atom}}(\mathbf{q}) F_{nm}(\mathbf{q}).$$  \hspace{1cm} (3.18)

However, since we do not have access to the exact atomic potentials, we will throughout this work use effective matrix elements deduced from DFPT calculations in ref. [49, 50].

### 3.3 Many-Particle Dynamics

Within the above described formalism, we can now derive the dynamics of an interacting system of electrons, phonons and photons. In particular, we are interested in analysing and explaining experimental results or want to predict the outcome of measurements involving large many-particle systems. In Sec. 5 we will show how certain observables in experiments can be related to expectation values of different particle operator combinations.

#### Equations of Motion and Hierarchy Problem

To obtain the time evolution of an observable, we apply the Heisenberg equation of motion to the expectation value of the corresponding operator $\mathcal{O}$,

$$i\hbar \partial_t \langle \mathcal{O} \rangle = \langle [\mathcal{O}, H] \rangle$$  \hspace{1cm} (3.19)
Thereby all relevant operator combinations can be classified by the number of particle transitions they involve \([42]\), viz.

\[
\mathcal{O}\{N\} = \beta_1^\dagger \ldots \beta_n^\dagger \alpha_1^\dagger \ldots \alpha_m^\dagger \beta_1 \ldots \beta_l, \quad N = n + m + l.
\]  

(3.20)

Here \(\alpha\) and \(\beta\) represent an arbitrary fermion and boson operator respectively. Note, that the generic operator above can contain single creation or annihilation of bosons, while each creation of a fermion is accompanied by an annihilation. This restriction results from the fact that our Hamiltonian only contains processes which conserve the total number of fermions, which corresponds to a canonical ensemble in classical mechanics. If we now apply the equation of motion to an \(N\)-operator (with \(m \neq 0\)), the presence of many-particle interactions induces a coupling to an \((N+1)\)-operator. In turn, the equation of motion for \((N+1)\)-operators couple to \((N+2)\)-operators and so forth, giving rise to an infinite hierarchy of coupled equations. If we for example want to determined the dynamics of the occupation of a certain fermionic state \(|n\rangle\) the electron-phonon contribution yields

\[
\left. i\hbar \partial_t \langle a_n^\dagger a_n \rangle \right|_{\text{el-phon}} = 2 \sum_{m,q} \Re \left\{ D_{q,0}^{m,n} \left( \langle a_n^\dagger a_m b_q \rangle + \langle a_n^\dagger a_m b_{-q}^\dagger \rangle \right) \right\},
\]

(3.21)

which connects an electronic single particle observable, to a mixed electron-phonon expectation value. The equation of motion for \(\langle a_n^\dagger a_m b_q \rangle\) further couples to even more complex expectation values and so on. In order to solve the equations of motion of a many-particle system, we therefore need a systematic approach to truncate the hierarchy problem.

**Cluster Expansion Approach**

An effective way to treat the hierarchy problem is the cluster expansion scheme. Here many-particle expectation values are factorized into products of lower order expectation values and corresponding correction terms, which are a measure for the particle correlations in the system. As an example, a two-particle expectation value \(\langle \mathcal{A}\{1\} \mathcal{B}\{1\} \rangle\) would be factorized into single-particle expectation values (singlets) via \(\langle \mathcal{A}\mathcal{B} \rangle = \langle \mathcal{A} \rangle \langle \mathcal{B} \rangle + \delta \langle \mathcal{A}\mathcal{B} \rangle\), where \(\delta \langle \mathcal{A}\mathcal{B} \rangle\) can be seen as a measure of the correlation between particle \(\mathcal{A}\) and particle \(\mathcal{B}\). The expansion of an arbitrary \(N\)-particle expectation value \(\langle N \rangle\)
is obtained recursively via \([42, 44]\)

\[
\langle 2 \rangle = \sum_{\sigma} (-1)^{\sigma_f} P_\sigma \langle 1 \rangle \langle 1 \rangle + \delta \langle 2 \rangle \tag{3.22}
\]

\[
\langle 3 \rangle = \sum_{\sigma} (-1)^{\sigma_f} P_\sigma \langle 1 \rangle \langle 1 \rangle \langle 1 \rangle + \sum_{\sigma} (-1)^{\sigma_f} P_\sigma \langle 1 \rangle \delta \langle 2 \rangle + \delta \langle 3 \rangle \tag{3.23}
\]

\[
\langle N \rangle = f(\langle 1 \rangle, \delta \langle 2 \rangle, ..., \delta \langle N \rangle), \tag{3.24}
\]

where the sum symbolizes the summation over all unique factorizations of permuted operator sequences and \(\sigma_f\) denotes the number of involved permutations of fermionic operators. An important cluster expansion is the so-called Hartree-Fock factorization for electronic operators \(a\):

\[
\langle a_1^\dagger a_2^\dagger a_3 a_4 \rangle = \langle a_1^\dagger a_4 \rangle \langle a_2^\dagger a_3 \rangle - \langle a_1^\dagger a_3 \rangle \langle a_2^\dagger a_4 \rangle + \delta \langle a_1^\dagger a_2^\dagger a_3 a_4 \rangle \tag{3.25}
\]

In principle, the above shown expansion does not represent an approximation and the hierarchy problem will now appear in terms of many-particle correlations. However, in this framework we can now systematically truncate the system of equations by consistently neglecting particle correlations of a certain order. If we for example only take into account single particle expectations values and neglect all appearing correlations, we obtain an effective mean field theory, such as the Hartree-Fock-approximation of the Coulomb interaction. When further accounting for two-particle correlations, we can add contributions describing particle scattering as well as the formation of bound particle configurations, such as excitons.

**Born-Markov-Approximation**

In addition to the cluster expansion, we can further reduce the number of relevant equations of motion by using approximative analytical solutions for many-particle correlations. One frequently used approach in the treatment of interacting open quantum systems is the Born-Markov-approximation. Here non-linearities resulting from quantum memory effects are neglected to obtain adiabatic solutions describing instantaneous interactions. In this thesis the Markov-approximation is referred to as a specific mathematical step. The generic form of a Heisenberg equation of motion reads

\[
\partial_t \mathcal{X}(t) = (i\omega_0 - \gamma) \mathcal{X}(t) + S(t), \tag{3.26}
\]
which has the formal solution

\[ \mathcal{X}(t) = \mathcal{X}(t_0) e^{(i\omega_0 - \gamma)(t - t_0)} + \int_{t_0}^{t} d\tau S(\tau) e^{(i\omega_0 - \gamma)(t - \tau)} \]  

(3.27)

\[ = \int_{0}^{\infty} d\tau S(t - \tau) e^{(i\omega_0 - \gamma)\tau} \]  

(3.28)

Where the second line results from setting the initial time to \( t_0 \to -\infty \), so that we can neglect the first term of Eq. 3.27, assuming a fast decay of the initial value of \( \mathcal{X} \). Now we assume that the source terms \( S \) can be split into an oscillation with a characteristic frequency \( \omega_s \) and a slowly varying envelope \( \tilde{S} \). Hence we find [33]

\[ \mathcal{X}(t) = \int_{0}^{\infty} d\tau \tilde{S}(t - \tau) e^{[(i(\omega_0 - \omega_s) - \gamma)\tau + i\omega_s t]} \]  

(3.29)

\[ = \tilde{S}(t) e^{i\omega_s t} \int_{0}^{\infty} d\tau e^{[(i(\omega_0 - \omega_s) - \gamma)\tau]} = \frac{S(t)}{\gamma - i(\omega_0 - \omega_s)}. \]  

(3.30)

The Markov approximation has been performed in Eq. 3.30, where \( \tilde{S}(t - \tau) \) was pulled out of the integral and approximated by its value at the current time. Here we assume that memory effects are negligible and \( \mathcal{X} \) adiabatically follows the source term. This step is however only good if \( \tilde{S} \) varies slowly compared to the oscillatory term in the integral of Eq. 3.29. The damping constant \( \gamma \) is usually included phenomenologically, assuming that the coupling to higher order correlations is well described as dephasing. It is often beneficial to consider the limiting case \( \gamma \to 0 \), claiming exact resonance for the interaction between system \( \omega_0 \) and bath \( \omega_s \). In PAPER I we use this approach to obtain semi-classical Boltzmann scattering equations within a second order Born-Markov approximation for exciton-phonon correlations. In contrast, in PAPER II and III we are particularly focussing on the microscopic origin of dephasing times and their impact on optical spectra.
4 Excitons – Energy Quanta of the Polarization Field

In the following section the concept of excitons is introduced from a quantum field theoretical perspective. While the first part gives a short motivation for the treatment of matter-light interaction in terms of excitons, the second part introduces the bosonic approximation for pairs of electronic operators.

4.1 Mott-Wannier-Excitons

In this section the concept of excitons is motivated by the Coulomb-induced modification of inter-band transition energies of a semiconductor. We will later see, that the here applied basis transformation, can already be applied to the Hamiltonian, allowing to formally replace electrons and holes by excitonic operators.

4.1.1 Semiconductor Bloch Equations

The interaction of a semiconductor with an externally applied laser field can be described with the semi-classical Maxwell-Bloch equations. Here the macroscopic Maxwell equations are extended by a quantum mechanical description of the induced polarization field $\mathbf{P}$ in the material. While classical theories assume -per se unknown- electromagnetic response functions of the material, we can decompose the polarization $\mathbf{P}(t) = \langle \psi^\dagger \mathbf{r} \psi \rangle = \sum_{nm} d_{nm} p_{nm}(t)$ into transition dipoles $d_{nm} = \langle n | \mathbf{r} | m \rangle$ and quantum mechanical coherences $p_{nm} = \langle a_n^\dagger a_m \rangle$, which we will refer to as microscopic polarizations. A quantum mechanical description of the polarization field is now obtained by the Heisenberg equation of motion for the microscopic polarization. In particular, considering the Hamiltonians for electron-electron and electron light interaction and applying a Hartree-Fock factorization of Coulomb correlations, we find the semiconductor Bloch equations for the
polarization \( p_{kk'}^{\lambda\lambda'} = \langle a_{\lambda k}^\dagger a_{\lambda' k'} \rangle \) and the band occupations \( f_{\lambda k}^\lambda = \langle a_{\lambda k}^\dagger a_{\lambda k} \rangle \),

\[
\begin{align*}
\hbar \partial_t p_{kk'}^{\lambda\lambda'} & = (\tilde{\varepsilon}_{\lambda k'}^{\lambda'} - \tilde{\varepsilon}_{\lambda k}^{\lambda}) p_{kk'}^{\lambda\lambda'} + (f_{k'}^{\lambda'} - f_{k}^{\lambda}) \tilde{\Omega}_{kk'}^{\lambda\lambda'}(t) \quad (4.1) \\
\hbar \partial_t f_{\lambda k}^{\lambda} & = -2 \sum_{\lambda', k'} \Im \{ (\tilde{\Omega}_{kk'}^{\lambda\lambda'})^* p_{kk'}^{\lambda\lambda'} \} , \quad (4.2)
\end{align*}
\]

with the Coulomb renormalized band energies,

\[
\tilde{\varepsilon}_{\lambda k}^{\lambda} = \varepsilon_{\lambda k}^{\lambda} - \sum_q V_{\lambda k, \lambda k'} f_{\lambda k+q}^{\lambda} \quad (4.3)
\]

and the generalized Rabi energy,

\[
\tilde{\Omega}_{kk'}^{\lambda\lambda'}(t) = \frac{e_0}{m_0} M^{\lambda\lambda}_{\lambda k} \cdot \mathbf{A}(t) \delta_{kk'} + \sum_q V_{\lambda k, \lambda k'} f_{\lambda k+q}^{\lambda} p_{k+q}^{\lambda} \quad (4.4)
\]

Throughout this work, we consider low excitation powers, meaning that we neglect the changes in band occupations \( f \) induced by the laser pulse. Moreover, we assume that the Fermi-level lies deep within the band gap, where the latter is large compared to the considered thermal energies. In this case we can neglect the so called phase space filling, viz. \((1 - f_{e}^{\lambda} - f_{h}^{\lambda}) \approx 1\), as well as occupation induced energy renormalizations. For the low density regime the Bloch equations can be simplified to \((p^{cv} \rightarrow p \quad \text{and} \quad V^{cv} \rightarrow V)\):

\[
\begin{align*}
\hbar \partial_t p_{kk'}^{\lambda} & = -\sum_q \mathcal{W}_{\lambda k, \lambda k'}^{q} p_{k+q, k'}^{\lambda} + \frac{e_0}{m_0} M^{\text{re}}_{\lambda k} \cdot \mathbf{A}(t) \delta_{kk'} \quad (4.5) \\
\mathcal{W}_{\lambda k, \lambda k'}^{q} & = \varepsilon_{\lambda k'}^{\lambda} \delta_{q,0} - V_{\lambda k, \lambda k'} f_{\lambda k+q}^{\lambda} \quad (4.6)
\end{align*}
\]

with the free particle transition energy \( \varepsilon_{\lambda k'}^{\lambda} = \varepsilon_{\lambda k}^{\lambda} - \varepsilon_{\lambda k'}^{\lambda} \). The from of Eq. 4.5 illustrates how the presence of the electron-hole interaction modifies the optical properties of the system. While in the case \( V \rightarrow 0 \) the eigenfrequency of \( p_{kk'}^{\lambda} \) is given by the free particle transition energy \( \varepsilon_{\lambda k'}^{\lambda} \), the presence of Coulomb interaction gives rise to a mixing of electronic states with different quasi-momenta \( k \), rendering it as a “bad” quantum number.

### 4.1.2 Wannier Equation

In order to obtain analytic insights into the new resonance energies of the system, we need to find the eigenvalues and -functions of the Wannier matrix
on the right hand side of Eq. 4.6. Later we will perform a basis transformation to simplify the equation of motion. The corresponding eigenvalue problem reads,

\[(\varepsilon_{k_e}^c - \varepsilon_{k_h}^v)\Phi(k_e,k_h) - \sum_l V_{k_e,k_h+l,l}\Phi(k_e+1,k_h+1) = E_{k_e,k_h}^{ex}\Phi(k_e,k_h),\] (4.7)

which resembles the Schrödinger equation for a single electron and hole, and is referred to as Wannier equation [34, 42, 44]. Here, \(\Phi\) and \(E^{ex}\) denote the wave function and eigenenergy of the exciton respectively. In principle Eq. 4.7 can be solved numerically when the band structure and Coulomb matrix element is known throughout the whole Brillouin zone. However, in case of so called Wannier excitons, where the binding radii are larger then the unit cell, the excitonic wave function in momentum space becomes strongly localized in the vicinity of energetic minima of the band structure. In this case the problem can be simplified significantly by expanding the bandstructure in vicinity of its extrema. Assuming that there is a local minimum in the conduction band at \(k_e = K_e\) and a maximum of the valence band at \(k_h = K_h\), we introduce a valley index \(\zeta = (K_e^\zeta, K_h^\zeta)\) and decompose the momenta via

\[k_i = k_i^\zeta + K_i^\zeta,\] (4.8)

where \(\alpha = m_e/M, \beta = m_h/M\) and \(M = m_e + m_h\). Hence the kinetic energy of the electron hole pair can be decomposed

\[\varepsilon_{k_e}^c - \varepsilon_{k_h}^v = \frac{(\hbar k_e^\zeta)^2}{2m_e^\zeta} + \frac{(\hbar k_h^\zeta)^2}{2m_h^\zeta} + \Delta_{\zeta} = \frac{(\hbar q_{\zeta})^2}{2m_e^\zeta} + \frac{(\hbar Q_{\zeta})^2}{2M^\zeta} + \Delta_{\zeta},\] (4.10)

with the reduced mass \(m_{-1} = m_e^{-1} + m_h^{-1}\). Next we use that the electronic form factor \(F_k^\lambda(q)\), determining the coulomb matrix element, in vicinity of band extrema can be written in terms of a phase factor \(F_k^\lambda(q) = \exp(i\theta_{k,\zeta}^\lambda - i\theta_{k,\zeta+q}^\lambda)\), where \(\theta_{k,\zeta}^\lambda\) is the topological valley phase. This phase is directly inherited by the exciton wave function, conserving important electronic selection rules. By defining a phase corrected wave function \(\Psi\) via
\[ \Phi(q, Q) = \exp(i\theta^e_q + \alpha Q - i\theta^h_q - \beta Q)\Psi(q), \]
we can completely split off the center-of-mass motion and find

\[ \frac{(\hbar q)^2}{2m^*} \Psi^{z\mu}(q) - \sum_i V_i \Psi^{z\mu}(q + 1) = E^b_{z\mu} \Psi^{z\mu}(q), \quad (4.11) \]

with the binding energy \( E^b_{z\mu} \) of the excitonic state \( \mu \), which is independent of the centre of mass motion. Hence, the equation of motion for the microscopic polarization can be diagonalized by performing a basis change \( p_{ke, kh} \rightarrow \pi^\mu_Q \) via

\[ p_{ke, kh} = \sum_{\zeta\mu} \pi^{z\mu}_{Q\zeta} \Psi^{z\mu}(q_{\zeta}) \exp(i\theta^e_{q_{\zeta} + \alpha Q_{\zeta}} - i\theta^h_{q_{\zeta} - \beta Q_{\zeta}}) \quad (4.12) \]

\[ = \sum_{\zeta\mu} \pi^{z\mu}_{k_{e} - k_{h}, -Q_{\zeta}} \Psi^{z\mu}(\alpha_{\zeta} k_{h} + \beta_{\zeta} k_{e} - q^0_{\zeta}) \exp(i\theta^e_{k_{h}} - i\theta^h_{k_{h}}) \quad (4.13) \]

where \( Q^0_{\zeta} = K^c_{e} - K^c_{h} \) is the exciton valley and \( q^0_{\zeta} = \alpha_{\zeta} K^c_{h} + \beta_{\zeta} K^c_{e} \) is the relative momentum at which the exciton wave function is peaked. Finally, we find the equation of motion in the excitonic basis

\[ i\hbar \partial_t \pi^{z\mu}_Q = -E^z_{Q^\mu} \pi^{z\mu}_Q + \Omega^{z\mu}_Q \delta_{Q, 0} \quad (4.14) \]

\[ E^z_{Q^\mu} = \frac{\hbar^2 (Q - Q^0_{\zeta})^2}{2M^c_{\zeta}} + \Delta_{\zeta} + E^b_{\mu} \quad (4.15) \]

\[ \Omega^{z\mu}_Q = \frac{e_0}{m_0} \delta_{k_{e}, k_{h}} \sum_k \Psi^{z\mu}(k)^* \mathbf{M}^{zc}_k \cdot \mathbf{A}(t) \exp(i\theta^e_k - i\theta^h_k) \quad (4.16) \]

### 4.2 Excitonic Hamiltonian

The considerations of the last section have shown that the Coulomb interaction between electrons and holes completely restructures the eigenenergies of transitions between conduction and valence band. We found that the expansion of inter-band transition amplitudes \( p_{ke, kh} \) can be drastically simplified by expanding them in terms of excitonic wave functions. In principle, this basis transformation can also be done in other equations of motion, e.g. those involving phonon-scattering and higher order electron hole correlations, which are important for the luminescence of the system. However, the derivation of Coulomb contributions to the equations of motion in the electron-hole
picture are often quite cumbersome and the exciton basis transformation also becomes more complex when dealing with e.g. two-particle correlations. Therefore it is convenient to apply the Hartree-Fock approximation and low-excitation limit directly on the level of the Hamiltonian and transform the electron-hole operators into exciton basis. This step dramatically simplifies the derivation of equations of motion and allows to study higher order processes such as phonon-assisted exciton-photon interaction thanks to a reduced number of operators in play. While the transformation procedure shown below has a rather empirical character, the resulting Hamiltonian has the same form as obtained in more sophisticated theoretical approaches towards excitonic Hamiltonians [51–53].

The first step towards an excitonic Hamiltonian is the definition of electron-hole-pair operators $A$ as combination of conduction ($c$) and valence band ($v$) electrons:

\[ A_{kk'}^\dagger = c_{k'}^\dagger v_k \]  
\[ [A_{k_1k_2}, A_{k_3k_4}^\dagger] = \delta_{k_1k_3} \delta_{k_2k_4} - \chi_{k_1k_2k_3k_4} \approx \delta_{k_1k_3} \delta_{k_2k_4} \]  

(4.17) 

(4.18)

Here the term $\chi_{1234} = v_{12}^\dagger v_{34}^\dagger \delta_{13} + c_{3}^\dagger c_{1} \delta_{24}$ accounts for the fermionic substructure of the otherwise bosonic pair operators. Since $\chi$ resembles the operator for the electron and hole densities, in the low excitation limit, we can set $\langle \chi \rangle << 1$, giving rise to a fully bosonic commutation of electron-hole excitations. In order to describe the full Hamiltonian in terms of pair creation operators, we now need to find a way to express intra-band transitions, such as $c_{1}^\dagger c_{2}$, as combinations of inter-band operators $A$. Since the many-particle dynamics of the system is fully determined by the commutator with the Hamiltonian, we can change the representing operators when conserving the underlying commutation relations. As an example, we consider the following equivalent commutators

\[ [c_{1}^\dagger c_{2}, A_{34}^\dagger] = [c_{1}^\dagger c_{2}, c_{3}^\dagger v_{4}] = c_{1}^\dagger v_{4} \delta_{23} = A_{14}^\dagger \delta_{23} = \sum_{i} [A_{i_1i}^\dagger, A_{2i}, A_{34}^\dagger]. \]  

(4.19)

Similar relations can be shown for $A$ and/or intra-band transitions in the valence band. Consequently, when strictly neglecting the correction factors
the following substitutions are valid in the Hamiltonian:

\begin{align*}
c^\dagger_k c_{k'} & \to \sum_l A^\dagger_{kl} A_{k'l} \\
v^\dagger_k v_{k'} & \to \sum_l A^\dagger_{lk} A_{lk'}
\end{align*}

Next we neglect the intra-band Coulomb interaction, which for higher densities gives rise to band gap renormalization and electron-electron scattering, but in the low excitation regime has no impact on the dynamics of the system on a Hartree-Fock level. Hence the electronic part of the Hamiltonian can be rewritten as:

\begin{align*}
H_{el} & \to H_{x-0} = \sum_{kk'} \left[ (\varepsilon^e_k - \varepsilon^v_{k'}) A^\dagger_{kk'} - \sum_q V_{kk'q} A^\dagger_{k+q,k'q} \right] A_{kk'} \\
& = \sum_{\zeta\mu} E_{Q}^{\zeta\mu} X^\dagger_{\zeta\mu} X_{\zeta\mu},
\end{align*}

where in the last line we used the expansion into excitonic eigenmodes,

\begin{equation}
A^\dagger_{k_e,k_h} = \sum_{\zeta\mu} X^\dagger_{\zeta\mu} R_{k_e-k_h-Q_{\mu}} \Psi_{\zeta}(\alpha_{\zeta} k_h + \beta_{\zeta} k_e - q_{\mu}) \exp(i\theta_{k_e} - i\theta_{k_h})
\end{equation}

which is analogue to the transformation of the microscopic polarization Eq.4.12. Note that the Coulomb interaction is now fully contained within the exciton single particle energy. In the electron picture the Hamiltonian contained many-particle interactions, giving rise to a hierarchy problem in Coulomb correlations. Now the negligence of the fermionic correction term \( \chi \) has led to an effective single particle problem. With the above described transformation and commutation rules, we have restricted the problem to the low density regime and applied a Hartree-Fock factorization of the Coulomb interaction directly within the Hamiltonian.

Applying the same approach to the electron-phonon scattering gives rise to a convenient exciton-phonon Hamiltonian:

\begin{align*}
H_{x-ph} = \sum_{\zeta\mu\rho\nu, Q} D_{Q,\zeta\mu}^{\rho\nu} X^\dagger_{\zeta\mu, Q+q} X_{\rho\nu, Q} (b_q + b_q^\dagger)
\end{align*}
Interestingly, the Hamiltonian above has the same form as the electron-phonon scattering. However the exciton-phonon matrix $D$ now has two contributions stemming from scattering of electrons and holes respectively:

\[
D_{Qq}^{\rho\nu,\zeta\mu} = (D_{Qq}^{\rho\nu,\zeta\mu})^c - (D_{Qq}^{\rho\nu,\zeta\mu})^v
\]

\[
(D_{Qq}^{\rho\nu,\zeta\mu})^c = \delta_{K^c_e K^c_h} \sum_k \Psi^\rho(k) \Psi^\zeta(k + \beta_q \Delta k^c_{e\rightarrow h}[q,Q])
\]

\[
(D_{Qq}^{\rho\nu,\zeta\mu})^v = \delta_{K^v_e K^v_h} \sum_k \Psi^\rho(k) \Psi^\zeta(k - \alpha_q \Delta k^v_{e\rightarrow h}[q,Q])
\]

\[
\Delta k^c_{e\rightarrow h}[q,Q] = q - K^c_i + K^c_j + (1 - \frac{M^c}{M^p})Q
\]

The appearing overlap of excitonic wave functions $\sum_k \Psi_i(k) \Psi_j(k + p)$ is the momentum space representation of the scattering form factor $F_{ij}(p) = \langle i | e^{i p r} | j \rangle$, which is a probability measure of the transition $i \rightarrow j$ under momentum transfer $p$. In the case of intra-valley scattering ($\zeta = \rho$) we find that the exciton-phonon matrix element $D_{q}^{ij} \propto D_{s}^{c} F_{ij}(\beta q) - D_{s}^{v} F_{ij}(-\alpha q)$. This reflects the fact that the exciton can change its centre of mass momentum by $q$, either by electron-phonon scattering in the conduction band, which is accompanied with a change of the relative momentum by $\beta q$, or in the valence band (hole scattering), which simultaneously transfers the relative momentum $-\alpha q$. Hence the excitonic form factors account for the simultaneous transfer of relative momentum when the exciton changes its centre of mass momentum, which can be interpreted as exciton-phonon selection rules.

Finally, the exciton-photon interaction is also transformed giving rise to

\[
H_{x-p} = \sum_{\sigma q, \zeta \mu} g_{\sigma q}^{\zeta \mu} \Psi_{\zeta \mu, 0} B_{\sigma q} + h.a.
\]

\[
g_{\sigma q}^{\zeta \mu} = \delta_{q, 0} \delta_{\zeta e, \zeta h} \tilde{g}_{\sigma q}^{\zeta e, \zeta h} \sum_k \Psi^\zeta(k).
\]

In contrast to the other Hamiltonians above, the exciton-photon interaction describes a conversion of excitons to photons and vice versa, which does not conserve the total number of excitons. The excitonic factor $\sum_k \Psi(k) = \tilde{\Psi}(r = 0)$, reflects the fact that excitons can only recombine if the probability of finding an electron and hole at the same position is not zero (as e.g. for p-type wave functions). Note that the electronic matrix elements appearing
in the exciton-photon/phonon matrix are phase free (symbolized by $\tilde{g}$ and $\tilde{D}$), since the electronic valley phases exactly cancel with the exciton phase, as explicitly shown for the optical matrix element in the last section.

In the following sections, the valley index will be suppressed or rather included within the exciton compound index. Moreover, the weak $Q$ dependence of the exciton-phonon matrix element is neglected to simplify the numerical treatment of scattering equations.
5 Exciton Spectroscopy

In the following section we review the experimental observables studied in this work. Hereby, we focus on how different emission and absorption spectra can be related to exciton properties of the system. The actual results of this thesis, e.g. calculated spectra and their comparison to the experiment, are discussed in the next section.

5.1 Linear Absorption – Probing Interband Transitions

One of the standard techniques to characterize the properties of a material is the absorption or transmission spectroscopy. Here the laser field transmission through / reflection from the sample is measured in dependence of the wavelength to determine the resonance energies of the material. The absorption coefficient $\alpha \propto \Im \{ \chi \}$ is given by the electromagnetic susceptibility $\chi$, which describes the relationship between the incident light field $E$ and the induced polarization $P$ of the material. For weak excitation conditions it holds,

$$ P_i(\omega) = \epsilon_0 \sum_j \chi^{(1)}_{ij}(\omega) E_j(\omega) $$  (5.1)

$$ \chi_i(\omega) = \frac{P_i(\omega)}{\epsilon_0 E_i(\omega)} = \frac{j_i(\omega)}{\epsilon_0 \omega^2 A_i(\omega)} \quad \text{(for } \chi^{(1)}_{ij} = \chi_{ji} \delta_{ij} \text{)} \quad (5.2) $$

In the second step we have expressed the electrical field in terms of the vector potential and rewrite the oscillating polarization as a macroscopic current $j = \partial_t P$. To calculate the response $\chi$ in a quantum mechanical framework, the current $j$ is interpreted as the probability current [33]

$$ \langle j \rangle = \frac{\epsilon_0}{m_0 V} \int d^3r \langle \Psi^\dagger(r)p\Psi(r) \rangle $$  (5.3)

$$ \Rightarrow \langle j \rangle \bigg|_{\text{inter}} = \frac{2\epsilon_0}{m_0 V} \sum_k \Re \{ M_k^{cc^*} p_k^c \} $$  (5.4)

Note that we here only took into account the contribution resulting from interband transitions, since absorption experiments are usually performed in
frequency ranges, which are too large to induce oscillations of charge carrier occupations (cf. Sec. 5.2). To determine how the polarization reacts to the incident light field, we make use of the semiconductor Bloch equations for the microscopic polarization $\rho^{cv}$, cf. Sec. 4. The transformation into exciton basis and evaluation of the Bloch equations in frequency domain gives rise to the Elliot formula for the excitonic absorption [42, 54, 55],

$$\alpha_{\sigma}(\omega) = \frac{e_0^2}{m_0^2 \varepsilon_0 n c_0 \omega} |M_{\sigma}^{cv}|^2 \sum_{\mu} \Im \left( \frac{\sum_k |\Psi_\mu(k)|^2}{E_\mu^n - \hbar \omega - i\Gamma_\mu} \right) \delta_{K_\mu \cdot K_k} e_{K_\mu}.$$

(5.5)

Hence, each momentum direct excitonic state $\mu$ contributes a Lorentzian response at its eigenenergy $E_\mu^n$. The peak surface (oscillator strength) is given by the probability to find the electron and hole at the same position $\tilde{\Psi}_\mu(r = 0) = \sum_k \Psi_\mu(k)$. The width of the peaks is determined by the parameter $\Gamma$ containing all mechanisms leading to a decay of the polarization. In PAPER II we have used a second order Born Markov approximation for exciton-phonon $\langle X^{\dagger}_\mu b^{(i)} \rangle$ and exciton-photon correlations $\langle X^{\dagger}_\mu B^{(i)} \rangle$ to calculate the scattering induced broadening of exciton resonances, which will be discussed in Sec. 6.

Note that the above equation only holds for weak excitation conditions, since we assume negligible electron and hole densities. For intermediate and high excitation powers, the phase space filling factors in the Bloch equation become dominant giving rise to a so called absorption bleaching. Moreover, significant amounts of excited electrons and holes lead to changes in the exciton binding energy (blue shift), band gap renormalizations (red shifts) [56–58].

5.2 Pump-Probe – Mapping Internal Transitions

In contrast to linear absorption experiments, addressing the static properties of the system, the so called pump-probe spectroscopy allows to study the dynamics of excited charge carriers and - similarly intriguing - the internal degrees of freedom of excited quasi-particles. The most frequently used pump-probe method uses two pulses addressing interband transitions. While the first pump pulse is strongly absorbed by the material, giving rise to excited charge carriers in the conduction band, the second probe pulse becomes
less absorbed by the material, which results from the Pauli blocking of the already excited carriers. Therefore, the change in the absorption of the probe pulse as function of delay between pump and probe provides information of the carrier relaxation process on ultrafast timescales. However, in this thesis we focus on a slightly different approach to pump-probe spectroscopy, where the probe pulse addresses low frequency intraband transitions. The idea behind this technique is that the presence of excitons created by the first pump pulse can significantly modify the low frequency response of the material, which subsequently can be probed by the absorption of a the probe pulse [59, 60].

The reason for the change in the response function, is that the optically injected excitons can interact with light by performing transitions between internal degrees of freedom, e.g. from their ground state (1s) to the first excited state (2p). For TMD monolayers, this change in the relative motion of the electron-hole pair can occur via the absorption of terahertz/far infra-red light [21, 61, 62]. From a theoretical point of view, the so called intra-excitonic response results from oscillating intraband currents induced by the electrical field of the probing laser. To derive the response function we consider the intraband contribution of the electron-light interaction [63, 64]

$$H_{\text{intra}} = \sum_{\lambda k} j^\lambda_k \cdot A \lambda k d_{\lambda k}^\dagger; \quad j^\lambda_k = \frac{\epsilon_0}{\hbar} \nabla_k \varepsilon^\lambda_k$$

(5.6)

as well as the intraband contribution to the quantum mechanical current,

$$\langle j \rangle_{\text{intra}} = \sum_{\lambda k} j^\lambda_k f^\lambda_k.$$  

(5.7)

While the intraband current results from asymmetries in the electronic occupation, the intraband Hamiltonian Eq. 5.6 corresponds to an oscillation of the electronic bandstructure, which does not directly influence the carrier occupation dynamics, viz. $[a_i^\dagger a_i, H_{\text{intra}}] = 0$. However, the carrier occupations are coupled to intraband excitonic correlations through the Coulomb interaction ($\partial_t f_i \propto V \langle X^\nu_\mu \rangle$ with $\mu \neq \nu$). These excitonic correlations in turn do couple to the low frequency fields, since they induce periodic changes of the band gap. Consequently, transitions between different exciton states also lead to a reconfiguration of the electron-hole occupation and thus potentially to a current. Evaluating the equation of motion for the transition correlations $\langle X^\nu_\mu \rangle$ in the frequency domain yields the atom-like Elliot response [63, 65]

$$\chi_{\sigma}(\omega)_{\text{intra}} \propto \frac{1}{\omega^2} \sum_{\nu \mu Q} \frac{|j^\sigma_\nu^\mu|^2 (N^\nu_Q - N^\mu_Q)}{E^\nu_Q - E^\mu_Q - \hbar \omega - i(\Gamma^\nu_Q + \Gamma^\mu_Q)}.$$  

(5.8)
where \( N^\nu_Q = \langle X^\dagger_{\nu} Q X_{\nu} Q \rangle \) is the exciton density. Again we find a sum of lorentzian responses, however here at energies corresponding to intra-exciton transitions. From the form of the excitonic current matrix element

\[
\dot{J}^{\nu\mu}_{\sigma(Q)} = \dot{e}_\sigma \sum_k \Psi^*_{\nu}(k) \Psi_{\mu}(k) (\dot{j}^{\kappa+\alpha Q}_{k+Q} - \dot{j}^{\kappa+\beta Q}_{k+Q}) \delta_{\zeta\nu,\zeta\mu}
\]

\( (5.9) \)

\[
\dot{J}^{\nu\mu}_{\sigma(Q)} = \dot{e}_\sigma \frac{\hbar}{m_r} \sum_k k \Psi^*_{\nu}(k) \Psi_{\mu}(k) \delta_{\zeta\nu,\zeta\mu},
\]

\( (5.10) \)

we can directly read off important optical selection rules. Only when the product of initial and final state is antisymmetric, the transition is optically allowed. For the radially symmetric problem this means that the angular quantum number has to change by one, just as in atomic transitions. In contrast to the linear absorption, the intra-excitonic response is proportional to the exciton number, since the bare semiconductor does not share the resonance energies of the quasi-particles it can host. Therefore, the low frequency response after an initial laser excitation can not only be used to map intra excitonic transition energies, but also provides access to the time dependent exciton distribution.

### 5.3 Photoluminescence - Traces of Recombinations

An other complementary experimental technique to the absorption spectroscopy is the detection of the delayed light emission stemming from the material after an initial excitation, which is referred to as photoluminescence (PL). While the absorption spectrum reveals the frequencies at which the system responds to a coherent excitation, the PL spectrum represents a fingerprint of the incoherent emission stemming from the spontaneous recombination of electron hole pairs. One of the advantages of this technique is that the signal, similar as in the case of pump-probe, is proportional to the occupation probability of the initial states \([66]\). Therefore, the low temperature emission can reveal quantum states with very weak matter-light coupling, only becoming visible due to large occupations. From a theoretical point of view, the measured PL intensity is proportional to the energy flux \( \mathbf{S} \) of the electromagnetic field, which obeys the continuity equation

\[
\nabla \cdot \mathbf{S} = -\partial_t \rho_{\text{EM}}
\]

\( (5.11) \)
Assuming that the detector integrates over an infinitely large sphere, we can use Gauss law to obtain the radiation power

\[ P_{rad} = \oint dA \cdot S = \oint d^3r \left( \frac{1}{2} \varepsilon_0 E^2 + \frac{1}{\mu_0} B^2 \right) \quad (5.12) \]

\[ = \sum_{\sigma q} \hbar \omega_q \partial_t \langle B_{\sigma q}^\dagger B_{\sigma q} \rangle = \int d\omega \hbar \omega I(\omega, t). \quad (5.13) \]

In the second line we have used the expansion of the electromagnetic field in terms of photon creation and annihilation operators, cf. Sec. 3, and introduced a spectral decomposition of the radiation power, defining the spectral PL signal (photon flux)

\[ I(\omega, t) = \sum_{\sigma q} \dot{n}_{\sigma q}(t) \delta(\omega - \omega_q) \quad (5.14) \]

as a measure for the temporal change of the photon number \( n_{\sigma q} = \langle B_{\sigma q}^\dagger B_{\sigma q} \rangle \). Hence, to calculate the emission spectrum of a material, we have to solve the equation of motion of the photon numbers, which are coupled to the excitonic system via the photon-assisted polarization \( S_\mu = \langle B_{\mu q}^\dagger X_\mu \rangle \). Here different orders of many-particle correlations within the hierarchy of exciton-photon/phonon correlations, give rise to a variety of intriguing spectral phenomena within the PL. In particular, the form of the exciton-photon interaction Hamiltonian cf. Sec. 3, illustrates that each creation of a photon is accompanied by the annihilation of an exciton. Hence, the spectrally and temporally resolved PL spectrum can provide information about the energy as well as occupation dynamics of different exciton species. In Paper III we have investigated the impact of phonon-assisted recombinations of momentum-indirect dark excitons on the PL spectrum, which is also outlined in Sec. 6.
6 Results

In this section we summarize the main results of this thesis. Based on the theoretical approach presented in the previous sections, we have studied different aspects of the exciton-phonon and exciton-photon interaction including linear optical properties, formation of bound excitons out of a free electron-hole gas as well as the phonon-assisted radiative decay of dark excitons. While several aspects of these properties/phenomena have already been studied in previous works [29, 30, 32, 67], the special focus of this work is to investigate the impact of excited exciton states (Rydberg excitons) as well as the influence of indirect excitons, where electrons and holes are located at different high symmetry points of the Brillouin zone.

6.1 Linewidth of Exciton Resonances

While conventional semiconductor systems used to study exciton properties, e.g. GaAs quantum wells, usually only exhibit one distinguishable exciton resonance, the significantly increased Coulomb interaction in TMDs and the related increase in exciton binding energies allows to spectrally resolve several excited excitons between ground state and band edge. In particular the rather new method of encapsulating monolayers with hexagonal boron nitride (hBN) reduces the inhomogeneous broadening of spectral lines, making the intrinsic linewidth of excitons accessible. The position of excitonic resonances in the absorption spectrum provides information about the binding energies and thus the Coulomb forces in the system [16, 68]. In addition to that, the linewidth is a measure for the lifetime of the induced optical coherences and therefore contains information about the many-particle scattering processes [29, 69–73]. In particular, the broadening $\Gamma_\mu$ in the low excitation regime, cf. Eq. 5.5 results from the interaction between excitons and phonons or photons $\Gamma_\mu = \Gamma_\mu^{\text{rad}} + \Gamma_\mu^{\text{phon}}$. To obtain access to these dephasing rates, we solve the equations of motion for exciton-phonon $\langle A_\mu^\dagger b^{(i)} \rangle$ and exciton-photon correlations $\langle A_\mu^\dagger B^{(i)} \rangle$ within a Born-Markov approximation [29, 74, 75], which
gives rise to the Fermi golden rules,

\[
\Gamma_{\mu}^{\text{rad}} = \pi \sum_{\sigma q_{\perp}} |g_{\sigma q_{\perp},0}|^2 \delta(E_{0}^\mu - \hbar \omega_{q_{\perp}}) \tag{6.1}
\]

\[
= \frac{\hbar e_0^2}{2m_0^2 \epsilon_0 n \epsilon_0} \sum_{\sigma} |M_{\sigma}^{\nu c}|^2 \left| \sum_k \Psi_{\mu}(k) \right|^2 \tag{6.2}
\]

\[
\Gamma_{\mu}^{\text{phon}} = \pi \sum_{\pm, \lambda, \nu, q} |D_{\lambda q}^{\nu \mu}|^2 \left( \frac{1}{2} \pm \frac{1}{2} + n_{\lambda q} \right) \delta(E_{q}^{\nu} - E_{0}^{\mu} \pm \hbar \Omega_{\lambda q}) \tag{6.3}
\]

Figure 3(a) schematically illustrates the exciton bandstructure and relevant scattering mechanisms. Excitons are excited at zero center-of-mass momentum and can either decay by radiative recombination (yellow) or scatter into a dark state with a non-zero center-of-mass momentum. Apart from intravalley scattering via absorption of -mostly low energy acoustic- phonons (orange) or transitions into lower lying states after emission of a phonon (red), the electron or hole can scatter into a different valley (blue) giving rise to indirect intervalley excitons.
Fig. 3 (b) shows the calculated full width at half maximum of exciton absorption lines (s-type states) calculated with Eq. 6.2 and 6.3 as a function of the principal quantum number \( n \) for three different temperatures. The calculated values are based on parameters for WSe\(_2\) encapsulated with hBN [23, 40, 49, 76] (represented as bars) and are directly compared to the experimentally measured values (points). Apart from the case of the 2s exciton at room temperature, we find – in reasonable agreement with the experiment – a general decrease of the linewidth with increasing quantum index \( n \). This result somehow contradicts the physical intuition, since excited states have a larger phase space of lower lying states to scatter into. To understand the observed behaviour we have to consider the influence of exciton wave functions on radiative and non-radiative scattering probabilities. With increasing index \( n \) the orbital functions become larger in space, which reduces the radiative recombination efficiency \( \propto \overline{\Psi}(r = 0) \), cf. Eq.6.2. At the same time the larger orbitals of excited states correspond to narrower wave functions in momentum space. Since the exciton-phonon matrix element is given by the overlap of initial and final state in momentum space, cf. Eq. 4.28, larger exciton radii lead to a reduction of scattering probabilities [51, 77, 78]. This is similar to Heisenbergs uncertainty principle, in the sense that a weaker localization in space yields smaller momentum uncertainties and therefore a reduced tolerance for momentum transfers. In PAPER II we analyse the temperature dependence of different contributions to the linewidth and discuss in detail the comparison between experiment and theory. The overall good comparison between the theoretically predicted intrinsic scattering rates and the actually measured broadening indicates that the studied hBN encapsulated samples are only weakly influenced by inhomogeneities, which is further elaborated on in PAPER XIII. Moreover, in PAPER XV we investigated the impact of elastic impurity scattering on the linewidth of different exciton states. Here we find similar behaviour with increasing quantum index as observed for scattering with phonons. However, due to the lack of resonant states, the elastic scattering with impurities is strongly suppressed in the ground state, while phonon-scattering is very efficient.
Figure 4: Intra-excitonic relaxation cascade in MoSe$_2$. Excited hot electron-hole pairs dissipate energy via a sequence of phonon emissions, performing a cascade-like relaxation through the Rydberg series of exciton states including momentum indirect KΛ states. Figure is also published in PAPER I under the Creative Commons Attribution 4.0 International License, cf. https://creativecommons.org/licenses/by/4.0/.

6.2 Exciton Relaxation Cascade

TMD monolayers are considered as promising candidates for the realization of atomically thin solar cells, photo detectors and other optoelectronic semiconductor devices. However, most of these devices conceptually require freely moving charge carriers. However, since excitons represent bound electron-holes states, which are externally charge neutral, they give rise to much different conductivity properties than free charges. Therefore, a technological application of these materials requires a microscopic understanding of the formation of bound excitons out of a quasi-free electron-hole plasma. Within our theoretical approach we can derive the phonon-induced relaxation dynamics of coherent excitonic polarizations $P_{Q}^\mu = \langle X_{\mu Q}^\dagger \rangle$ as well as incoherent exciton occupations $N_{Q}^\mu = \langle X_{\mu Q}^\dagger X_{\mu Q} \rangle - |P_{Q}^\mu|^2$. Again we treat exciton-phonon and exciton-photon correlations within a second order Born Markov
approximation giving rise to the coupled equations of motion [29, 32, 75]

\[
\dot{P}^\mu = \frac{i}{\hbar} \left( E_0^\mu + i\Gamma_{\mu}^{\text{rad}} + \frac{i\hbar}{2} \sum_{\nu Q} \sigma_{0Q}^{\mu\nu} \right) P^\mu + i\Omega^\mu, \quad (6.4)
\]

\[
\dot{N}_Q^\mu = \sum_{\nu} \sigma_{0Q}^{\mu\nu} |P_\nu|^2 - \frac{2}{\hbar} \Gamma_{\mu}^{\text{rad}} \delta_{Q,0} N_Q^\mu + \sum_{\nu Q'} (\sigma_{Q'Q}^{\mu\nu} N_{Q'}^\nu \sigma_{QQ'}^{\mu\nu} N_Q^\mu), \quad (6.5)
\]

\[
\sigma_{QQ'}^{\mu\nu} = \frac{2\pi}{\hbar} \sum_{\pm,\lambda} |D_{\lambda,Q-Q'}^{\mu\nu}|^2 \left( \frac{1}{2} \pm \frac{1}{2} + n_{Q-Q'}^{\lambda} \right) \delta(E_{Q'} - E_Q^{\mu} \pm \hbar\omega_{Q-Q'}^{\lambda}). \quad (6.6)
\]

where \(\sigma_{QQ'}^{\mu\nu}\) is the probability to scatter from state \((\mu, Q)\) to \((\nu, Q')\). Note, that the solutions of the Wannier equation (index \(\mu\)) contain bound electron-hole pairs (negative eigenenergy), but also a continuum of free scattering states (positive eigenenergy) which resemble the free electron and hole plasma states with pair energies above the band edge.

Figure 4 schematically illustrates the exciton band structure and the dominant relaxation mechanisms after an excitation close to the band edge. The
pump pulse creates quasi-free electron-hole pairs at the scattering continuum (yellow arrow), which subsequently dissipate their excess energy via a sequence of phonon emissions, performing a cascadic relaxation [79] across the Rydberg-series of lower lying exciton states (orange arrows), in particular also scattering to momentum indirect pairs, such as KA excitons. Fig. 5, shows the simulated exciton dynamics after an excitation 20 meV below the free-particle band gap and parameters for MoSe\(_2\) on a SiO\(_2\) substrate. The colour-coded areas under the black curve (total number of electron-hole pairs) illustrate the fractions of appearing exciton states. Note that the contributions were added up successively to pile up to the total number. Moreover, the large amount of different excited states close to the band gap \((E > E_{2s})\) have been grouped for a better overview. After the optical excitation (yellow shaded area) most electron-hole pairs occupy exciton states above the 2s. Those hot pairs dissipate their energy by decaying into lower lying states via the emission of phonons. Our simulation predicts that after 1.5 ps a 1/e-fraction of the excited pairs has decayed into the 1s-ground state revealing an ultrafast formation of bound excitons out of a free electron-hole plasma. In PAPER I we discuss the most efficient relaxation channels determined by the symmetries of exciton wave functions and the arrangement of energy levels. Moreover, we also show snap shots of the momentum resolved exciton dynamics across the Rydberg series of bright and dark exciton states.

As discussed in Sec. 5, ultrafast pump-probe experiments can be utilized to make the exciton dynamics experimentally accessible. Probing intra-excitonic transition after an interband pump pulse allows to indirectly measure the relaxation dynamics on a femtosecond timescale, since the response is proportional to the occupation of the states involved in the transition. Figure 6 shows the calculated low frequency absorption as function of the probe energy at different delay times after the pump. The colour shaded curves result from the dynamics at room temperature, while the black curves show the resulting spectra simulated for 77 K. Shortly after the pump pulse \((t=0.5 \text{ ps and } t=1 \text{ ps})\) we predict several absorption peaks at low energies, predominantly stemming from the close lying transitions of high energy excitons. In particular, we predict that transient population inversions between s- and p-states arise during the relaxation process, since the relaxation preferably occurs between states with the same orbital symmetry. For the spectra measured at 77 K, where the absorption lines become narrow enough, we therefore observe pronounced gain signals (i.e. negative absorption). With
Figure 6: Pump-induced low frequency absorption as function of the probe energy for four different times. Shortly after the pump the occupation of excited states leads to multiple absorption features for energies below 150 meV, inter alia optical gain resulting from transient population inversions. For large delay times the spectrum is dominated by the response of the 1s-2p transitions of excitons in the ground state. Figure is also published in PAPER I under the Creative Commons Attribution 4.0 International License, cf. https://creativecommons.org/licenses/by/4.0/.

Increasing delay time, as the population equilibrates, we find a shift of the response towards the 1s-2p transition energy, stemming from excitons in the ground state. The rise time of this resonance is a direct measure of relaxation from free to bound states. In PAPER I we further discuss the different spectral features and the comparison with experiments. This study shows that the developed theoretical approach presents a powerful tool, for the investigation of exciton relaxation dynamics and can be applied to a wide range of excitonic systems. In particular, we applied the same approach to model the exciton dynamics in a van-der-Waals heterostructure, consisting of two different monolayers, published in PAPER XII and XVI.
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6.3 Phonon-assisted Luminescence from Dark Excitons

Monolayer materials, apart from their large potential for innovative technologies, remain in the focus of fundamental condensed matter research, because the strong many-particle interactions in these systems provide an excellent platform to study intriguing quantum phenomena of correlated systems. One of the major puzzles of the TMD research is the low-temperature photoluminescence (PL), which exhibits a plenitude of emission peaks below the apparent exciton ground states resonance [80–83]. The microscopic origin of these low temperature emissions features is to large extend unknown. Most studies on this topic have so far focused on the impact of bound exciton configurations, such as trions [84], biexcitons [85] and trapped excitons [86, 87], while the potential influence of indirect phonon-assisted recombination of intrinsically dark exciton states has been ignored to a large extend. Momentum indirect excitons are considered as dark since momentum conservation forbids the radiative decay of an exciton with non-zero centre of mass momentum. However, the simultaneous emission of a phonon, carrying away the exciton momentum, enables an indirect radiative decay of momentum dark excitons. In particular, in so called indirect semiconductors, where momentum indirect states are energetically more favourable then the bright state (direct transition), the luminescence at low temperatures can exhibit strong phonon-assisted PL signals resulting from the large population of dark states. Figure 7 illustrates the excitonic band diagram and the associated processes of this mechanism.

While the direct radiative decay of bright excitons has been extensively studied in previous works [88, 89], the theoretical description of the simultaneous phonon and photon interaction has remained challenging because of the non-markovian nature of these processes [90–92]. Based on the theoretical framework presented in this thesis, we derive a set of coupled equations of motion for the photon number \( \langle B^\dagger B \rangle \), the photon-assisted polarization \( \langle B^\dagger X_\mu \rangle \), the photon- and phonon-assisted polarization \( \langle B^\dagger b^\dagger X_\mu \rangle \), exciton-phonon correlations \( \langle B^\dagger X_\mu^\dagger X_\nu \rangle \), as well as higher order exciton-phonon and -photon correlations giving rise to a dephasing of the before mentioned central quantities. In PAPER III we present the full set of equations of motion and discuss the central approximations made in the derivation. Due to the large amount of degrees of freedom in these equations, a numerical evaluation would require
Figure 7: Luminescence from dark excitons. Sketch of direct and indirect decay channels showing the underlying scattering processes in the excitonic center-of-mass dispersion (right) and the corresponding PL signals (left). Momentum-dark excitons can decay by simultaneously interacting with phonons and photon, giving rise to phonon side peaks (red).

large computational resources and time, which is not very reasonable for this purpose. However, the empirical knowledge about the different time scales in our system, we can find an analytical expression for the luminescence spectrum. Since the exciton and phonon occupation numbers, after an ultrafast initial equilibration, change slowly compared to the dephasing times, we can obtain the static luminescence signal by solving the equations in the adiabatic limit. For the perpendicular emission from the monolayer we find the following closed expression for the luminescence spectrum

\[
I_\sigma(\omega) = \frac{2}{\hbar} \sum_\mu \frac{|M_\sigma^{\mu}|^2}{(E_0^\mu - \omega)^2 + (\Gamma_\mu^{\text{rad}} + \Gamma_\mu^{\text{ph}})^2} \left( \Gamma_\mu^{\text{rad}} N_0^\mu + \sum_{\nu q, \alpha \pm} |D_{\nu q, \alpha \pm}^\mu|^2 \frac{\Gamma_{\nu q, \alpha \pm}^{\text{ph}}}{(E_\nu^\nu + O_{\nu q} - \omega)^2 + (\Gamma_{\nu q, \alpha \pm}^{\text{ph}})^2} \right). (6.7)
\]
where $N$ and $n$ are the exciton and phonon occupation numbers, respectively. Figure 8 shows calculated PL spectra for hBN-encapsulated monolayer WSe$_2$ at different temperatures. The full spectra calculated from Eq. 6.7 are colour shaded, whereas the solid lines represent the result for $\Gamma_{\nu q}^{\text{ph}}$, i.e. requiring exact energy conservation.

Figure 8: Temperature dependent PL. Calculated PL spectra of hBN-encapsulated WSe$_2$ monolayers for four temperatures. Together with the calculation from Eq. 6.7 (coloured curves) we also show the corresponding Fermis golden rule solution (thin solid lines). While at higher temperatures, the spectrum is dominated by an asymmetrically broadened bright state resonance, cryogenic temperatures give rise to strong indirect peaks stemming from the phonon-assisted recombination of dark excitons.

Therefore the sharp steps in the solid line conveniently illustrate the mul-
titude of exciton valleys and phonon modes involved in the PL spectrum. Each step corresponds to transitions from the minimum of a certain valley by absorbing or emitting a phonon. At 300 K and 150 K the PL only shows one main peak at the bright exciton resonance. However, the peak is asymmetrically broadened due to phonon-assisted recombinations of dark states (denoted with KK and KΛ) below the bright exciton. At lower temperatures the optical the emission shifts towards several indirect PL peaks below the bright exciton. These peaks result from the phonon-assisted recombination of the lowest lying K-K exciton. The predicted temperature behaviour as well as the observed low temperature PL peaks at about -60 meV (K-K - acoustic phonon assisted) and -75 meV (K-K - optical phonon assisted) agree well with experimental observations [80–83]. Although these peaks have been clearly observed in several independent measurements on hBN encapsulated samples, they were to a large extent ignored in literature due to their unclear origin. Our work ascribes these peaks to signatures of indirect phonon-assisted transitions from lower lying momentum-dark excitons in tungsten-based TMDs. In PAPER III, we show a direct comparison between experiment and theory and also analyse and explain the differences in the emission properties of tungsten- and molybdenum based monolayers.
7 Outlook – Heterostructures

After the intense research on monolayer materials, producing thousands of publications per year, most of the microscopic mechanisms guiding the characteristics of these materials are quite well understood and first prototypes of detectors and transistors based on TMDs have already been demonstrated. Therefore the research focus has recently shifted towards more complex systems, such as so called hetero-bilayers. These are comprised of two different monolayers materials stacked on top of each other, which only weekly interact through Van-der-Waals forces. For example, stacking two monolayers with different work functions gives rise to an atomically sharp p-n-junction. As we have demonstrated in PAPER XVI the optical excitation of one layer is followed by an ultrafast charge separation, giving rise to interlayer excitons with electron and hole residing in different layers. The energetic structure and the dynamics of interlayer excitons can easily be tailored by combining different materials and substrates, which enables a whole new play ground for physical phenomena and possible applications. One particularly interesting topic, which we will consider in our future studies, is the impact of lattice mismatches between the two monolayers.

Due to the different periodicities of the stacked monolayers, the physics of the heterostructure will be guided by the emergence of super-cells or so called Moire patterns, characterizing the periodicity of the overall system. Particularly appealing about these moire patterns, is that their seize can be controlled by changing the stacking angel. Together with the freedom of choice for the underlying monolayer materials, this tunability of properties gives rise to a completely new field in nano electronics, nowadays in literature already referred to as twistronics. In our future studies, we will focus on the theoretical description of moire patterns and their impact on exciton formation and relaxation dynamics.
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