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Abstract—The performance of pilot-aided joint-channel
carrier-phase estimation (CPE) in space-division multiplexed
multicore fiber (MCF) transmission with correlated phase noise
is studied. To that end, a system model describing uncoded MCF
transmission where the phase noise comprises a common laser
phase noise, in addition to core- and polarization-specific phase
drifts, is introduced. It is then shown that the system model can
be regarded as a special case of a multidimensional random-
walk phase-noise model. A pilot-aided CPE algorithm developed
for this model is used to evaluate two strategies, namely joint-
channel and per-channel CPE. To quantify the performance
differences between the two strategies, their respective phase-
noise tolerances are assessed through Monte Carlo simulations
of uncoded transmission for different modulation formats, pilot
overheads, laser linewidths, numbers of spatial channels, and
degrees of phase-noise correlation across the channels. For 20
GBd transmission with 200 kHz combined laser linewidth and
1% pilot overhead, joint-channel CPE yields up to 3.4 dB
improvement in power efficiency or 25.5% increased information
rate. Moreover, through MCF transmission experiments, the
system model is validated and the strategies are compared in
terms of bit-error-rate performance versus transmission distance
for uncoded transmission of different modulation formats. Up
to 21% increase in transmission reach is observed for 1% pilot
overhead through the use of joint-channel CPE.

Index Terms—Carrier phase estimation, coherent communica-
tions, multicore fiber, space-division multiplexing

I. INTRODUCTION

In response to the ever-increasing throughput demands
on fiber-optical networks, space-division multiplexed (SDM)
systems have become a topic of interest worldwide [1]. They
are believed to have the potential to meet the demands in a
cost-effective manner through, e.g., the integration of optical
hardware components, sharing of digital signal processing
(DSP) resources [2], specialized detection techniques [3],
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and the use of spatial superchannels [4]. Moreover, in order
to maximize the information rate of the system, multilevel
modulation formats, such as dual-polarization M -ary quadra-
ture amplitude modulation (DP-MQAM) or more advanced
multidimensional formats [5], are being increasingly utilized.
However, such higher-order formats typically come at the cost
of higher signal-to-noise ratio (SNR) requirements. They can
also increase sensitivity to various transmission impairments,
in particular laser phase noise (LPN), which calls for effec-
tive carrier-phase estimation (CPE). In addition, symbol-rate
optimization implemented through subcarrier multiplexing has
been a topic of interest in recent years as gains in transmission
reach have been observed by using symbol rates on the order of
2–6 GBd, which is much lower than standard symbol rates [6].
The impact of LPN increases as the symbol rate is decreased,
and thus, powerful CPE is even more crucial for symbol-rate-
optimized systems.

Traditionally, CPE in optical transmission systems is per-
formed on a per-channel basis, using blind methods such
as the Viterbi–Viterbi algorithm [7] or blind phase search
(BPS) [8]. However, due to the π/2 rotation invariance that
is inherent to the most commonly used modulation formats,
blind methods suffer from ambiguity in the estimated carrier
phase and are thus susceptible to cycle slips, which can
lead to bursts of errors. Differential encoding can be used
to convert the burst errors into a finite number of errors,
but it increases the bit error rate (BER) by a constant factor
compared to Gray coding in the absence of cycle slips [9].
Alternatively, the CPE can be carried out with the help of pilot
symbols whose phases are known unambiguously. This greatly
reduces the probability of cycle slips [10] and eliminates the
need for differential encoding. Although this comes at the
cost of reduced information rate, pilot-aided CPE methods
have garnered attention in recent years due to their high
performance [11]–[14].

CPE has been experimentally demonstrated for various su-
perchannel transmission scenarios, e.g., SDM transmission us-
ing multicore fibers (MCFs) [2] or multimode fibers [15], and
wavelength-division multiplexed transmission using frequency
combs [16] or electrically generated subcarriers [17]. These
demonstrations were possible due to the spatial correlation in
the phase noise that is inherent to these systems [2], [15]–[17].
In particular, for SDM transmission using MCFs, the LPN will
be common among the spatial channels if all cores share a light
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source on the transmitter side and a local oscillator (LO) on
the receiver side [2]. However, temperature variations, other
external perturbations, and imperfections or certain properties
in system components will cause phase drifts that are specific
to cores and polarizations [2], [18]. These phase drifts are
normally orders of magnitude slower than the LPN, and thus,
the phase noise will have a high degree of spatial correlation
across the channels.

The correlation can be exploited to lower the required com-
putational complexity in DSP through optical techniques [3],
[19], or with the help of DSP-based methods, such as master–
slave CPE (MS-CPE) [2]. These strategies rely on CPE using
a single spatial channel, whose outcome is shared amongst
all spatial channels. Although this may substantially reduce
the required CPE resources, any phase differences between
the channels will reduce their effectiveness. In contrast, by
performing joint-channel CPE (JC-CPE) where all channels
are used collectively, phase-noise tolerance can be improved.
This can be used to benefit system performance in terms
of power efficiency, information rate, hardware requirements,
or transmission reach, at the cost of added computational
complexity. A comparison between pilot-aided JC-CPE, per-
channel CPE (PC-CPE), and MS-CPE was made in [20],
[21] in terms of BER versus transmission distance for MCF
transmission of DP-16QAM, and it was shown that JC-CPE
can cope more effectively than MS-CPE with phase differences
between the cores.

Algorithms that perform JC-CPE have been extensively
investigated for wireless multiple-input multiple-output trans-
mission [22], [23]. Furthermore, we recently proposed pilot-
aided algorithms that perform JC-CPE for optical transmission
using forward error correction (FEC) in the presence of
arbitrarily correlated phase noise for any number of channels
[24]. We further showed that they can significantly outperform
the typical CPE approach of using BPS on a per-channel basis
in terms of post-FEC BER performance.

In this paper, we investigate the performance of JC-CPE
for SDM transmission through uncoupled-core MCFs. The
contributions are summarized as follows: (i) We introduce
a general phase-noise model for uncoupled-core MCF trans-
mission that comprises a common LPN, in addition to core-
and polarization-specific phase drifts that are independent of
each other and decorrelate the common phase noise among the
spatial channels. (ii) We show that this phase-noise model can
be regarded as a multidimensional random walk and utilize
a pilot-aided algorithm to perform JC-CPE for arbitrarily
correlated phase noise and any number of channels. (iii)
Using Monte Carlo simulations, we compare the performance
differences between two strategies, namely JC-CPE and PC-
CPE, in terms of the resulting power efficiency, information
rate, and laser-linewidth requirements of the system. This part
of the paper refines preliminary results that were presented
in [25]. (iv) Finally, we experimentally validate the system
model and evaluate the two strategies in terms of transmission
reach for DP quadrature phase-shift keying (DP-QPSK), DP-
16QAM, and DP-64QAM transmission using different pilot
overheads (OHs). This part extends the PC-CPE and JC-CPE
comparison presented in [26].

II. SYSTEM MODEL

Consider uncoded single-wavelength DP transmission in
D/2 cores resulting in a total of D spatial channels where,
without loss of generality, D is assumed to be an even integer.
The transmitted symbol block in each channel is modelled
as a vector of N independent random variables, where every
random variable corresponding to a data symbol is drawn
uniformly from a set X of constellation points that corresponds
to the used modulation format. Moreover, the constellation is
normalized such that the mean of the constellation points is
zero and the average symbol energy is Es.

All signal distortions are assumed to have been ideally
compensated with the exception of phase noise and amplified
spontaneous emission noise, which are approximated as a
random walk and additive white Gaussian noise (AWGN),
resp. Moreover, the adaptive equalization is assumed to have
been carried out using a phase-immune equalizer, such as a
radially-directed equalizer (RDE) [27]. As already mentioned,
the phase noise can be highly correlated, albeit not identical,
across the cores and polarizations in an MCF system where
all cores share the light-source and LO lasers [2], [18]. In the
absence of a model that accurately describes the phase-noise
statistics across all channels, we resort to a simplified model
in which the phase noise comprises multiple components. The
dominant component is common to all the spatial channels
and is assumed to contain the combined LPN of the light
source and LO. The other components, which account for
effects that decorrelate the phase noise across the channels, are
core- and polarization-specific phase drifts that are statistically
independent of each other. Also assuming one sample per
symbol, the discrete-time baseband model is written as

ri,k = si,ke
jθi,k + ni,k, (1)

where k = 1, . . . , N is a time index and i = 1, . . . , D is
a channel index. The received signals, transmitted symbols,
and AWGN samples are denoted with ri,k, si,k, and ni,k,
resp. Each ni,k is the realization of a zero-mean Gaussian
random variable with variance σ2

i per real dimension, which
can be different for each channel. A specific mapping between
the channel indices and polarization–core combinations is as-
sumed. Denoting polarization w ∈ {x, y} on the jth core with
(w, j), the channel indices 1, 2, 3, . . . , D−1, D correspond to
(x, 1), (y, 1), (x, 2), . . . , (x, D/2), (y, D/2). The sets of pilot
and data symbol indices are denoted with P and D, resp.
Certain symbols within the transmitted blocks are designated
as pilots such that if (i, k) ∈ P then si,k = ρi,k, where
ρi,k ∈ C is known to the transmitter and receiver.

The phase noise θi,k is a sum of three statistically inde-
pendent components, i.e., θi,k = θL

k + θC
i,k + θP

i,k, where
θL
k , θC

i,k, and θP
i,k are the LPN, core-specific phase drift, and

polarization-specific phase drift, resp. The statistical nature of
θC
i,k and θP

i,k will be highly dependent on the system involved.
For simplicity, all the components are approximated as random
walks, i.e.,

θL
k = θL

k−1 + ∆θL
k , (2)

θC
i,k =

{
θC
i,k−1 + ∆θC

i,k, i odd,
θC
i−1,k, i even,

(3)
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θP
i,k = θP

i,k−1 + ∆θP
i,k, (4)

for k = 2, . . . , N , where θL
1 , θC

i,1, and θP
i,1 are uniformly

distributed on [0, 2π), and ∆θL
k , ∆θC

i,k, and ∆θP
i,k are zero-

mean Gaussian random variables with variances σ2
L, σ2

C, and
σ2

P, resp. In particular, σ2
L , 2π∆νTs, where ∆ν is the

combined linewidth of the light-source and LO lasers, and
Ts is the symbol duration. Moreover, σ2

C and σ2
P are defined

in relation to σ2
L. These variances determine the speed of their

corresponding phase drifts. The phase noise is statistically
independent of the transmitted symbols and AWGN, and
unknown to both the transmitter and receiver. Finally, the
variances σ2

L, σ2
C, σ2

P, and (σ2
1 , . . . , σ

2
D) are assumed to be

known to the receiver.
The phase noise can alternatively be described as a multi-

dimensional random walk, i.e.,

θk = θk−1 + ∆θk, (5)

where θ1 is uniformly distributed on [0, 2π)D and ∆θk
is a multivariate zero-mean Gaussian random variable with
covariance matrix

Q =



Q1 Q2 Q2 · · · Q2

Q2 Q1
...

Q2
. . .

...
...

. . . Q2

Q2 · · · · · · Q2 Q1


∈ RD×D, (6)

where

Q1 =

[
σ2

L + σ2
C + σ2

P σ2
L + σ2

C

σ2
L + σ2

C σ2
L + σ2

C + σ2
P

]
, Q2 =

[
σ2

L σ2
L

σ2
L σ2

L

]
.

(7)
The covariance matrix in (6) is specific to the structure of
the phase noise in (1). The multidimensional random-walk
description in (5) and (6) is utilized by the CPE algorithm,
which is detailed in the next section.

III. CPE ALGORITHM

JC-CPE involves using all channels collectively in order
to estimate the phase noise simultaneously across the channel
domain. This strategy can be implemented using either blind or
pilot-aided algorithms. If the phase noise is assumed identical
in all channels, existing PC-CPE algorithms be extended in
a simple manner to perform estimate averaging across the
channel domain, which will reduce the impact of the additive
noise that corrupts the CPE. However, to track interchannel
phase drifts, more involved algorithms are required. Here,
we make use of an iterative pilot-aided algorithm that is
developed using the sum–product algorithm, which operates
in a factor graph. It approximates the maximum a posteriori
(MAP) symbol detector for multichannel transmission in the
presence of arbitrarily correlated phase noise. Moreover, the
algorithm is designed to be used after adaptive equalization
has taken place, i.e., the CPE performed by the algorithm
is not embedded in the loop of, e.g., a least mean square
(LMS) equalizer. Finally, it can perform CPE on any number
of channels. Hence, although it is designed for JC-CPE, it can

also be used on a channel-by-channel basis to perform PC-
CPE. In this section, the main derivation results are presented.
For more details on the derivations, refer to [24], where an
analogous bit-detection algorithm for coded transmission is
derived using the same techniques.

Let r, s, and θ contain all the received samples, trans-
mitted symbols, and phase-noise samples, respectively. The
MAP symbol-detection strategy is optimal in the sense that it
minimizes the symbol error rate [28, Ch. 5.1]. It is performed
on a symbol-by-symbol basis according to

ŝi,k = argmax
x∈X

P (si,k|r). (8)

The a posteriori symbol probability in (8) is hard to compute
exactly for the considered system model. However, it can
be expressed as the marginalization of the joint a posteriori
distribution of s and θ, i.e.,

P (si,k|r) =

∫
RD×N

∑
s∈Si,k

p(s,θ|r)dθ, (9)

where Si,k = {s′ ∈ XD×N : s′i,k = si,k}. Moreover,
p(s,θ|r) can be factorized as

p(s,θ|r) ∝
N∏
k=2

p(θk|θk−1)
∏
i,k

p(ri,k|si,k, θi,k), (10)

where ∝ denotes proportionality with respect to r.
Applying the sum–product algorithm on a factor graph

associated with the right-hand side of (10) yields messages
Pi,k(si,k) and pk(θk) that approximate the a posteriori prob-
ability of si,k and probability density function of θk, resp.,
for all i, k. The factor graph does not contain any cycles, and
hence, it does not yield an iterative algorithm. However, to
improve performance, the messages Pi,k(si,k) and pk(θk) are
computed in an iterative fashion. In each iteration, pk(θk) is
first updated for all k through the use of extended Kalman
smoothing (EKS) [29, Ch. 9] and soft symbols, i.e., the first
and second moments of si,k with respect to Pi,k(si,k) from
a previous iteration, for all i, k,. Then, Pi,k(si,k) is updated
using the current estimates of pk(θk) for all (i, k) ∈ D.
This iterative process reduces the resulting BER after symbol-
to-bit mapping until the iterations converge, after which the
algorithm performance cannot be improved further. The con-
vergence speed depends on various system parameters such as
the modulation format, pilot rate, and laser linewidth. In this
paper, a fixed number of iterations is used as a criterion for
stopping the iterations.

This CPE algorithm will be referred to as factor-graph based
EKS (FGK) hereafter. It is described in a high-level manner in
Fig. 1 and detailed in the form of a pseudocode in Algorithm 1.
The first and second moments of si,k, denoted as s̄i,k and σ̄2

i,k,
are initialized in lines 1–4 such that s̄i,k = ρi,k and σ̄2

i,k = σ2
i

for all (i, k) ∈ P , whereas s̄i,k = 0 and σ̄2
i,k = σ2

i +Es/2 for
all (i, k) ∈ D. The EKS equations, used to estimate pk(θk)
for all k, are then listed in lines 6–20, where θs

k and Ms
k

represent the estimated mean and covariance of pk(θk) at time
k, resp. Finally, the logarithm of Pi,k(si,k) is computed1 for

1The reason for computing the logarithm of Pi,k(si,k) is to ensure
numerical stability.



4

START: Soft symbol
initialization (1–4)

JC-CPE (6–20)
anda posteriori

symbol probability
computation (22–23)

Stopping
criterion met

END: Symbol
detection (25)

Soft symbol
update (27–30)

No

Yes

Fig. 1. Flowchart illustrating the high-level structure of FGK. The numbers
in the blocks correspond to line numbers in Algorithm 1.

time

ch
an

ne
l

Fig. 2. The pilot symbol arrangement where the pilot symbols, spaced at
every other time index, are placed on a “wrapped diagonal” line [30]. Dark
and white squares indicate pilot and data symbols, resp.

all (i, k) ∈ D in lines 22–23, where θs
i,k is the ith component

of θs
k and M s

i,k is the ith element on the diagonal line of Ms
k.

If the stopping criterion has been met, symbol detection is
performed in line 25. Otherwise, the soft symbols are updated
in lines 27–30 and another iteration is run.

IV. SIMULATION RESULTS

In this section, FGK and BPS are first compared for PC-
CPE in terms of phase-noise tolerance in order to put the
performance of FGK into perspective. Thereafter, PC-CPE
and JC-CPE, which are both implemented using FGK, are
compared in terms of the resulting power efficiency, informa-
tion rate, and laser-linewidth requirements of the system. To
that end, uncoded transmission of Gray-mapped DP-MQAM,
for M = 16, 64, 256, 1024, is carried out using Monte Carlo
simulations for different numbers of cores, pilot OHs, laser
linewidths, and degrees of spatial correlation in the phase
noise. FGK is run for 2 iterations in all cases unless otherwise
stated.

The length of the transmitted block in each channel is
N = 10 000 data and pilot symbols. The pilot symbols all
take on the same point, i.e., ρi,k =

√
Es ∀ (i, k) ∈ P . For

PC-CPE, they are distributed identically in each channel, i.e.,
uniformly throughout the transmitted block. For JC-CPE, we
showed in [30] that a particular pilot symbol arrangement,
where the pilot symbols are placed on a diagonal line that
wraps around the top and bottom rows of the matrix, performs
well in general for a wide range of phase-noise correlation
degrees. The average pilot OH across the channels, OHP, can
be adjusted by changing the temporal distance between the
pilot symbols. Finally, all channels have a pilot symbol at the
beginning and end of the transmitted block. This arrangement

Algorithm 1 FGK
Input: r, D, N , P , D, Q, σ2, X
Output: ŝi,k,∀ (i, k) ∈ D

1: s̄i,k = ρi,k,∀ (i, k) ∈ P
2: s̄i,k = 0,∀ (i, k) ∈ D
3: σ̄2

i,k = σ2
i ,∀ (i, k) ∈ P

4: σ̄2
i,k = σ2

i + Es/2,∀ (i, k) ∈ D
5: for all iterations do
6: θ̂f

1 =
[
∠(r1,1s̄

∗
1,1), . . . ,∠(rD,1s̄

∗
D,1)

]T
7: Mf

1 = diag(σ̄2
1,k/Es, . . . , σ̄

2
D,k/Es)

8: for k = 2, . . . , N do
9: hi,k = ={ri,ks̄∗i,ke

−jθ̂fi,k−1}/σ̄2
i,k,∀ i = 1, . . . , D

10: Vk = diag(|s̄1,k|2/σ̄2
1,k, . . . , |s̄D,k|

2
/σ̄2

D,k)

11: Mf
k|k−1 = Mf

k−1 + Q

12: Mf
k = (ID + Mf

k|k−1Vk)−1Mf
k|k−1

13: θ̂f
k = θ̂f

k−1 + Mf
khk

14: end for
15: θ̂s

N = θ̂f
N and Ms

N = Mf
N

16: for k = N − 1, N − 2, . . . , 1 do
17: Ak = Mf

k(Mf
k+1|k)−1

18: θ̂s
k = θ̂f

k + Ak(θ̂s
k+1 − θ̂f

k)
19: Ms

k = Mf
k + Ak(Ms

k+1 −Mf
k+1|k)AT

k

20: end for
21: for all (i, k) ∈ D do
22: ξi,k(x) = e

jθ̂si,k

Ms
i,k

+
ri,kx

∗

σ2
i
− ri,k s̄

∗
i,k

σ̄2
i,k

,∀ x ∈ X

23: fi,k(x) = |ξi,k(x)| − |x|
2

2σ2
i
− 1

2 ln |ξi,k(x)|,∀ x ∈ X
24: if stopping criterion met then
25: ŝi,k = argmaxx∈X fi,k(x)
26: else
27: fmax

i,k = maxx∈X fi,k(x)

28: Pi,k(x) =
exp(fi,k(x)−fmax

i,k )∑
x′∈X exp(fi,k(x′)−fmax

i,k ) ,∀ x ∈ X
29: s̄i,k =

∑
x∈X xPi,k(x)

30: σ̄2
i,k = σ2

i + 1
2

∑
x∈X |x− s̄i,k|2Pi,k(x)

31: end if
32: end for
33: end for

15 16 17 18
4·10−3

10−2

2.5·10−2

SNRb (dB)

B
E

R

256QAM

BPS
FGK
AWGN channel

Fig. 3. BER versus SNRb for transmission of 256QAM in the presence
of phase noise, comparing FGK and BPS for PC-CPE. As a reference, the
theoretical BER of transmission over the AWGN channel is included.

is illustrated in Fig. 2 for 4 spatial channels and the pilot
symbols placed at every other time index.

Performance is assessed by estimating BER or achievable
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Fig. 4. The required SNRb to attain the target pre-FEC BER threshold of 1.44 · 10−2 versus OHP (top) and ∆νTs (bottom), comparing PC-CPE and
JC-CPE for different modulation formats and numbers of cores.

information rate (AIR) for different OHP, laser linewidth and
symbol duration products, ∆νTs, and SNRs per bit [31, Ch. 1],
SNRb, defined as

SNRb ,
Es(1 + OHP)

2σ2 log2 |X |
, (11)

where σ2 is the complex AWGN variance per real dimension,
which is identical for all channels in this section. From (11),
it can be seen that the rate reduction due to the use of pilots
is penalized through an increased AWGN variance, since for
a fixed Es, |X |, and SNRb, σ2 increases with OHP. For each
BER estimate, bit errors are accumulated through repeated
transmission until the total number of bit errors reaches at
least 104. The data bits, phase noise, and AWGN are realized
according to the system model in (1), independently for each
transmission.

A. Comparison Between FGK and BPS for PC-CPE

To ensure high performance for both algorithms, BPS uses
128 test phases and the filter length is optimized for each
tested SNR to minimize the resulting BER, whereas FGK
is run for 20 iterations to allow for proper convergence of
the CPE. Moreover, BPS is provided with perfect knowledge
of the initial value of the phase noise. Fig. 3 shows BER
as a function of SNRb for transmission of 256QAM at 20
GBd, with ∆ν = 200 kHz and OHP = 1% for FGK. The
theoretical BER performance for uncoded, pilot-free transmis-
sion of Gray-mapped 256QAM over the AWGN channel [32]
is included as a reference. FGK outperforms BPS across all
tested SNRs, which is consistent with the coded-transmission
results presented in [24].

B. Power Efficiency

To assess the gains in power efficiency that JC-CPE enables,
the required SNRb to achieve a target pre-FEC BER threshold
of 1.44 · 10−2, corresponding to a staircase code with a
FEC OH of OHFEC = 20% [33], is estimated for different
OHP, ∆νTs, and degrees of spatial correlation in the phase
noise. Since the system model in (1) does not account for
nonlinearities, the results in this subsection are mostly relevant
to short-haul transmission where the system operates in the
linear regime.

Figs. 4 (a)–(d) show the required SNRb as a function of
OHP at 20 GBd for ∆ν = 200 kHz, σ2

C = σ2
L/103, and

σ2
P = σ2

L/106. As can be seen, there exists an optimal OHP

for all modulation formats, denoted with OH∗P, that requires
the minimum SNRb to attain the pre-FEC BER threshold. The
phase-noise tolerance of JC-CPE increases with the number
of cores, which leads to a lower minimum required SNRb

compared to PC-CPE. This reduction, marked with a vertical
arrow in each plot, is up to 0.98 dB for transmission of
DP-1024QAM through 10 cores. However, note that OH∗P
is higher for PC-CPE than JC-CPE. Moreover, the difference
in required SNRb highly depends on OHP. As an example,
a difference of 0.15 dB, 0.41 dB, 1.12 dB, and 3.38 dB is
observed at OHP = 1% for 10-core transmission of DP-
16QAM, DP-64QAM, DP-256QAM, DP-1024QAM, resp.

Figs. 4 (e)–(h) show the required SNRb as a function of
∆νTs for OHP = 1%, σ2

C = σ2
L/103, and σ2

P = σ2
L/106.

As before, the phase-noise tolerance increases for JC-CPE
with the number of cores, and thus, the required SNRb to
attain the pre-FEC BER threshold is less for JC-CPE than
PC-CPE. Furthermore, the difference in the required SNRb

between PC-CPE and JC-CPE grows with increasing ∆νTs,
i.e., with increasing laser linewidth and/or decreasing symbol
rate. The difference for ∆νTs = 5 · 10−5, again marked with
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Fig. 5. (a)–(b) Phase-noise realizations for transmission through 6 spatial
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attain the target pre-FEC BER threshold of 1.44 · 10−2 versus σ2
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2
P,

comparing PC-CPE and JC-CPE for different numbers of cores.

a vertical arrow in the plots, is up to 8.33 dB in the case
of DP-1024QAM transmission through 10 cores. The value
∆νTs = 5 · 10−5 corresponds to, e.g., ∆ν = 1 MHz at 20
GBd or ∆ν = 100 kHz at 2 GBd.

For illustration purposes, Figs. 5 (a) and (b) show phase-
noise realizations in 6 channels for two different degrees of
phase-noise correlation, namely σ2

L/σ
2
P = 1 and σ2

L/σ
2
P =

103. Moreover, Fig. 5 (c) shows the required SNRb as a
function of phase-noise correlation for transmission of DP-
16QAM with OHP = 1%. The correlation is quantified by
fixing σ2

L + σ2
P = 6.3 · 10−5 (corresponding to ∆ν = 200

kHz at 20 GBd) and σ2
C = 0, while varying the ratio

σ2
L/σ

2
P. As the ratio tends to 0, the phase noise becomes

independent between the spatial channels, and JC-CPE has
no performance gain over PC-CPE. However, as the ratio
tends to infinity, the phase noise becomes identical in all
channels. For σ2

L/σ
2
P > 10−1, JC-CPE outperforms PC-CPE,

and the performance gains grow with increasing correlation. At
approximately σ2

L/σ
2
P = 104, JC-CPE reaches a point where a

greater correlation yields marginal gains. Identical results are
found for DP-64QAM, DP-256QAM, and DP-1024QAM.

C. Information Rate

The information rate of the system can be increased by, e.g.,
lowering OHFEC and/or OHP. In Figs. 4 (a)–(d), it can be seen
that the value of OHP corresponding to a particular required
SNRb decreases for JC-CPE with an increasing number of
cores. As an example, the difference in OHP between PC-
CPE and JC-CPE to achieve the minimum required SNRb of
PC-CPE, marked with a horizontal arrow in each plot, is up
to 10.8 percentage points for transmission of DP-1024QAM
through 10 cores. Given the assumption of OHFEC = 20%,
this corresponds to a 12.1% rate increase (from 7.41 b/symbol
to 8.31 b/symbol in each polarization).

TABLE I
MAXIMUM FEC OH REDUCTION AND RESULTING SE INCREASE FOR

DIFFERENT MODULATION FORMATS AND NUMBERS OF CORES (IR:
INFORMATION RATE, PP: PERCENTAGE POINT)

Max. OH reduction (pp) IR increase (%)

1c 3c 10c 1c 3c 10c

DP-16QAM 0 1.90 1.90 0 1.54 1.54

DP-64QAM 1.90 3.33 8.33 1.54 2.85 6.66

DP-256QAM 4.29 10.23 13.33 3.90 8.31 11.11

DP-1024QAM 13.33 23.33 27.08 11.11 21.21 25.49

Fig. 6 shows BER versus SNRb, comparing PC-CPE and
JC-CPE for transmission at 20 GBd through 10 cores with
∆ν = 200 kHz, OHP = 1%, σ2

C = σ2
L/103, and σ2

P =
σ2

L/106. To determine possible rate improvements that can be
achieved by lowering OHFEC and performing JC-CPE, several
staircase codes from [33] are considered with their correspond-
ing pre-FEC BER thresholds and OHFEC values marked in the
plot. As in Section IV-A, the theoretical BER performance for
uncoded, pilot-free transmission of Gray-mapped QAM over
the AWGN channel is included as a reference. As JC-CPE
yields lower BER than PC-CPE, it allows for the use of a
FEC code with lower pre-FEC threshold and OHFEC than
what could otherwise be used in the case of PC-CPE. By con-
sidering SNRb values where the PC-CPE performance crosses
a pre-FEC BER threshold, the greatest reduction in OHFEC,
marked with a vertical arrow for each modulation format at the
corresponding SNRb, is up to 27.08 percentage points in the
case of DP-1024QAM transmission. Since OHP = 1%, this
corresponds to a 25.5% rate increase (from 7.50 b/symbol to
9.41 b/symbol in each polarization). Table I further details
the maximum percentage-point reduction in OHFEC and the
corresponding rate gain for different modulations formats and
numbers of cores, again by looking at SNRb values where
PC-CPE crosses a pre-FEC BER threshold. Overall, increasing
the modulation format order and the number of cores yields a
bigger rate improvement.

In order to estimate possible rate improvements through
JC-CPE when a soft-decision bit-wise FEC decoder is used,
an appropriate performance metric to consider is a particular
AIR: the generalized mutual information (GMI) including rate
loss due to pilot symbols. The GMI is computed according to
[34, Eq. (26)] with the bit-wise log-likelihood ratios calculated
in exact form. Fig. 7 shows a comparison between PC-
CPE and JC-CPE in terms of AIR for different values of
SNRb. Transmission of DP-16QAM and DP-1024QAM at
20 GBd through 10 cores is considered, with ∆ν = 200
kHz, OHP = 1%, σ2

C = σ2
L/103, and σ2

P = σ2
L/106. As a

reference, the GMI and Shannon capacity [35] of the AWGN
channel, are also shown. As Fig. 7 shows, the performance
gains due to joint processing are marginal for DP-16QAM
but significant for DP-1024QAM with up to 0.59 b/symbol
increase per polarization in AIR.
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D. Laser-Linewidth Requirements
Fig. 8 shows the required SNRb to attain a target pre-FEC

BER threshold of 1.44 · 10−2 as a function of ∆ν/D, i.e.,

the laser linewidth normalized by the number of channels, for
transmission of DP-16QAM at 20 GBd with OHP = 1%,
σ2

C = σ2
L/103, and σ2

P = σ2
L/106. All the curves essentially

overlap, which shows that JC-CPE for D channels tolerates
approximately D times more laser linewidth compared to PC-
CPE. Thus, in the case of SDM DP transmission through D/2
cores that share lasers with linewidths ∆ν, JC-CPE performs
close to standard transmission through D/2 cores, where each
core has an independent laser with linewidth ∆ν/D, provided
that the phase noise has sufficient spatial correlation.

V. EXPERIMENTAL RESULTS

In this section, PC-CPE and JC-CPE are experimentally
compared in terms of BER versus transmission distance, and
the results are used to validate the system model in (1). The
experimental setup consisted of 3 synchronized recirculating
loops running through 3 adjacent cores of a 7-core, 53.7 km,
weakly-coupled, single-mode, homogeneous MCF. Transmis-
sion of DP-QPSK, DP-16QAM, and DP-64QAM was carried
out at 20 GBd, with the corresponding transmitter output
power set to −4 dBm, −3.5 dBm, and 0 dBm, resp. An
external cavity laser (ECL) with 100 kHz linewidth operating
at 1550 nm was used as a light source and shared for all cores
at the transmitter, while a separate 100 kHz ECL acting as an
LO was shared for all cores at the receiver. All detected signals
were simultaneously digitized in a 12-channel oscilloscope
operating at 80 GS/s for offline DSP. For a more detailed
description of the setup, refer to [36].

All stages in the DSP chain except the CPE were per-
formed on a per-core basis. The first stages consisted of
resampling to 2 samples per symbol, dispersion estimation and
compensation, orthonormalization, timing recovery, and blind
2× 2 equalization using the constant modulus algorithm. The
orthonormalization was performed using the Gram–Schmidt
algorithm, but alternatively, it could be achieved in the equal-
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ization stage through the use of a widely linear equalizer
[37]. At this point, frame synchronization was performed.
A training stage followed where approximately 105 symbols
were used for LMS 2 × 2 equalization and estimation of
the complex additive noise variance in each spatial channel.
The rationale for performing per-core 2 × 2 equalization as
opposed to 6× 6 equalization was to save processing time, as
the latter variant has a much higher complexity. Moreover, it
was shown in [36] using the same setup as in this paper that
per-core 2× 2 equalization does not yield significantly worse
performance than 6× 6 equalization. After the training stage,
an RDE with a slow convergence rate was used, initialized
using the filter taps from the trained equalization. The RDE
is immune to the signal phase and does not compensate
for frequency offsets and phase noise. Therefore, an explicit
carrier recovery stage was needed following the RDE. As
FGK is designed to be used after adaptive equalization, the
choice the RDE is reasonable. The equalization was followed
by blind carrier-frequency offset (CFO) compensation, down-
conversion, matched filtering, and down-sampling to 1 sample
per symbol.

Effective joint-core CFO compensation was not possible due
to the acousto-optic modulators used in the experimental setup,
which introduced different frequency shifts to the signals
running through the different cores. However, relative CFOs
between the cores were minimized as follows. Coarse CPE
was performed on a per-core basis using the Viterbi–Viterbi
algorithm [7]. The reason for using this algorithm was to save
processing time and the fact that it sufficed for coarse CPE. By
subtracting the phase-noise estimates associated with a specific
core from the estimates associated with the other two cores,
the relative phases between the cores were obtained. Then,
through linear least-squares fitting of the relative phases, the
relative CFOs were estimated and mitigated using the resulting

TABLE II
GAINS IN TOTAL TRANSMISSION REACH FOR DIFFERENT MODULATION

FORMATS, PRE-FEC BER THRESHOLDS, AND 1% PILOT OH

BER DP-QPSK DP-16QAM DP-64QAM

5.16 · 10−3 5.5 km (0.1%) 13.4 km (1.1%) 3.9 km (21.0%)

7.04 · 10−3 5.4 km (0.1%) 11.8 km (0.8%) 3.4 km (8.5%)

9.29 · 10−3 5.4 km (0.1%) 10.3 km (0.7%) 6.5 km (10.0%)

1.44 · 10−2 4.7 km (0.1%) 14.7 km (0.8%) 9.6 km (7.1%)

1.71 · 10−2 4.7 km (0.1%) 14.0 km (0.7%) 11.9 km (6.8%)

2.24 · 10−2 4.7 km (0.1%) 17.9 km (0.8%) 15.5 km (5.5%)

fit. Moreover, a second orthonormalization step to correct
for transmitter I/Q imbalances, which cannot be compensated
before the carrier recovery stage due to the presence of CFOs
and phase noise, was carried out before symbol detection.
Finally, each BER estimate was computed by counting bit
errors out of at least 107 bits.

FGK uses the covariance matrix Q in (6), and hence,
depends on σ2

L, σ2
C, and σ2

P. These parameters were tweaked in
order to minimize the resulting BER estimates. For DP-QPSK
and DP-16QAM, different values of σ2

L and σ2
C in the ranges

[50, 300] kHz and [σ2
L/104, σ2

L], resp., were found to minimize
the BER. As the phase noise was highly correlated in the two
polarizations in each core, σ2

P = 106 in all cases. Possible
reasons for the wide ranges of optimal values for σ2

L and σ2
C

are different amounts of residual CFOs, inaccurate estimates
of the complex additive noise variance, and the presence of
nonlinear phase noise. However, for DP-64QAM, σ2

L = 40
kHz, σ2

C = σ2
L/104 and σ2

P = σ2
L/106 were overall the best

out the tested values.
Figs. 9 (a)–(c) show the estimated BER as a function of

transmission distance for PC-CPE and JC-CPE, evaluated at
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OHP = 1% and OHP = 0.2%, with a target pre-FEC BER
threshold of 1.44 · 10−2. Moreover, Figs. 9 (d)–(f) show the
same results, zoomed in around the pre-FEC threshold. As
can be seen, the performance difference between JC-CPE
and PC-CPE grows with increasing modulation order and
decreasing OHP. The gains in transmission reach, marked
with horizontal arrows in the plots, are determined in terms
of absolute distance and percentage-wise gain. The largest
percentage-wise gain of 30.0% corresponds to the case of
DP-64QAM and OHP = 0.2%. Furthermore, Table II details
the gains in transmission reach for OHP = 1% and different
pre-FEC BER thresholds, corresponding to selected staircase
codes from [33]. For all the transmitted modulation formats,
the percentage-wise gain in transmission reach is larger for
lower pre-FEC BER thresholds. Overall, the gains are negli-
gible for DP-QPSK for DP-16QAM, but in the case of DP-
64QAM, between 5.5% and 21% increased transmission reach
is observed.

It is worth noting that these results depend on the signal
quality following the DSP stages prior to the CPE. However, as
mentioned above, all relative CFOs were minimized before the
CPE was carried out, but skipping this step and letting FGK
track the residual CFOs yields an insignificant performance
penalty. For example, in the case of DP-64QAM transmission
using OHP = 1%, the estimated BER increases at most by
0.4% (from 8.2 · 10−3 to 8.23 · 10−3).

The system model in (1), (5), and (6), which was used to
develop FGK, does not capture transmitter I/Q imbalances,
and the random-walk assumptions for the different phase-noise
components may not be accurate if, e.g., phase differences
between the spatial channels are caused by residual CFOs or
nonlinearities. However, the transmission reach improvements
suggest that the model is able to sufficiently describe the
processed signal after all stages in the DSP chain prior to the
CPE. Moreover, Figs. 10 (a) and (b) show the estimated BER
as a function of transmission distance for DP-64QAM based
on the experiments and simulations, resp. For the simulations,
the AWGN variance was based on the estimated complex
additive noise variance of the experimental data. Furthermore,
σ2

L = 2 · 10−6, which corresponds to ∆ν = 40 kHz at 20
GBd, σ2

C = σ2
L/104 and σ2

P = σ2
L/106. A strong agreement is

observed between the simulations and the experimental results.
Considering the same pre-FEC BER thresholds as in Table II,
the simulated transmission-reach gains in Fig. 10 (b) range
from 9.5% to 24.3% for OHP = 1%, which is on the same
order as the experimental gains.

VI. CONCLUSION

The performance of JC-CPE for SDM transmission via
MCFs in the presence of correlated phase noise was studied.
To that end, a phase-noise model was introduced that describes
DP transmission through an MCF, where all cores share lasers
on the transmitter and receiver sides, giving rise to a common
LPN in addition to core- and polarization-specific phase drifts,
which decorrelate the phase noise across the spatial channels.
It was further shown that this model can be regarded as a
multidimensional random walk, and an algorithm developed
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Fig. 10. Comparison of (a) experimental and (b) Monte Carlo simulation
results pertaining to BER versus transmission distance for DP-64QAM using
OHP = 1% and OHP = 0.2%.

for this model was used to compare the performance of PC-
CPE and JC-CPE for MCF transmission of various modulation
formats through different numbers of cores, pilot OHs, laser
linewidths, and degrees of phase-noise correlation. Through
Monte Carlo simulations of 20 GBd transmission with 200
kHz laser linewidth and 1% pilot OH, JC-CPE led to a higher
phase-noise tolerance. This could be exploited to improve
power efficiency by up to 3.4 dB or increase information
rate by up to 25.5%. Furthermore, JC-CPE can relax laser-
linewidth requirements by up to a factor equal to the number
of spatial channels. Finally, using data from MCF transmission
experiments, the system model was validated, and PC-CPE and
JC-CPE were compared in terms of transmission reach. Up to
21% increase in transmission distance was observed for 1%
pilot OH through the use of JC-CPE.
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