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Abstract

This paper investigates how to mitigate the impact of both the co-channel interference and the adjacent channel interference (ACI) in the vehicle-to-vehicle (V2V) broadcast communication by scheduling and power control. Our objective is to maximize the number of connected vehicles. The optimal joint scheduling and power control problem is formulated as a mixed integer programming problem with a linear objective and a quadratic constraint. From the joint formulation, we derive (a) the optimal scheduling problem for fixed transmit powers as a Boolean linear programming problem and (b) the optimal power control problem for a fixed schedule as a mixed integer linear programming problem. The near-optimal schedules and power values are computed by solving first (a) and then (b) for smaller-size instances of the problem. To handle larger-size instances of the problem, we propose heuristic scheduling and power control algorithms with less computational complexity. The simulation results indicate that the heuristic scheduling algorithm yields significant performance improvements compared to the baseline block-interleaver scheduler and that performance is further improved by the heuristic power control algorithm. Moreover, the heuristic algorithms perform close to the optimal scheme for small instances of the problem.
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I. INTRODUCTION

A. MOTIVATION

Recently, vehicle-to-vehicle (V2V) communication have captured great attention due to its potential to improve traffic safety, effective driving assistance, and intelligent transport systems. The safety critical information, such as cooperative awareness messages (CAMs) and decentralized environmental notification messages (DENM) [1], requires spreading safety related messages among surrounding vehicles either in a periodic or event triggered way.

Conveying safety critical messages in V2V networks have different requirements compared to conventional cellular communication systems. First, disseminating safety critical messages generally rely on broadcast protocols and often comes with a stringent requirement on reliability, which can be achieved if the signal to interference and noise ratio (SINR) exceeds a certain threshold [2]. Secondly, low latency is an important requirement which restricts the possibilities for retransmissions. Moreover, retransmissions are cumbersome in a broadcast communication scenario.

A key determining factor of reliability of a communication link is received interference power. There are two main types of interference: co-channel interference (CCI) and adjacent channel interference (ACI). The difference between these two lies in the frequency slot in which interferer transmits. CCI occurs when the interferer is transmitting on the same time-frequency slot as the intended transmitter. On the other hand, ACI occurs when the interferer is transmitting on the same timeslot, but on a nearby frequency slot.
ACI is mainly due to the nonlinearities in the power amplifier in the transmitter, which causes the transmitted spectrum to spread beyond what was intended. An example of ACI is illustrated in Fig. 1 and Fig. 2, where the receiver $j$ is decoding signals from transmitter $i$. Although transmitter $k$ is using a different frequency band, the signal to interference ratio $\text{SIR}_{i,j}$ of receiver $j$ while decoding the signal from transmitter $i$ is limited by ACI from transmitter $k$.

ACI is typically not a problem in a cellular communication network, since interference is dominated by CCI due to the spectrum re-usage. Additionally, ACI is a significant problem in near-far situations only, i.e., when the interfering signal has much higher power than the desired one, see Fig. 2. In a cellular setting, ACI would be relative small in the uplink, if power control is used to equalize the received powers, and in the downlink, if the users associate with the closest base station (BS).

However, it is known that V2V channel power gains are quite dynamic: measurements indicate that blocking vehicles can introduce high penetration losses [3]–[6]. Hence, a transmitting vehicle need to use a high transmit power to reach a vehicle that is blocked by other vehicles, and this causes a near-far situation at vehicles that are not blocked. Moreover, unlike CCI, the received ACI is hard to cancel using interference cancellation techniques [7]. Therefore, ACI is a key factor in determining the performance in V2V communication, and ACI-unaware schedulers might be underperforming in the presence of ACI. Indeed, we see an example of a reasonable ACI-unaware scheduler in Section VII that is quite suboptimal when VUEs are multiplexed in frequency.

**B. STATE OF THE ART**

As pointed out above, ACI is typically not a problem in traditional cellular communication uplink/downlink scenarios. Therefore, vast majority of the scheduling and power control literature ignore ACI and focuses upon reducing CCI alone [8]–[10]. However, in the absence of CCI, V2V broadcast communication performance is mainly limited by ACI [11]. In [12], the authors analyze the impact of ACI for device-to-device (D2D) communication, for various user densities and transmit powers, and conclude that ACI indeed causes outage problems when the user density is high. Similar conclusions have been made in [13], where the impact of ACI from cellular uplink to D2D communication is analyzed. In [14], authors experimentally assess the throughput degradation due to ACI in an OFDM based communication system 802.11a, and conclude that ACI impact is indeed significant. Similar studies have been done upon 802.11b/g/n/ac in [15]–[17]. The impact of ACI when different communication technologies coexist in adjacent frequency bands have been extensively studied in [18]–[21]. In [22], the authors assess the performance degradation due to ACI when two LTE base stations are deployed in adjacent frequency channels.

In V2V with carrier-sense multiple access (CSMA) medium access control (MAC), a potential transmitter may falsely assume that the channel is busy due to the ACI from a transmitter tuned to an adjacent channel, which causes the transmitter to defer its transmission resulting in delays [23], [24]. Additionally, in [24], the authors analyze both physical layer and MAC layer impacts of ACI in vehicular ad hoc networks (VANETs). Our previous work [11] studies the impact of ACI in V2V broadcast communication.

**C. CONTRIBUTIONS**

Our goal is to find scheduling and power control algorithms to maximize the number of connected vehicles in a V2V multicast communication scenario. The scheduling and power control is made by a centralized unit (e.g., a BS, roadside infrastructure node, or a special vehicle) based on slowly-varying channel state information (CSI), and communication between vehicles is direct (i.e., not via an uplink-downlink arrangement or via intermediate nodes). By this, we increase the mutual awareness of the state (position, speed, heading, etc.) of the connected VUEs, which in turn improves vehicular safety. We make following contributions to achieve this goal:

1) The impact of ACI in V2V broadcast communication is evaluated.
2) Joint scheduling and power control problem to maximize the connectivity is formulated as a mixed integer quadratically constrained programming (MIQCP) problem. From this joint problem, we derive a pure scheduling problem (for fixed transmit powers) as a Boolean linear programming (BLP) problem and a pure power control problem (for a fixed schedule) as a mixed integer linear programming (MILP) problem. To the best of our knowledge, we are the first to formulate ACI-aware scheduling and power control problems. For
small instances of the joint problem, we compute a numerically optimal solution for scheduling by solving the BLP problem and then compute a numerically optimal power values by solving the MILP problem.

3) Due to the NP-hardness of the above scheduling problem, we suggest a block interleaver scheduler (BIS), which requires only the position indices of the VUEs.

4) We also propose a heuristic scheduling algorithm with polynomial time complexity. The simulation results show the promising performance of the proposed algorithm, compared to the BIS and optimal scheduler.

5) Due to the NP-hardness of the optimal power control problem, we propose a heuristic power control algorithm as an extension of our previous work in [11]. The simulation results show that the proposed algorithm further improves the performance compared to equal power.

D. NOTATION AND OUTLINE
We use the following notation throughout the paper. Sets are denoted by calligraphic letters, e.g., $X$, with $|X|$ denoting its cardinality, and $\emptyset$ indicate an empty set. Lowercase and uppercase letters, e.g., $x$ and $X$, represent scalars. Lowercase boldface letters, e.g., $x$, represent a vector where $x_i$ is the $i$th element and $|x|$ is its dimensionality. The uppercase boldface letters, e.g., $X$, denote matrices where $X_{i,j}$ indicates the $(i,j)\text{th}$ element. The notations $\lceil \cdot \rceil$, $\lfloor \cdot \rfloor$, and $\lceil \cdot \rceil$ indicates ceil, floor, and round operations, respectively.

The rest of the paper is organized as follows. We discuss system model and ACIR model in Section II. Section III formulates optimal scheduling and power control as an optimization problem. Sections IV and V describes scheduling algorithms and power control algorithms, respectively, with lower computational complexity than the optimum joint approach. The computational complexity and the overhead of the algorithms are analyzed in Section VI. Finally, we discuss numerical results in Section VII, draw conclusions in Section VIII, and describe future work in Section IX.

II. PRELIMINARIES
A. SYSTEM MODEL
The key mathematical symbols are summarized in Table 1. We consider a network of $N$ VUEs, where the set of VUEs is denoted by $\mathcal{N} = \{1, 2, \ldots, N\}$. We indicate a transmitting VUE as $\text{VUE } i$, receiving VUE as $\text{VUE } j$, and interfering VUE as $\text{VUE } k$ as illustrated in Fig. 1. The average channel power gain from $\text{VUE } i$ to $\text{VUE } j$, which takes into account pathloss and large-scale fading, is denoted by $H_{i,j}$. We assume, without loss of generality, that $\text{VUE } i$ wants to transmit its packet to all VUEs in the set $\mathcal{R}_i \subseteq \mathcal{N}$, and $\text{VUE } j$ wants to receive packets from all VUEs in the set $\mathcal{T}_j = \{i : j \in \mathcal{R}_i\}$. Note that the unicast communication is the special case when $|\mathcal{R}_i| = 1 \ \forall i \in \mathcal{N}$.

The total bandwidth for transmission is divided into $F$ frequency slots and the total time duration into $T$ timeslots. A time-frequency slot is also called a resource block (RB) [25, section 6.2.3]. We assume that a VUE can transmit its packet using a single RB. Each VUE wants to broadcast a safety message to the VUEs in the corresponding set $\mathcal{R}$ within $T$ timeslots. Hence, the latency constraint and time-slot duration determines $T$. Given a reliability constraint and the statistics of the small-scale fading, we can compute a SINR threshold $\gamma^T$ such that packets are guaranteed to be received with the required error probability if the average received SINR is equal or greater than $\gamma^T$ [2, Lemma 1].

We assume that a centralized controller schedules and power control all VUEs. A base station (BS) or a VUE can act as the centralized controller. We also assume that the average channel power gain (i.e., pathloss and large-scale fading) between the VUEs are known to the centralized controller. The small-scale fading can vary on a very short time scale, on the order of milliseconds, while changes in pathloss and large-scale fading are typically small for 100 ms, even at highway speeds. It is therefore more reasonable to assume knowledge of average channel power gains (slow CSI) than instantaneous channel gains (fast CSI). The pathloss and large-scale fading is measured by the individual VUEs and reported to the centralized controller.

B. ACI MODEL
The ACI of a transmitter depends mainly upon the power amplifier, the coding and modulation scheme, and clipping threshold [26]. In [27], the authors propose a two-stage low pass FIR filter method to reduce ACI in V2V communication. However, in order to find out a standard ACI model for single carrier frequency division multiple access (SCFDMA) signal, we did extensive simulations and the result for 1% clipping threshold is shown as blue colored curve in Fig. 3. The red-colored step curve in the same figure shows the SCFDMA ACI averaged over each frequency slot. The black step curve in Fig. 3 is the ACI mask specified for uplink by 3GPP [28], which is incidentally quite similar to the IEEE 802.11p mask [29].

A parameter named adjacent channel interference ratio (ACIR) is widely used to measure the ACI [30, section 17.9]. As illustrated in Fig. 2, ACIR is defined as the ratio between the average in-band received power from interferer $k$ to the average received out of band power from interferer $k$’s signal in the frequency band allocated for transmitter $i$.

Let $A_{i,j} \in \mathbb{R}^{F \times F}$ be the element-wise inverse ACIR matrix, i.e., $A_{i,j}$ is the ratio between the received power on the frequency slot $f$ and the received power on the frequency slot $f'$, when a transmitter sends a packet on frequency slot $f$. Observe that $A$ is a Toeplitz matrix. The mask specified by 3GPP [28] is as follows,

$$
A_{f',f} = \begin{cases}
1, & f' = f \\
10^{-3}, & 1 \leq |f' - f| \leq 4 \\
10^{-4.5}, & \text{otherwise}
\end{cases}
$$
### TABLE 1. Key mathematical symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of VUEs</td>
</tr>
<tr>
<td>$F$</td>
<td>Number of frequency slots</td>
</tr>
<tr>
<td>$T$</td>
<td>Number of timeslots</td>
</tr>
<tr>
<td>$\mathcal{T}_i$</td>
<td>Set of intended transmitters for VUE $i$</td>
</tr>
<tr>
<td>$\mathcal{R}_i$</td>
<td>Set of intended receivers for VUE $i$</td>
</tr>
<tr>
<td>$P_{i,t}$</td>
<td>Transmit power of VUE $i$ in an RB in timeslot $t$</td>
</tr>
<tr>
<td>$X_{i,f,t}$</td>
<td>Indicate if VUE $i$ is scheduled to transmit in RB $(f,t)$</td>
</tr>
<tr>
<td>$Y_{j,f,t}$</td>
<td>Indicate if VUE $j$ receives packet successfully in RB $(f,t)$</td>
</tr>
<tr>
<td>$S_{i,j,t}$</td>
<td>SINR of the packet from VUE $i$ to VUE $j$ in timeslot $t$</td>
</tr>
<tr>
<td>$\Gamma_{j,f,t}$</td>
<td>SINR of the packet received by VUE $j$ in RB $(f,t)$</td>
</tr>
<tr>
<td>$\gamma^T$</td>
<td>SINR threshold to declare a link as successful</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>Noise variance in an RB</td>
</tr>
</tbody>
</table>

2) **SINR CONSTRAINT**

Let us define $\Gamma \in \{0, 1\}^{N \times F \times T}$ with $\Gamma_{j,f,t}$ as the received SINR of VUE $j$ in RB $(f,t)$, which can be computed as

$$\Gamma_{j,f,t} = \frac{S_{j,f,t}}{\sigma^2 + I_{j,f,t}},$$

(3)

where $S_{j,f,t}$ is the desired signal power, $\sigma^2$ is the noise variance, and $I_{j,f,t}$ is the interference power. We show how to compute the signal and interference powers in Section III-A.4 below. We note that focusing on the SINR of a certain receiving VUE $j$ in an RB $(f,t)$ allows us to state the joint scheduling and power control problem as an MIQCP problem, whereas a formulation using the SINR for specific transmitter-receiver pair would result in a harder problem as shown in Appendix A.

The SINR constraint for a successful link, i.e., $\Gamma_{j,f,t} \geq \gamma^T$, can be rewritten as $S_{j,f,t} \geq \gamma^T(\sigma^2 + I_{j,f,t})$, or equivalently

$$S_{j,f,t}(1 + \gamma^T) \geq \gamma^T(\sigma^2 + I_{j,f,t} + S_{j,f,t})$$

(4)

in which turn is equivalent to

$$S_{j,f,t} - \gamma^T(I_{j,f,t} + S_{j,f,t}) \geq \gamma^T \sigma^2,$$

(5)

where $\tilde{\gamma}^T \overset{\triangle}{=} \gamma^T/(1 + \gamma^T)$. However, it might not be possible to fulfill this condition for all receivers $j$ in all RBs $(f,t)$. To select which combinations of $j$, $f$, and $t$ to enforce this condition, we use the matrix $Y \in \{0, 1\}^{N \times F \times T}$, where

$$Y_{j,f,t} \overset{\triangle}{=} \begin{cases} 1, & (5) \text{ is enforced} \\ 0, & \text{otherwise} \end{cases}$$

(6)

We can combine (5) and (6) into a single constraint as

$$S_{j,f,t} - \tilde{\gamma}^T(I_{j,f,t} + S_{j,f,t}) \geq \gamma^T \sigma^2 - \eta(1 - Y_{j,f,t}) \quad \forall j, f, t$$

(7)

where $\eta$ is a sufficiently large number to make (7) hold whenever $Y_{j,f,t} = 0$, regardless of the schedule and power allocation. It is not hard to show that $\eta = \tilde{\gamma}^T(NP_{\text{max}} + \sigma^2)$ is sufficient.

3) **SCHEDULING CONSTRAINTS**

Let $X \in \{0, 1\}^{N \times F \times T}$ be the scheduling matrix defined as

$$X_{i,f,t} \overset{\triangle}{=} \begin{cases} 1, & \text{VUE } i \text{ is scheduled in RB } (f,t) \\ 0, & \text{otherwise} \end{cases}$$

(8)

We limit a VUE scheduling to at most one RB in a timeslot, since scheduling in multiple RBs in a timeslot reduces available transmit power in an RB, and spreads interference across multiple RBs. Hence we add the following constraint,

$$\sum_{f=1}^{F} X_{i,f,t} \leq 1 \quad \forall i, t.$$  

(9)

Recall that VUE $j$ is interested in decoding packets from the VUEs in the set $\mathcal{T}_i$. If we set $Y_{j,f,t} = 1$, we want the SINR for receiver VUE $j$ in RB $(f,t)$ to be above $\gamma^T$ for a transmitter VUE in $\mathcal{T}_j$. It then makes sense to not to allow more than one...
VUE in \( T_j \) to transmit in RB \((f, t)\), which is enforced by the following constraint,

\[
\sum_{i \in T_j} X_{i,f,t} \leq 1 + N(1 - Y_{i,f,t}) \quad \forall j, f, t.
\]

(10)

Note that the above constraint is always satisfied when \( Y_{i,f,t} = 0 \), since \( |T_j| \leq N \). However, when \( Y_{i,f,t} = 1 \) then (10) implies that at most one VUE in \( T_j \) can transmit in RB \((f, t)\) and CCI can therefore only be due to VUEs in the set \( N \setminus T_j \), a fact that is used in (12) below.

4) COMPUTATION OF \( S_{j,f,t} \) AND \( I_{j,f,t} \)

It follows from the scheduling constraints (9) and (10) that the desired signal power \( S_{j,f,t} \) and interference power \( I_{j,f,t} \) needed in the SINR constraint (7) can be computed as

\[
S_{j,f,t} = \sum_{i \in T_j} X_{i,f,t} P_{i,t} H_{i,j},
\]

(11)

\[
I_{j,f,t} = \sum_{k \in N \setminus T_j} X_{k,f,t} P_{k,t} H_{k,j} + \sum_{f' \neq f} \sum_{k \in N} A_{f',f} X_{k,f',t} P_{k,t} H_{k,j}.
\]

(12)

Note that the first term in (12) is CCI from VUEs not in \( T_j \) and that the second term is ACI from all transmitting VUEs.

B. PROBLEM FORMULATION

A link is defined as a transmitter-receiver pair \((i, j)\), and we say that the link \((i, j)\) is successful if at least one transmission from VUE \( i \) to VUE \( j \) is successful during the scheduling interval, i.e., that the SINR condition (5) is satisfied for at least one RB \((f, t)\) where \( f \in \{1, 2, \ldots, F\} \) and \( t \in \{1, 2, \ldots, T\} \). We introduce the matrix \( Z \in \{0, 1\}^{N \times N} \), where, for all \( i, j \),

\[
Z_{i,j} = \min\{1, \sum_{t=1}^{T} \sum_{f=1}^{F} X_{i,f,t} Y_{j,f,t}\}
\]

(13)

\[
= \begin{cases} 
1, & \text{link } (i, j) \text{ is successful} \\
0, & \text{otherwise} 
\end{cases}
\]

(14)

where the minimum in (13) is required to not to count successful links between VUE \( i \) and VUE \( j \) more than once.

The overall goal is to maximize the number of connected VUE pairs, i.e., to maximize the objective function

\[
J(X, Y, P) = \sum_{i=1}^{N} \sum_{j 
eq i}^{N} Z_{i,j}
\]

(15)

subject to the constraints (10), (9), (2), (7), and (13). However, since \( J \) is nonlinear with respect to the binary matrices \( X \) and \( Y \), direct optimization of \( J \) is cumbersome. We therefore formulate an equivalent optimization problem which is simpler to solve. To this end, let us define two auxiliary matrices \( V \in \mathbb{R}^{N \times N \times F \times T} \) and \( W \in \mathbb{R}^{N \times N} \), where, for all \( i, j \),

\[
V_{i,j,f,t} \in \{v \in \mathbb{R} : v \leq X_{i,f,t}, v \leq Y_{j,f,t}\},
\]

(16)

\[
W_{i,j} \in \{w \in \mathbb{R} : w \leq 1, w \leq \sum_{i=1}^{N} \sum_{j=1}^{N} V_{i,j,f,t}\}.
\]

(17)

Now, for any fixed \( X, Y \), it follows from (16) that

\[
V_{i,j,f,t}^* = \max V_{i,j,f,t} = \min\{X_{i,f,t}, Y_{j,f,t}\} = X_{i,f,t} Y_{j,f,t}.
\]

(18)

The last equality in the above equation follows from the fact that both \( X_{i,f,t} \) and \( Y_{j,f,t} \) are Boolean. Moreover, it follows from (17) and (13) that if \( V_{i,j,f,t} = V_{i,j,f,t}^* \), then

\[
\max W_{i,j} = \min\{1, \sum_{i=1}^{N} \sum_{j=1}^{N} V_{i,j,f,t}^*\} = Z_{i,j}.
\]

(19)

Hence, for any fixed \( X, Y, P \) we can compute \( J(X, Y, P) \) as the optimal value of objective of

\[
J(X, Y, P) = \max_{V, W} \sum_{i=1}^{N} \sum_{j=1}^{N} W_{i,j}
\]

(20a)

subject to (16), (17)

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} V_{i,j,f,t} \quad \forall i, j
\]

(21c)

\[
W_{i,j} \leq 1 \quad \forall i, j
\]

(21d)

\[
V_{i,j,f,t} \leq X_{i,f,t} \quad \forall i, j, f, t
\]

(21e)

\[
V_{i,j,f,t} \leq Y_{j,f,t} \quad \forall i, j, f, t
\]

(21f)

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} V_{i,j,f,t} \leq 1 + N(1 - Y_{j,f,t}) \quad \forall j, f, t
\]

(21g)

\[
\sum_{f=1}^{F} \sum_{i=1}^{N} X_{i,f,t} \leq 1 \quad \forall i, t
\]

(21h)

\[
0 \leq P_{i,t} \leq P_{\max} \quad \forall i, t
\]

(21i)

\[
X, Y \in \{0, 1\}^{N \times N \times F \times T}
\]

(21j)

\[
P \in \mathbb{R}^{N \times T}
\]

(21k)

\[
V \in \mathbb{R}^{N \times N \times F \times T}
\]

(21l)

\[
W \in \mathbb{R}^{N \times N}
\]

(21m)

Here are some of the key observations regarding the above problem formulation:
(i) We see that the problem (21) has linear objective and linear constraints except the constraint (21b), which is quadratic. We call such a problem an MIQCP problem. Moreover, the problem (21) is nonconvex even after relaxing the Boolean constrains for \( X \) and \( Y \) as proved in Appendix B. Since there are \( 2NT \) Boolean variables and \( (NT + N^2FT + N^2) \) continuous variables in our power control problem formulation, we see that the worst-case computational complexity is \( O((NT + N^2FT + N^2)^{2NFT}) \). The complexity \( 2^{2NFT} \) is due to fixing \( 2NFT \) Boolean variables, and the complexity \( \log(NT + N^2FT + N^2) \) is for solving each of the resulting linear programming (LP) problem using an interior point method [31].

(ii) The problem formulation (21) can be translated into a scheduling alone problem by fixing all power values \( P_{i,t} \). The resulting problem is a BLP problem, with worst case computational complexity \( O((NT + N^2FT + N^2)^{2NFT}) \).

(iii) The problem formulation (21) can be translated into a power control alone problem for an arbitrary scheduling matrix \( X \). That is, we fix the scheduling matrix \( X \) and optimize over \( P \) with the following modified objective function,

\[
\max_{P, Y, V, W} \sum_{i=1}^{N} \sum_{j \in \mathcal{R}_i} W_{i,j} - \beta \sum_{i=1}^{T} \sum_{t=1}^{N} P_{i,t}, \tag{22}
\]

where \( \beta \) is the weight of the total power consumption in the objective, in order to achieve our secondary goal of minimizing the total power consumption. We note that if \( \beta \leq 1/(NTP^\text{max}) \), then the sum power minimization does not affect our primary objective of maximizing the total number of successful links. Furthermore, we can change constraint (21c) to \( W_{i,j} \leq \sum_{(f,t) \in \mathcal{R}_i, j=1} Y_{j,f,t} \), thereby avoiding the need for variable \( V \). Observe that the problem of finding the optimal power values is NP-hard as proved in [11, Lemma 1], and the worst-case computational complexity is \( O((N^2 + NT)^{2NFT}) \).

(iv) The problem formulation (21) allows for full-duplex communication, i.e., a VUE can simultaneously transmit and receive. However, half-duplex communication can be enforced by adding the following constraint,\(^1\)

\[
Y_{i,j,f',t} \leq (1 - X_{j,f',t}) \quad \forall i, j, f, f', t \tag{23}
\]

(v) The optimization problem in (21) can be reformulated to maximize the minimum number of successful links

\[^1\text{High values of self-interference channel gain (i.e., diagonal values of matrix } H \text{), effectively force the solution to be half-duplex. However, this could cause numerical issues for the solver. Therefore, if half-duplex communication is desired, using constraint (23) and setting the self-interference channel power gain values to zero, (i.e., } H_{i,j} = 0 \forall i \text{) is highly recommended due to numerical issues.}\]

FIGURE 4. Example of scheduling 8 VUEs in 6 × 3 RBs. VUEs are placed on a convoy with inter vehicular distance 48.6 m. (a) BIS \((w = 1)\). (b) BIS \((w = 2)\). (c) Heuristic scheduling. (d) Optimal scheduling.

for a VUE, instead of the total number of successful links. By doing this, at least \( L^* \) links are guaranteed to be successful for any VUE. This is done by changing the objective function in (21a) to

\[
L^* = \max_{P, X, Y, V, W, L} L \tag{24}
\]

and adding an extra constraint,

\[
\sum_{j=1}^{N} Z_{i,j} \geq L \quad \forall i \tag{25}
\]

(vi) Furthermore, we note that the problem formulation in (21) can also be used for unicast communication by setting \( \mathcal{R}_i \) to a singleton set containing the intended receiver of VUE \( i \), for all \( i \in \mathcal{N} \). This way, we are reducing the number of constraints in the problem and, therefore, also the computational complexity.

IV. SCHEDULING ALGORITHMS

For the scheduling problem, without considering any power control, we set the transmit power of all VUEs to \( P \), where, \( 0 \leq P \leq P^\text{max} \). For the sake of scheduling all available RBs, we define VUE 0 as a dummy VUE with zero transmit power. Hence, scheduling VUE 0 to an RB indicate that no VUE is scheduled in that RB.

Let us define the matrix \( U \in \{0, 1, \ldots, N\}^{F \times T} \) to represent scheduled VUEs in an \( F \times T \) RBs matrix. That is, \( U_{f,t} \) is the VUE index scheduled in RB \( (f, t) \). Fundamentally, scheduling is the process of allocating VUEs in available RBs, which is equivalent to populating the \( U \) matrix with appropriate VUE indices, as illustrated in Fig. 4. Once we
We note that which results in ACI. To reduce the ACI problem, we strive timeslots, which removes all ACI and CCI interferences. otherwise; we can simply schedule the VUEs in separate timeslots, i.e., maximizes scheduling decision is taken in a greedy fashion. That is, the two cases

\[ f' = \Pi(f, w) \]

Now we explain the block interleaver \( \Pi \) used to permute \( f \). Our block interleaver is same as the one specified in 3GPP [25, section 5.1.4.2.1]. We define \( f' = \Pi(f, w) \) as the output \( f' \) of a block interleaver with width \( w \in \mathbb{N} \) and input vector \( f \). The block interleaver writes \( f \) row-wise in a matrix with width \( w \), padding with zeros if necessary, then reads \( f' \) from the matrix column-wise ignoring zeros. Observe that if \( w = 1 \), then the block interleaver output is same as the input, i.e., \( f' = f \). The width of the block interleaver \( w \) is an input to this algorithm.

As an example, when \( N = 8, F = 6, T = 3, w = 1 \), we compute \( f' = f = [1, 4, 6] \), and schedule VUEs accordingly as shown in Fig. 4(a). Similarly, Fig. 4(b) shows the result when \( w = 2 \) and the computed \( f' = [1, 6, 4] \).

We present the results for various values of \( w \) in Section VII-B.

Now let us treat the case when \( N > FT \). One way to handle this case is to schedule only \( \tilde{N} \leq FT \) of the \( N \) VUEs. For BIS, we put the selected VUEs in the vector \( n \in \{1, 2, \ldots, N\}^{\tilde{N}} \), where

\[ n_k = 1 + \left( (k-1) \frac{N-1}{N-1} \right), \quad k = 1, 2, \ldots, \tilde{N}. \tag{29} \]

Algorithm 1: Block Interleaver Scheduler (BIS)

Input: \( \{N, F, T, w\} \)

Output: \( X \)

1: \( \tilde{N} = \min([NT/2], N, FT) \)

2: \( \tilde{F} = \lfloor \tilde{N}/T \rfloor \)

3: Compute \( f \) and \( n \) from (27) and (29)

4: \( f' = \Pi(f, w) \)

5: \( U = \text{filling in the rows of } U \)

6: \( k = 1 \)

7: for \( l = 1 : |f| \) do

8: \( f'_l = f'_l \)

9: for \( t = 1 : T \) do

10: if \( k \leq |n| \) then

11: \( U_{f'_l,t} = n_k \)

12: \( k = k + 1 \)

13: end if

14: end for

15: end for

16: Compute \( X \) from \( U \) using (26)

\( X_{i,f,t} = \begin{cases} 1, & \text{if } U_{f,t} = i \\ 0, & \text{otherwise} \end{cases} \quad \text{for } k = 1, 2, \ldots, \tilde{F}. \tag{26} \)

A. BLOCK INTERLEAVER SCHEDULER (BIS)

The algorithm is summarized in Algorithm 1. The approach here is to insert each VUE index exactly once in \( U \). Clearly, this is impossible if \( N > FT \), i.e., when there are more VUEs than available RBs. For the time being, we assume that \( N \leq FT \) and treat the \( N > FT \) case later in this Section. Moreover, we assume that \( N > T \), since the scheduling problem is trivial otherwise; we can simply schedule the VUEs in separate timeslots, which removes all ACI and CCI interferences.

If \( N > T \), then we need to multiplex VUEs in frequency, which results in ACI. To reduce the ACI problem, we strive to use as few frequency slots as possible and to space the frequency slots as far apart as possible. Since \( T \) VUEs can be scheduled per frequency slot, the smallest required number of frequency slots is \( \tilde{F} = \lfloor N/T \rfloor \). Clearly, \( \tilde{F} \leq F \), since we assume that \( N \leq FT \). The selected frequency slots are put in the vector \( f \in \{1, 2, \ldots, F\}^{\tilde{F}} \). For BIS, we use the frequency slots

\[ f_k = 1 + \left( (k-1) \frac{F - 1}{F - 1} \right), \quad k = 1, 2, \ldots, \tilde{F}. \tag{27} \]

We note that \( f_1 < f_2 < \cdots < f_{\tilde{F}} = F \), and it can be shown that (27) maximizes the minimum distance between any two consecutive frequency slots, i.e., maximizes

\[ \min_{l \in \{1, 2, \ldots, \tilde{F} - 1\}} |f_{l+1} - f_l|. \tag{28} \]

We initialize \( U = \text{filling in the rows of } U \). Then, given \( f \), BIS starts by filling the rows of \( U \) in the natural way, i.e., row \( f_1 \) with VUE indices 1, 2, \ldots, \( T \), row \( f_2 \) with indices \( T + 1, T + 2, \ldots, 2T \), and so on. To (possibly) improve the scheduler, the nonzero rows of \( U \) are then permuted with a block interleaver \( \Pi \); which is equivalent to permuting \( f \) with the block interleaver \( \Pi \) before filling in the rows of \( U \).

We note that if \( N = 1 \), then we need to multiplex VUEs in frequency, i.e., maximizes scheduling decision is taken in a greedy fashion. That is, the two cases

\[ f' = \Pi(f, w) \]

Now we explain the block interleaver \( \Pi \) used to permute \( f \). Our block interleaver is same as the one specified in 3GPP [25, section 5.1.4.2.1]. We define \( f' = \Pi(f, w) \) as the output \( f' \) of a block interleaver with width \( w \in \mathbb{N} \) and input vector \( f \). The block interleaver writes \( f \) row-wise in a matrix with width \( w \), padding with zeros if necessary, then reads \( f' \) from the matrix column-wise ignoring zeros. Observe that if \( w = 1 \), then the block interleaver output is same as the input, i.e., \( f' = f \). The width of the block interleaver \( w \) is an input to this algorithm.

As an example, when \( N = 8, F = 6, T = 3, w = 1 \), we compute \( f' = f = [1, 4, 6] \), and schedule VUEs accordingly as shown in Fig. 4(a). Similarly, Fig. 4(b) shows the result when \( w = 2 \) and the computed \( f' = [1, 6, 4] \).

We present the results for various values of \( w \) in Section VII-B.

Now let us treat the case when \( N > FT \). One way to handle this case is to schedule only \( \tilde{N} \leq FT \) of the \( N \) VUEs. For BIS, we put the selected VUEs in the vector \( n \in \{1, 2, \ldots, N\}^{\tilde{N}} \), where

\[ n_k = 1 + \left( (k-1) \frac{N-1}{N-1} \right), \quad k = 1, 2, \ldots, \tilde{N}. \tag{29} \]

We note that if \( \tilde{N} = N \), then \( n = \{1, 2, \ldots, N\} \). Hence, the two cases \( N \leq FT \) and \( N > FT \) can be unified by letting \( \tilde{N} = \min(N, FT) \) and \( \tilde{F} = \lfloor N/T \rfloor \).

However, if \( T = 1 \), then it is never advantageous to schedule more than \( \lfloor N/2 \rfloor \) VUEs in the half-duplex case. To understand why, we note that since we have \( \tilde{N} \) transmitters and \( N-\tilde{N} \) receivers, the maximum number of successful links we can ever hope for is \( \tilde{N}(N-\tilde{N}) = (\lfloor N/2 \rfloor)^2 - (\tilde{N}-\lfloor N/2 \rfloor)^2 \), which is maximized when \( \tilde{N} = \min(\lfloor N/2 \rfloor, F) \). Scheduling more than \( \lfloor N/2 \rfloor \) VUEs does not increase the number of possible links (due to half-duplex criteria), but increase ACI. The final, unifying, calculation of \( \tilde{N} \) in Algorithm 1 is therefore \( \tilde{N} = \min(\lfloor TN/2 \rfloor, N, FT) \) and \( \tilde{F} = \lfloor N/T \rfloor \), which covers all cases of \( N, F, \) and \( T \).

B. HEURISTIC SCHEDULING ALGORITHM

The approach taken here is to loop through all RBs and schedule either a real or dummy VUE to each RB. The scheduling decision is taken in a greedy fashion. That is, we strive to schedule the best possible VUE to the RB under the assumption that the schedule for all previous RBs is fixed. The resulting schedule can schedule a VUE, zero, one, or multiple times, as opposed to BIS, which schedules all real VUEs exactly once (if there are enough RBs, \( FT \geq N \) and \( T > 1 \)).

The heuristic algorithm is executed in two steps: 1) Determine the RB scheduling order, 2) Use this order to sequentially visit the RBs and schedule VUEs.
Algorithm 2.1 Computation of Scheduling Order $f$

Input: $\{F, A\}$

Output: $f$

1: $f_1 = 1$
2: $\mathcal{F} = \{2, 3, \ldots, F\}$
3: for $l = 2 : F$ do
4: \begin{align*}
    & \mathcal{G} = \arg \min_{f \in \mathcal{F}} \sum_{l' = 1}^{l-1} A_{f_{l'}, f}
    \\
    & f_l = \max \left\{ \arg \max_{f \in \mathcal{G}} \sum_{l' = 1}^{l-1} |f - f_{l'}| \right\}
    \\
    & \mathcal{F} = \mathcal{F} \setminus f_l
    \\
4: end for

Now we explain the first step, i.e., the procedure to compute the scheduling order $f$ for frequency slots. We note that $f$ is a permutation of $\{1, 2, \ldots, F\}$, which can be chosen in $F!$ possible ways. We compute $f$ using a greedy algorithm as shown in Algorithm 2.1. That is, while constructing $f$, our priority is to spread out the consecutive scheduling frequency slots in order to minimize the received ACI. Therefore, in each iteration, we are scheduling a frequency slot with minimum received ACI from all the scheduled frequency slots. Therefore, we always start scheduling from the first frequency slot, i.e., $f_1 = 1$, then we find out the next frequency slot $f_2$ as the unscheduled frequency slot with minimum received ACI from $f_1$. We repeat this process until all frequency slots are chosen. Finding the frequency slot with minimum received ACI from all the scheduled frequency slots is actually impossible, since we do not know yet which VUE is going to be scheduled in the RBs and its transmit power. Therefore, we compute the ACI in an unscheduled frequency slot by assuming unit transmit power and unit channel gain from all interferers. If there are multiple unscheduled frequency slots with the same minimum affected ACI, then the frequency slot having maximum average distance from all the scheduled frequency slots is chosen. If there is still a tie, then the max value is chosen as shown in Algorithm 2.1, line 5. This way, $f_2 = F$ is ensured for a typical ACIR model.

Next we explain the second step, i.e., finding out the VUE to schedule in an RB. The algorithm is shown in Algorithm 2.2. Given an RB to schedule, first we compute the total number of successful links upon scheduling each VUE in the chosen RB, then we pick the VUE which would maximize this quantity. Observe that VUE 0 (the dummy VUE in the chosen RB, we then pick the VUE which would maximize this quantity. Observe that VUE 0 (the dummy VUE) can be scheduled to an RB, which, of course, means that no real VUE is scheduled. Counting the number of $for$ loops and the operations on lines 11 and 12 in Algorithm 2.2, we see that the heuristic scheduling is a polynomial time algorithm with the worst case computational complexity $O(\text{NFT}(FT + N^2))$.

The result of the scheduling when $N = 8$, $F = 6$, and $T = 3$, is shown in Fig. 4(c), when VUEs are placed on a one lane road, with equal distances $d_{avg}$ (refer to Table 2) to the neighboring VUEs, and by assuming zero shadow loss. Note that in this example VUE 4 is scheduled twice.

V. HEURISTIC POWER CONTROL

Since the exponentially increasing worst-case complexity of optimal power control is problematic in practice for large networks, we propose a heuristic power control algorithm which has polynomial time computational complexity. The proposed heuristic power control algorithm is an extension of our previous work on power control [11] and the work of Wang et al. [32]. All those previous works assumes $T = 1$, whereas our proposed algorithm finds a power control solution for any value of $T$. The algorithm is described in Algorithm 3.

The SINR $\Upsilon_{i,j,t}$ of a link $(i,j)$ during the timeslot $t$ is computed as follows,

$$
\Upsilon_{i,j,t} = \frac{\sum_{f=1}^{F} X_{i,f,t} P_{i,t} H_{i,j}}{\sigma^2 + \sum_{f=1}^{F} \sum_{f'=1}^{F} X_{i,f,t} A_{f'} X_{j,f',t} P_{k,t} H_{k,j}}.
$$

The derivation of the above equation is explained in Appendix A. A link $(i,j)$ is successful if and only if its SINR is greater than or equals to $\gamma^T$ on any timeslot, i.e., $\Upsilon_{i,j,t} \geq \gamma^T$ for any $t \in \{1, 2, \ldots, T\}$. Our goal is to find the optimal transmit power value for each VUE in each timeslot in order to maximize the total number of successful links. The algorithm is an iterative algorithm involving two steps in each iteration. Since it may not be possible to ensure success for all links, our first step is to find the set of candidate links

Algorithm 2.2 Heuristic Scheduling Algorithm

Input: $\{N, F, T, H, A, P, \gamma^T, \sigma^2\}$

Output: $X$

1: $X = 0^{N \times F \times T}$, $U = 0^{F \times T}$
2: Compute $f$ using Algorithm 2.1
3: // Schedule RBs in the order specified by $f$
4: for $l = 1 : F$ do
5: \begin{align*}
    & f = f_l
    \\
4: end for
6: for $t = 1 : T$ do
7: \begin{align*}
    & // Schedule VUE in RB $(f, t)$
    \\
6: end for
8: for $i = 0 : N$ do
9: \begin{align*}
    & U_{f,t} = i
    \\
8: end for
10: \begin{align*}
    & \text{Compute } X \text{ from } U \text{ using (26)}
    \\
10: end for
11: \begin{align*}
    & \text{Compute } Z \text{ for } X \text{ using (13)}
    \\
11: end for
12: \begin{align*}
    & s_l = \sum_{m=1}^{N} \sum_{j \in R_{m,j}} Z_{m,j}
    \\
12: end for
13: for $i = 0 : N$ do
14: \begin{align*}
    & U_{f,t} = \arg \max_{s_i}
    \\
13: end for
15: \begin{align*}
    & \text{Compute } X \text{ from } U \text{ using (26)}
    \\
15: end for
The second step is to compute the power values $P_{i,t}$ for all VUEs in all timeslots in order to maximize the number of successful links in $L$. Therefore, we update both $L$ and $P_{i,t}$ $\forall i,t$ in each iteration. We terminate the algorithm, when we observe that all the links in $L$ are achieving the SINR target $\gamma^T$

Now we explain the first step, i.e., the computation of $L$ on each iteration. In the first iteration, we initialize $L$ to the set of all links, and in the subsequent iterations we remove some of the links from $L$, thereby making $L$ a nonincreasing set over iterations. We initialize all VUEs transmit power to $P^{\text{init}}$, i.e., $P_{i,t} = P^{\text{init}} \forall i,t$. We then define the variable $\bar{P}_{i,j,t}$ as the required transmit power of VUE $i$ during the timeslot $t$ in an iteration, so that the link $(i,j)$ would be successful in the next iteration, under the assumption that the interference remains constant. The value of $\bar{P}_{i,j,t}$ is computed in each iteration as shown in Algorithm 3, line 8. If the required power for a link $(i,j)$ is more than $P^{\text{max}}$, i.e., $\bar{P}_{i,j,t} > P^{\text{max}} \forall t$, then the link $(i,j)$ is declared as a broken link. The set of broken links $B$ in an iteration is computed in Algorithm 3, line 9. We find out repeatedly broken links over many iterations and remove them from the set $L$ (line 16).

In order to find the repeatedly broken links, a counter $C_{i,j}$ is set to count the number of iterations at which the link $(i,j)$ gets broken. We remove the link $(i,j)$ from $L$ once $C_{i,j}$ reaches above a threshold $C^{\text{max}}$, i.e., $C_{i,j} > C^{\text{max}}$. We observe that, the algorithm shows improved performance as we increase $C^{\text{max}}$. However, higher values of $C^{\text{max}}$ increases computational complexity due to more number of iterations. Moreover, the initial transmit power $P^{\text{init}}$ plays a crucial role in this algorithm. A higher value of $P^{\text{init}}$ leads to more number of broken links in the first iteration itself, meanwhile lower values lead to a slow convergence of the algorithm. By simulations, we observe that $P^{\text{init}} = P^{\text{max}}/10$ is a reasonable value for $P^{\text{init}}$.

Next we explain the second step, i.e., the computation of power values $P_{i,t}$ $\forall i,t$, in each iteration. We compute the power values of each VUE independently. In the following, we therefore explain the power value computation of an arbitrary VUE $i$ for all timeslots $t \in \{1, 2, \ldots, T\}$. Let us define the set $\bar{R}_i$ as the set of intended receivers in $L \setminus B$ for the transmitting VUE $i$, as computed in Algorithm 3, line 13. Our goal is to make the received SINR of all the links from VUE $i$ to VUEs in $\bar{R}_i$ equal to or greater than $\gamma^T$ in the next iteration, i.e., $\bar{Y}_{i,j,t} \geq \gamma^T \forall j \in \bar{R}_i$. Therefore, we compute $P_{i,t} \forall t$, such that the SINR values of all the links in $L \setminus B$ are greater or equal to $\gamma^T$ on at least one of the timeslots in the next iteration, under the assumption that the interference remains constant.

Furthermore, in order to minimize the interference to other links, we would consider allocating power to a VUE in as few number of timeslots as possible. Therefore, the power allocation to VUE $i$ involves two steps. The first step is to decide the optimal timeslot $t^*$ to allocate power, and the second step is to compute the power value for the chosen timeslot $t^*$. We compute $t^*$ as the timeslot at which VUE $i$ can serve the maximum number of intended receivers in $\bar{R}_i$. For this purpose, we first compute $K_t$ as the set of transmit powers for VUE $i$ that are required to serve the receivers in $\bar{R}_i$ and do not exceed $P^{\text{max}}$, as shown in Algorithm 3, line 18. Clearly, the cardinality of this set, i.e., $|K_t|$, is the number of receivers that can be served during timeslot $t$ in the next iteration. Therefore, $t^*$ is computed as the timeslot that maximizes $|K_t|$ (i.e., $t^* = \arg \max_t |K_t|$), and ties are broken arbitrarily.

We compute the power value $P_{i,t^*}$, as the maximum value in $K_{t^*}$ (which is less than $P^{\text{max}}$), as shown in Algorithm 3, line 20. Then we compute the set of receivers $\bar{R}_{t^*}$ which are served by the allocated power $P_{i,t^*}$, and remove those from $\bar{R}_i$, thereby making the set $\bar{R}_i$ as the set of VUEs not yet served. We repeat these two steps until the allocated transmit power $P_{i,t^*}$ is greater or equal to the required transmit power $\bar{P}_{i,j,t^*}$ on at least one of the timeslots $t$, for all receivers in $\bar{R}_i$.

**Algorithm 3 Heuristic Power Control**

**Input:** $\{N, F, T, P^{\text{init}}, P^{\text{max}}, X, H, A, \gamma^T, \sigma^2\}$

**Output:** $P$

1. $P_{i,t} = P^{\text{init}} \quad \forall i,t$
2. $C = 0^{N \times N}$
3. // set of candidate links
4. $L = \{(i,j): \sum_{t=1}^{T} X_{i,f,t} > 0, j \in \bar{R}_i\}$
5. // scheduled time-slots for VUE $i$
6. $\bar{T}_i = \{t: \sum_{f=1}^{F} X_{i,f,t} > 0\} \forall i$
7. Compute SINR $\bar{Y}_{i,j,t} \quad \forall i,j,t$ using (30)
8. // Compute the required power and broken links $B$
9. $B = \{(i,j): \bar{P}_{i,j,t} > P^{\text{max}} \quad \forall t \in \bar{T}_i\}$
10. // Increment $C_{i,j}$ and update $L$
11. $C_{i,j} = C_{i,j} + 1 \quad \forall (i,j) \in B$
12. $L = L \setminus \{(i,j): C_{i,j} > C^{\text{max}}\}$
13. $\bar{R}_i = \{j: (i,j) \in L \setminus B\} \forall i$
14. // Compute power values
15. $P_{i,t} = 0 \quad \forall i,t$
16. for $i = 1:N$ do
17. while $\bar{R}_i \neq \emptyset$ do
18. $K_t = \{\bar{P}_{i,j,t}: \bar{P}_{i,j,t} \leq P^{\text{max}}, j \in \bar{R}_i\} \forall t \in \bar{T}_i$
19. $t^* = \arg \max_{t \in \bar{T}_i} |K_t|$
20. $P_{i,t^*} = \max_{t \in \bar{T}_i} |K_t|$
21. $\bar{R}_{t^*} = \{j: P_{i,t^*} \geq \bar{P}_{i,j,t^*}\}$
22. $\bar{R}_i = \bar{R}_i \setminus \bar{R}_{t^*}$
23. end while
24. Compute SINR $\bar{Y}_{i,j,t} \quad \forall i,j,t$ using (30) with updated power values
25. end while
The algorithm is convergent since maximum number of iterations possible in line 6 is $C^{\text{max}} |\mathcal{L}|$ as proved in Lemma 1 in Appendix C. Counting the number of iterations in lines 6, 16, 17 and computation of $\Upsilon_{t,j}$ in algorithm 7, we see that the heuristic power control is a polynomial time algorithm with worst case computational complexity $O(C^{\text{max}}N^6T)$.

VI. COMPUTATIONAL COMPLEXITY AND OVERHEAD OF THE ALGORITHMS

A. COMPUTATIONAL COMPLEXITY

The computational complexity of various algorithms are compared in Table 3. Obviously, the maximum network size that can be handled depends on the computational resources of the centralized controller, and a VUE or a BS can act as a centralized controller. It is worth mentioning that typical self-driving algorithms require high computational capability and large storage [33], and future vehicles will be equipped with powerful processing units and memory [34], therefore, it might not be such a big difference in computational resources between BS and vehicles. However, the exponential computational complexity of finding an optimal solution will be prohibitive for sufficiently large networks. For such large networks, we suggest either to use the proposed heuristic algorithms or to segment the network into smaller networks as discussed in Section IX.

B. NUMERICAL ISSUES IN THE SOLVER

As a practical note, we observe that ACI-aware scheduling and power control problem might be numerically sensitive due to the presence of both large and small coefficients in the constraints. This numerical sensitivity is due to the high dynamic range of ACIR values and V2V channel values, which result in an even higher dynamic range for the ACI values (i.e., the dynamic range of $A_{t,f}H_{t,j}$). This could result in numerical problems, since 1) the solver tolerate small infeasibility, 2) finite-precision arithmetic results in round-off errors. Furthermore, the round-off errors make basic mathematical operations (like addition, multiplication) to lose their associative property. These are some fundamental problems for any optimization solver, and techniques to overcome these are hard and out of scope of this paper. Therefore, quantifying the optimality gap due to numerical sensitivity is not treated in this paper. However, a brute-force search for optimal scheduling for smaller networks show zero optimality gap, which gives us hope (but no proof) that the optimality gap is small for larger networks as well.

C. OVERHEAD OF THE ALGORITHMS

There are mainly three overheads for the algorithms as follows,

1) Measuring CSI: Each VUE has to periodically broadcast a pilot signal to allow the other VUEs to measure the channel gains.

2) Gathering CSI: The centralized controller need to know the CSI (slowly varying channel gain) between any pair of VUEs (i.e., $N(N-1)$ channel gains). Therefore, each VUE needs to periodically report (to the centralized controller) the measured channel values to the other VUEs. If the channel between any pair of VUEs is reciprocal, then the centralized controller requires $N(N-1)/2$ CSI values. Typically large-scale fading varies over distances on the order of $40\lambda$, where $\lambda$ is the wavelength, while small-scale fading varies over the distances on the order of $\lambda/2$ [36]. Therefore, for VUEs travelling at highway speed and communicating in the 6 GHz band, CSI reporting every 10–100 ms should be sufficient.

3) Disseminating schedule and power allocation: The centralized controller has to communicate the schedule and power value to all VUEs before every new scheduling interval.

All the above three types of overhead are applicable for all algorithms considered in this paper, except BIS which does not require CSI.

VII. PERFORMANCE EVALUATION

A. SCENARIO AND PARAMETERS

For the simulation purpose, we consider a platooning scenario, where $N$ VUEs are distributed on a conveyor, as used in the real-time vehicular channel measurements done in [37]. The distance between any two adjacent VUEs, $d$, follows a shifted exponential distribution, with the minimum distance $d_{\text{min}}$ and the average distance $d_{\text{avg}}$ [38]–[41]. That is, the probability density function of $d$ is given as,

$$f(d) = \frac{1}{d_{\text{avg}} - d_{\text{min}}} \exp\left(-\frac{d - d_{\text{min}}}{d_{\text{avg}} - d_{\text{min}}} \right), \quad d \geq d_{\text{min}},$$

(31)

Following the recommendation by 3GPP [42, section A.1.2] for freeway scenario, $d_{\text{avg}}$ is set to 48.6 m, which corresponds to 2.5 seconds for a vehicular speed of 70 km/h. We note that the mobility is less of a concern for the time scale of the problem under study. Typically, the latency requirement is less than 100 ms, over which time the slow CSI (i.e., pathloss and shadowing) typically does not vary significantly, even in a highway speed. Fast channel variations (i.e., small-scale fading) is accounted for in the calculation of $\gamma^T$. That is, $\gamma^T$ is computed from the small-scale fading statistics (not its realizations) and the reliability constraint, see [2, Lemma 1] for details. In other words, there is no need for an explicit mobility model to assess performance of the scheduling and power control algorithms in this paper.

We adopt the channel model from [37], which is a model based on the real-time measurements of V2V links at carrier
We present results for half-duplex communication in this paper. Moreover, for simulation purposes, we use the ACI mask specified for uplink by 3GPP [28], since LTE uplink physical layer is a possible candidate for vehicular communication [1] upon introduction of Cellular-V2X in release 14 of the LTE standard [46]. Simulation results for full-duplex and the SCFDMA ACI model is available in the report [47], but is not presented here due to space constraints.

### TABLE 2. System simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACI/IR model</td>
<td>3GPP mask</td>
</tr>
<tr>
<td>$\gamma^T$</td>
<td>5 dB</td>
</tr>
<tr>
<td>$P^\text{max}$</td>
<td>24 dBm</td>
</tr>
<tr>
<td>$P^\text{min}$</td>
<td>$P^\text{max}/10$</td>
</tr>
<tr>
<td>PL_0</td>
<td>63.3 dB</td>
</tr>
<tr>
<td>$n$</td>
<td>1.77</td>
</tr>
<tr>
<td>$d_0$</td>
<td>10 m</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>3.1 dB</td>
</tr>
<tr>
<td>Penetration Loss</td>
<td>$10 \text{ dB per obstructing VUE}$</td>
</tr>
<tr>
<td>$\sigma_2^2$</td>
<td>$-95.2 \text{ dBm}$</td>
</tr>
<tr>
<td>$d_{\text{avg}}$</td>
<td>48.6 m</td>
</tr>
<tr>
<td>$d_{\text{min}}$</td>
<td>10 m</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$1/(N P^\text{max})$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$\gamma^T (N P^\text{max} + \sigma^2)$</td>
</tr>
<tr>
<td>$C^\text{max}$</td>
<td>100</td>
</tr>
</tbody>
</table>

frequency 5.2 GHz in a highway scenario. We note that the measurements in [37] are consistent with the measurements done in [43]–[45]. The pathloss in dB for a distance $d$ is computed as,

$$ PL(d) = PL_0 + 10n \log_{10}(d/d_0) + X_{\sigma_1} $$

(32)

where $n$ is the pathloss exponent, $PL_0$ is the pathloss at a reference distance $d_0$, and $X_{\sigma_1}$ represents the shadowing effect modeled as a zero-mean Gaussian random variable with standard deviation $\sigma_1$. The values of the channel parameters are taken from [37] (shown in Table 2), which is based upon real-time measurements in a highway scenario. The penetration loss caused by multiple obstructing vehicles has not been fully understood by research community yet. However, the penetration loss caused by a single vehicle has been widely studied. Measurements show that an obstructing truck causes 12–13 dB [4], a bus 15–20 dB [6], a van 20 dB [5], and a car 10 dB [3] penetration loss.

To summarize, there is no widely accepted, measurement-based model for the penetration loss of multiple vehicles available in the literature. For simulations purpose, we therefore simply assume that each blocking vehicle introduce an additional attenuation of 10 dB. The noise variance is $-95.2 \text{ dBm}$ and $P^\text{max}$ is 24 dBm as per 3GPP recommendations [28]. We assume that $d_{\text{min}} = 10 \text{ m}$ and that $\gamma^T = 5 \text{ dB}$ is sufficient for a transmission to be declared as successful (i.e., that the error probability averaged over the small-scale fading is sufficiently small). Additionally, we fix $C^\text{max} = 100$, which is found to be a reasonable value for the heuristic power control algorithm. For the simulation purpose, the set $T_j$ is chosen as the closest $\min(N - 1, FT - 1)$ VUEs to VUE $j$ based on the distance between the VUEs.

We present results for half-duplex communication in this paper. Moreover, for simulation purposes, we use the ACI mask specified for uplink by 3GPP [28], since LTE uplink physical layer is a possible candidate for vehicular communication [1] upon introduction of Cellular-V2X in release 14 of the LTE standard [46]. Simulation results for full-duplex and the SCFDMA ACI model is available in the report [47], but is not presented here due to space constraints.

### B. SIMULATION RESULTS

To measure performance, we use the following metrics

$$ Z_i = \sum_{j \in R_i} Z_{ij}, $$

(33)

$$ \bar{Z}_i = E[Z_i], $$

(34)

$$ \bar{\bar{Z}} = \frac{1}{N} \sum_{i=1}^{N} \bar{Z}_i, $$

(35)

where $Z_i$ is the number of successful links from VUE $i$, when VUE $i$ is transmitting a packet to all VUEs in set $R_i$. The quantity $\bar{Z}_i$ is the expected value of $Z_i$, where the expectation is taken over the random quantities in the experiment, i.e., the inter-VUE distances and shadow fading. Finally, $\bar{\bar{Z}}$ is the number of successful links for a VUE, averaged across all VUEs. In other words, the metric $\bar{\bar{Z}}$ can be interpreted as the average number of receiving VUEs that can decode a packet from a certain VUE. Clearly, we would like to ensure that $\bar{\bar{Z}}$ is sufficiently large to support the application in mind. However, to specify this minimum acceptable value of $\bar{\bar{Z}}$ is out of scope of this paper.

We use Gurobi solver [48] for finding optimal scheduling and optimal power values, as described in ii and iii in Section III-B respectively. However, an optimization toolbox might not return optimal solution due to the fundamental numerical issues as discussed in Section VI-B. Therefore, we refer the solutions provided by the solver as “Optimal scheduling (numerical)” and “Optimal power (numerical),” in Figs. 5–7.

Since the block interleaver width $w$ is an input parameter to BIS, we considered a class of BIS with all possible $w \in \{1, 2, \ldots, F - 1\}$. We present here the results for the optimal $w$ which maximizes $\bar{\bar{Z}}$ under the assumption of equal transmit powers, shown as the blue curves marked with triangles in Fig. 5. The corresponding $w$ for BIS is shown as an extra x label on top of Figs. 5(a)–(c), and we do not vary $w$ with respect to the power control algorithms.

To the best of our knowledge, there is no multicast scheduling algorithm with the objective of maximizing the connectivity in the current literature, even though the routing algorithms in V2V have been widely studies [33], [49]. In [50], authors propose a multicast scheduling algorithm to improve Quality of Services (QoS). As a benchmark, we simulate the proposed algorithm in [50] after modifying the objective function to maximize the connectivity (instead of improving QoS), and plotted as violet curve marked with plus in Figs. 5-6. The proposed scheduling algorithm in [50] is an ACI-unaware algorithm, and performance seems to be comparable with BIS (optimized $w$). However, [50] assumes channel knowledge, whereas BIS does not require any channel information.

In Fig. 5, we present the result for various values of $F$, $T$, $N$, and various scheduling and power control algorithms. In Figs. 5(a)–(c), we present the results for equal power, i.e., when all VUEs transmit with the same power $P$. We know that the performance improves as $P$ increases, since
both the signal power and the interference power are linear functions of $\bar{P}$, thereby making the SINR an increasing function of $\bar{P}$. Therefore, we set $\bar{P} = P_{\text{max}}$. In Fig. 5(a), we plot $\bar{Z}$ by varying $T$ for a fixed $F$ and $N$. The results in Fig. 5(a) clearly show that $\bar{Z}$ is severely limited by ACI when many VUEs must be multiplexed in frequency, i.e., when $T$ is small compared to $N$. This motivates the search for scheduling and power control methods to mitigate the ACI problem in this situation. We also observe that $\bar{Z}$ remains essentially constant for $T \geq 10$ due to limitations by noise power.

One way to limit the effect of ACI would be to increase $F$ (for a fixed $N$ and $T$) to allow for larger spacing of VUEs in frequency. However, the results in Fig. 5(b) show that $\bar{Z}$ is only slowly increasing with $F$. On the other hand, Fig. 5(b) shows that significant gains can be achieved by more advanced scheduling than using a BIS.
Moreover, for a fixed $T$ and $F$, we see in Fig. 5(c) that $\bar{Z}$ is increasing with $N$, at least for the more advanced schedulers. This might be surprising at first sight; however, this effect is not unreasonable, since more receivers become available for each transmission when $N$ increases. In other words, the number of terms in the double sum in (35) increases, which tends to increase $\bar{Z}$. However, the performance flattens out for higher values of $N$ (i.e., $N \geq 20$). This is because as the network size grows, the links between VUEs that are blocked by several other VUEs become noise limited due to the penetration loss of the blocking VUEs. In this case scheduling and power control cannot improve the performance anymore.

As seen in Figs. 5(d)–(i), power control improves performance, but, in general, the gains are marginal for advanced schedulers. The performance gain is more significant for the BIS scheduler compared to the more advanced schedulers. This can be explained by the fact that a suboptimal schedule can be corrected to some degree by power control. Indeed, assigning zero or a very low power to a VUE effectively changes the schedule for that VUE. For instance, that the performance for BIS with $w = 1$ for large $N$ is significantly improved with power control, as seen in Fig. 5(f) and Fig. 5(i).

It is, of course, possible to iterate between scheduling and power control. However, we have observed that this gives only marginal improvement at the price of significantly increased computational complexity. Due to space constraints, detailed results are not presented here.

In Fig. 6(a), we plot CDF of the number of successful links for a VUE, $Z_i$ defined in (33), for fairness comparison between various scheduling algorithms. We observe that, BIS and [50] perform better in terms of fairness than the heuristic scheduling algorithm, in the sense that its corresponding CDF is more steep in Fig. 6(a). In Fig. 6(b), we plot the average number of successful links for each VUE, $\bar{Z}_i$ defined in (34), in a convoy of 20 VUEs. We note that VUEs in the middle of the convoy are able to successfully broadcast their packets to more number of VUEs than the VUEs on the edge of the convoy, which is logical since the VUEs in the middle have more number of close-by neighbors. Moreover, even if BIS ($w = 1$) is more fair, the per-VUE performance is uniformly worse compared to the other algorithms.
Except for the naturally lower $\bar{Z}_i$ for the edge VUEs, all algorithms are seen to be approximately fair.

In Table 3, we summarize the computational complexity of the studied algorithms and the performance for a benchmark case when $N = 20$, $F = 20$, and $T = 2$. We also show the result for optimal scheduling and power control (numerical) upon solving MIQCP problem (21). The result for scheduling algorithms (i.e., first 5 rows in Table 3 are given for the equal power control, and results for the power control algorithms (i.e., $6^{th}$ and $7^{th}$ rows) are given for the scheduling algorithm BIS ($w = 1$). The last column in the table is the performance for all ACI cases, i.e., $A_{f,f'} = 0$, $\forall f \neq f'$. For no ACI case, a non-overlapping scheduling with maximum transmit power for each VUE would yield the best performance. However, due to the half-duplex assumption, careful splitting the VUEs into transmitter and receiver roles in each timeslot yields improved performance. Therefore, the improvement seen by more advanced schedulers in the last column in the table is due to this effect. Also, we note that the optimal joint scheduling and power control can more or less nullify the negative impact of ACI since its performance with and without ACI are comparable. The last column in Table 3 shows the execution time in core-seconds for each algorithm for our implementation in a 16 core machine with Intel 2650v3 processor and 64 GB RAM. However, it should be noted that the execution time is heavily dependent on the computational hardware and software optimization. Hence, the execution time values in Table 3 are only indicative.

It should be stressed that a scheduling and power control method that is only concerned with CCI and ignores ACI would be trivial in the case when full-duplex communication is possible and when $N \leq FT$; scheduling all VUEs in non-overlapping RBs and allocate maximum transmit power $P_{\text{max}}$ to all VUEs would be thought to be optimum since no CCI would occur. For half-duplex, the case is a bit more complicated. If VUE $i$ is scheduled in timeslot $t$, then we should avoid scheduling any other VUEs in $R_i$ in the same timeslot. If this is possible, the schedule is optimal (if ACI can be ignored). Indeed, all schedules in Fig. 4(a) are optimum (if ACI can be ignored) when all VUEs want to communicate with their two closest neighbors on each side. However, we note that ignoring ACI can lead to considerable performance loss, as the case is for the BIS ($w = 1$) scheduler in Fig. 5.

In Fig. 7, we plot the average transmitter power values for various power control algorithms, upon fixing the scheduling algorithm as BIS with $w = 1$. We observe that our proposed heuristic power control algorithm uses less transmit power compared to equal power, and close to the transmit power used by optimal power control.

For detailed results on full-duplex and SCFDMA ACI, interested readers are directed to our report in the archive [47]. We observe that the optimal scheduling algorithm show significant performance improvement for full-duplex communication scenarios when ACIR equals to 3GPP mask. Moreover, the simulation results in the report [47] show that the order of performance for the algorithms is the same as the one presented here, regardless of the ACI model. We also plot the average transmit power values for various scheduling algorithms in [47], and observe the similar trends. Additionally, the MATLAB code used for the simulation is shared on github [51].

VIII. CONCLUSIONS
This paper studies performance of V2V broadcast communication by focusing more upon the scenario where CCI is limited due to the non-overlapping scheduling of VUEs. From the results presented in this paper, which are for half-duplex communication, we can draw the following conclusions.

1) Performance is mainly limited by ACI due to near-far situation in V2V networks when VUEs are multiplexed in frequency.
2) Performance is heavily dependent on scheduling and power allocation.
3) In general, scheduling with fixed and equal transmit powers is more effective in improving performance than subsequent power control.

4) To find a schedule and power allocation to maximize performance can be stated as the nonconvex mixed integer quadratic constrained programming (MIQCP) problem in (21).

5) To find a schedule to maximize performance for a fixed power allocation can be stated as a Boolean linear programming (BLP) problem found by fixing \( P \) to a constant matrix in (21).

6) The heuristic scheduling algorithm for a fixed power allocation defined in Algorithm 2.2 has significantly lower complexity than the BLP program and performs significantly better than the baseline block-interleaver scheduler defined in Algorithm 1.

7) To find a power allocation to maximize performance for a fixed schedule can be stated as an MILP problem found by replacing the objective in (21) with (22) and fixing \( X \).

8) The heuristic power allocation algorithm for a fixed schedule defined in Algorithm 3 achieves similar performance as the solution to the MILP problem, but at a significantly lower computational complexity.

**IX. Future Works**

We note that the scalability is an issue for all the algorithms presented in this paper, since a centralized controller may not exist for a larger network and computing optimal solution becomes hard. One possible approach to reduce the computational complexity is to split the network into smaller networks and do the scheduling and power control for each smaller network independently. The splitting should be done in a “soft” manner to avoid the edge effects. For example, suppose \( N \) VUEs are divided into \( M \) groups and that each group has a centralized controller. We assume that the grouping is done such that VUEs in group \( m \) want to communicate with VUEs found in groups \( m-1, m \) and \( m+1 \) and that transmissions from group \( m \) cause relatively less interference to VUEs in groups \( m \pm 2, m \pm 3, \ldots \) etc. We partition the groups into 3 partitions, i.e., the groups \( \{1, 4, 7, \ldots \} \) is called partition 1, groups \( \{2, 5, 8, \ldots \} \) as partition 2, and groups \( \{3, 6, 9, \ldots \} \) as partition 3. Since interference is limited between the groups within a partition, groups in each partition can reuse resources, e.g., groups \( \{1, 4, 7, \ldots \} \) can reuse the same timeslot. However, since there can be interference between partitions, we use time-division multiplexing to separate partitions, e.g., the VUEs in partition 1 are scheduled in timeslots \( \{1, 3, 5, \ldots \} \), partition 2 VUEs in timeslots \( \{2, 4, 6, \ldots \} \), etc. This way, inter-partition interference (CCI and ACI) is avoided. The analysis of this scheme is not done yet, but will be presented in a future publication.

Additional future works would involve devising scheduling and power control algorithms for V2V communication networks in a decentralized manner (i.e., without a centralized controller), and to address the numerical sensitivity issues. A study upon the sensitivity of the parameters and the possibilities for multihop communication are also topics for future works.

**APPENDIX A**

**Joint Scheduling and Power Control Problem Formulation by Focusing on Transmitter-Receiver Links**

Let us define \( \Upsilon \in \mathbb{R}^{N \times N \times T} \) with \( \Upsilon_{i,j,t} \) being the SINR during timeslot \( t \) for the link from VUE \( i \) to VUE \( j \), i.e., transmitter-receiver link \((i,j)\). The value of \( \Upsilon_{i,j,t} \) can be computed as follows,

\[
\Upsilon_{i,j,t} = \frac{\sum_{f=1}^{F} X_{i,f,t} P_{i,t} H_{i,j}}{\sigma^2 + \sum_{f=1}^{F} \sum_{f' \neq f}^{F} \sum_{k \neq i}^{N} X_{j,f',t} A_{f',j} X_{k,f',t} P_{k,t} H_{k,j}}
\]

where \( \sigma^2 \) is the noise variance and \( P_{i,t} \) is the transmit power of VUE \( i \) during timeslot \( t \).

Now we explain each component of (36). Observe that \( X_{i,f,t} P_{i,t} H_{i,j} \) in the numerator is the received signal power for the link \((i,j)\) on RB \((f,t)\), therefore, \( \sum_{f} X_{i,f,t} P_{i,t} H_{i,j} \) is the total received signal power in timeslot \( t \). Similarly \( A_{f,j} X_{k,f',t} P_{k,t} H_{k,j} \) is the interference power received by VUE \( j \) on RB \((f,t)\) from VUE \( k \) when VUE \( k \) is scheduled to transmit on RB \((f',t)\). Similarly, \( X_{i,f,t} A_{f',j} X_{k,f',t} P_{k,t} H_{k,j} \) is the same received interference power if VUE \( i \) is scheduled to transmit in RB \((f',t)\). Therefore, \( \sum_{f} \sum_{f' \neq f}^{F} \sum_{k \neq i}^{N} X_{i,f,t} A_{f',j} X_{k,f',t} P_{k,t} H_{k,j} \) is the total interference power received to the link \((i,j)\) if VUE \( i \) is scheduled to transmit in any of the RBs in timeslot \( t \).

However, translating the constraint for achieving SINR target, i.e., \( \Upsilon_{i,j,t} \geq \gamma^T \), we get the following constraint,

\[
\sum_{f=1}^{F} X_{i,f,t} P_{i,t} H_{i,j} - \gamma^T \sum_{f=1}^{F} \sum_{f' \neq f}^{F} \sum_{k \neq i}^{N} X_{j,f',t} A_{f',j} X_{k,f',t} P_{k,t} H_{k,j} \geq \gamma^T \sigma^2
\]

Observe that the above constraint is more complicated than a quadratic constraint. Moreover, we can simplify the above constraint only up to a Boolean quadratic constraint for a scheduling problem, upon fixing the power values \( P_{i,t} \forall i, t \).

**APPENDIX B**

**Proving the Nonconvexity of (21b)**

Let us represent (21b) as follows,

\[
G(P, X, Y) \leq 0
\]

where \( G(P, X, Y) \) is defined as follows,

\[
G(P, X, Y) = -\sum_{i=1}^{N} X_{i,f,t} P_{i,t} H_{i,j}
\]
We prove the nonconvexity of (21b) by proving that \( G(P, X, Y) \) is nonconvex. We prove this by proving that the Hessian matrix of \( G(P, X, Y) \) is not positive semidefinite, with respect to the two variables \( x = X_{1, f, j} \) and \( y = P_{1, t} \). The Hessian matrix of \( G(P, X, Y) \) with respect to \( x \) and \( y \) is as follows,

\[
\nabla^2 G = \begin{bmatrix}
\frac{\partial^2 G}{\partial x^2} & \frac{\partial^2 G}{\partial x \partial y} \\
\frac{\partial^2 G}{\partial y \partial x} & \frac{\partial^2 G}{\partial y^2}
\end{bmatrix}
\]  

(40)

However, observe that \( \frac{\partial^2 G}{\partial x^2} = \frac{\partial^2 G}{\partial y^2} = 0 \), and \( \frac{\partial^2 G}{\partial x \partial y} = \frac{\partial^2 G}{\partial y \partial x} \) from (39). Therefore, the determinant of the above Hessian matrix is \( \det(\nabla^2 G) = -(\frac{\partial^2 G}{\partial x \partial y})^2 \leq 0 \). Since \( \frac{\partial^2 G}{\partial x \partial y} \neq 0 \) for some \( f, t \), the corresponding determinant of the Hessian matrix is negative. Hence the function \( G(P, X, Y) \) is nonconvex. This concludes the proof.

APPENDIX C

PROVING THE CONVERGENCE OF ALGORITHM 3

Lemma 1: The Algorithm 3 is convergent.

Proof: Observe that the set \( \mathcal{L} \) is nonincreasing on each iteration. When the termination condition (Algorithm 3, line 6) is not satisfied, the set of broken links \( B \) is nonempty. This implies that, the counter \( C_{ij} \) is incremented for some \((i, j) \in \mathcal{L} \) in each iteration. Therefore, the maximum number of iterations possible before the set \( \mathcal{L} \) becomes empty is \( C_{\text{max}} |\mathcal{L}| \). This concludes the proof.


[43] ERIK G. STRÖM (S’93–M’95–SM’01) received the M.S. degree from the Royal Institute of Technology (KTH), Stockholm, Sweden, in 1990, and the Ph.D. degree from the University of Florida, Gainesville, FL, USA, in 1994, both in electrical engineering. He accepted a postdoctoral position with the Department of Signals, Sensors, and Systems, KTH, in 1995. In 1996, he was appointed as an Assistant Professor with KTH. In 1996, he joined the Chalmers University of Technology, Göteborg, Sweden, where he has been a Professor in communication systems, since 2003. He currently heads the Division for Communication and Antenna Systems. He is also the Director of ChaseOn, a Vinnova Competence Center focused on the antenna systems, and leads the competence area Sensors and Communications at the traffic safety center SAFER, which is hosted by Chalmers. His research interests include signal processing and communication theory in general, and constellation labeling, channel estimation, synchronization, multiple access, medium access, multiuser detection, wireless positioning, and vehicular communications in particular. Since 1990, he has acted as a Consultant for the Educational Group for Individual Development, Stockholm, Sweden. He was a member of the Board of the IEEE VT/COM Swedish Chapter (2000–2006). He received the Chalmers Pedagogical Prize, in 1998 and the Chalmers Ph.D. Supervisor of the Year award, in 2009. He is a contributing author and an Associate Editor for Roy. Admiralty Publishers FesGas-series, and was a Co-Guest Editor for the Proceedings of the IEEE Special Issue on Vehicular Communications (2011) and the IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS special issues on Signal Synchronization in Digital Transmission Systems (2001), and the Multiuser Detection for Advanced Communication Systems and Networks (2008).


[47] ANVER HISHAM received the M.Tech. degree in communication systems from IIT Madras, India, in 2010. He is currently pursuing the Ph.D. degree with the Communication Systems Group, Chalmers University of Technology, Gothenburg, Sweden. He was a VLSI Front End Test Engineer with Freescale Semiconductor, India, from 2007 to 2008. From 2010 to 2014, he was a Research Engineer with the Centre of Excellence in Wireless Technology, Chennai, India. His research focuses mainly on scheduling and power control in vehicular communication, integer programming, and convex optimizations. He is also interested in wireless communication simulations and modeling.
FREDRIK BRÅNNSTRÖM (S’98–M’05) received the M.Sc. degree from the Luleå University of Technology, Luleå, Sweden, in 1998, and the Ph.D. degree in communication theory from the Department of Computer Engineering, Chalmers University of Technology, Gothenburg, Sweden, in 2004. From 2004 to 2006, he was a Postdoctoral Researcher with the Department of Signals and Systems, Chalmers University of Technology. From 2006 to 2010, he was a Principal Design Engineer with Quantenna Communications, Inc., Fremont, CA, USA. He is currently a Professor and the Head of the Communication Systems Group, Department of Electrical Engineering, Chalmers University of Technology, Gothenburg. His current research interests include algorithms, resource allocation, synchronization, antenna concepts, and protocol design for vehicular communication systems, as well as different applications of coding. He was a recipient of the 2013 IEEE Communication Theory Workshop Best Poster Award. In 2014, he received the Department of Signals and Systems Best Teacher Award. He has coauthored the papers that received the 2016 and 2017 Best Student Conference Paper and the 2018 Best Student Journal Paper, all awarded by the IEEE Sweden Joint VT-COM-IT Chapter.

LI YAN received the M.S. degree in photonics from the Beijing University of Post and Telecommunications, Beijing, China, in 2013, and the Ph.D. degree in electrical engineering from the Chalmers University of Technology, Gothenburg, Sweden, in 2018. He is currently a Data Scientist with Combitech AB, specialized in machine learning, data mining, natural language processing, and optimization.