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Abstract
For turbulent premixed reacting flow modeled by a simplified transport equation for a reaction progress scalar field, an evolution equation for the displacement speed conditionally averaged on the reaction progress was derived in a recent work. In the current paper this equation is used to analyze the basic problem of propagation of a planar reaction wave in homogeneous isotropic constant-density turbulence using a DNS approach. We examine both the transient process of the initial planar wave being disturbed by turbulence as well as the fully developed wave after all statistics has evolved to a stationary state. The numerical results support the derived equation by showing good match between the left hand side term and the sum of all right hand side terms. The derived equation reveals three effects that cause temporal variation in averaged displacement speed: (i) $T_1$, the isosurface-following rate of change in reaction surface density, (ii) $T_2$, the isosurface-following rate of change due to diffusion, and (iii) $T_3$, a stretch-rate-induced difference between averaged isosurface-following derivative and time derivative of the isosurface averaged value. For a fully developed wave the equation reduces to a constraint of zero sum of the three terms; this is realized by (i) the terms $T_1$ and $T_3$ averaged over all reaction scalar zones stay positive and negative, respectively, and (ii) $T_2$ stays largely positive except in the preheat zone for a highly disturbed reaction wave where it becomes slightly negative. Among the three terms, the diffusion contribution term $T_3$ is found to be largely responsible for early transient variation in averaged displacement speed. For the transient evolution of highly turbulent reaction waves, it is also found that all three terms tend to flip their signs when moving from the preheat zone to the reaction zone.

Introduction
A turbulent premixed flame is often modeled using a reaction progress variable $c$ which is zero and unity on the side of unburned fresh reactant and burned product, respectively. The evolution of $c$ is described by the convection-diffusion-reaction equation

$$\frac{\partial c}{\partial t} + \mathbf{u} \cdot \nabla c = D + W,$$

where $t$, $\mathbf{u}$, $D$, and $W$ denote time, flow velocity vector, diffusion term, and the reaction rate term, respectively. One quantity of particular interest is the displacement speed $S_d$ of the scalar field $c$ relative to the local fluid. The displacement speed is controlled by the combined effect of diffusion and reaction and is defined as

$$S_d \equiv (D + W)/|\nabla c|.$$

In a turbulent reacting flow the displacement speed is defined for any point $(\mathbf{x}, t)$ for which
$0 < c(x, t) < 1$. The displacement speed contains information that characterize the self-propagation of the local reaction wave. Knowing statistical information on the displacement speed can benefit premixed combustion modeling based for example on the level-set (G-equation) formulation [1] or the flame surface density approach for reaction rate closure [2]. Furthermore, the variation of displacement speed across different zones inside the reaction wave can tell about changes in the internal wave structure induced by turbulence and such information can be particularly useful when studying heavily disturbed flames characterized by a large Karlovitz number ($K_a$).

Statistical behavior of the displacement speed has been the topic of a number of studies based on direct numerical simulations (DNS) of various turbulent reacting flows, see [3–6] and references therein. In the literature the displacement speed is often examined by correlating with other quantities characterizing turbulent reacting flow, including local curvature, surface topology, strain rate and alignment characteristics of scalar gradient with principle strain rates. It is also common to decompose the displacement speed into three component contributions due to reaction, diffusion in the normal direction, and diffusion induced by curvature. Particular focus has been put on the probability of finding locally negative displacement speed as well as the sign of the averaged displacement speed. While previous studies that rely on comparing relations in quantities extracted from DNS data do show the potential to contribute to the understanding of turbulence/flame interactions, the mechanism governing the dynamic evolution of displacement speed is still not well understood. This may be attributed to the lack of a quantitative framework describing the evolution of displacement speed that advanced analyses may rely on.

To better understand the self propagation of turbulent reaction waves characterized by the displacement speed, we derived in a recent paper [7] a new evolution equation for $S_d$ conditionally averaged on the reaction progress variable for a simplified reaction wave. Using this equation, Eq. (10) shown below, the temporal evolution of the averaged displacement speed can be attributed to the right hand side (lhs) terms representing different physical effects. Each term in this equation can be numerically extracted from DNS. It was demonstrated in [7] using several DNS cases that the left hand side (lhs) term match well with the sum of all rhs terms even for a highly turbulent case with a Karlovitz number of 390.

The previous paper [7] focused on theoretical aspects of the equation derivation and examination of the equation after the turbulent reaction wave has developed to statistical stationarity. In this work we study the physical interpretation of the equation terms as well as the transient non-equilibrium behavior.

Evolution equation for averaged displacement speed

This section gives a very brief description of the derivation the evolution equation for surface-averaged displacement speed. More details can be found in [7].

For an arbitrary quantity $\phi(x, t)$ an isosurface-following time derivative operator $\partial^* / \partial^* t$ can be defined by

$$\frac{\partial^*}{\partial^* t} \phi \equiv \frac{\partial}{\partial t} \phi + u^* \cdot \nabla \phi.$$  \hspace{1cm} (3)

The composite velocity vector is defined as $u^* \equiv u - n S_d$ with $n \equiv \nabla c / |\nabla c|$ being the normal direction of the local isosurface. Using these definitions, Eq. (1) reduces to $\frac{\partial^*}{\partial^* t} c = 0$, reflecting the fact that $c$ remains constant for any point that follows the isosurface.

In a general reacting flow system characterized by Eq. (1), an instantaneous surface-
average of a quantity $\phi$ conditioned on the isosurface $c(x, t) = \hat{c}$ can be defined [8] as

$$\langle \phi \rangle |_{\hat{c}, t} \equiv \phi |_{\overline{\nabla c}} \delta (c - \hat{c}) / \overline{\nabla c} \delta (c - \hat{c}).$$

(4)

Here, $\hat{c}$ is a reference value of the reaction progress variable on an isosurface, $\delta (c - \hat{c})$ is the Dirac delta function and over-line denotes ensemble and volume averages taken simultaneously, i.e., $\overline{\phi} \equiv \lim_{M \to \infty} \frac{1}{M} \sum_{i=1}^{M} \frac{1}{V} \int_{V(i)} \phi (i) (t, x) \, dx$, where $M$ is the number of realizations in the ensemble and $\phi (i)$ pertains to the $i$-th realization. Note that the Dirac delta function in Eq. (4) can be removed by using the divergence theorem, giving

$$\hat{A}|_{\hat{c}, t} \langle \phi \rangle |_{\hat{c}, t} = \int_{S_{\hat{c}, t}} \phi \, ds.$$  

(5)

Here, $S|_{\hat{c}, t}$ is the isosurface defined by $c(x, t) = \hat{c}$ whose total area is equal to $A|_{\hat{c}, t} \equiv \int_{S|_{\hat{c}, t}} ds$. The long-hat operator over any expression represents the ensemble-averaged value, i.e. $\hat{\phi} \equiv \lim_{M \to \infty} \frac{1}{M} \sum_{i=1}^{M} \phi (i)$. The rate of change of the total area is related to the stretch rate by $\frac{\partial}{\partial t} A|_{\hat{c}, t} = \int_{S|_{\hat{c}, t}} \phi \, ds$ since the stretch rate, defined as $\mathcal{K} \equiv a_{t} - S_{d} \nabla \cdot \mathbf{n}$, is well-known [9, 2] to control the rate of change in the area (ds) of an infinitesimal element of an iso-scalar surface, i.e. $\mathcal{K} = \frac{1}{\partial s/\partial t} \, ds$. Here, $a_{t} \equiv \nabla \cdot \mathbf{n} - n_{j} n_{j} (\partial u_{i} / \partial x_{j})$ is the tangential strain rate. The time derivative of Eq. (5) can now be expanded using the chain rule [10] to yield

$$\frac{\partial \langle \phi \rangle |_{\hat{c}, t}}{\partial t} + \langle \phi \rangle |_{\hat{c}, t} \frac{\partial \hat{A}}{\partial t} / \overline{A} = \int_{S|_{\hat{c}, t}} \phi |_{\overline{\nabla c}} \, ds/\overline{A} + \int_{S|_{\hat{c}, t}} \phi \mathcal{K} \, ds/\overline{A}.$$  

(6)

Eq. (6) can be rewritten to give a general evolution equation for surface-averaged value of the quantity $\phi$,

$$\frac{\partial \langle \phi \rangle |_{\hat{c}, t}}{\partial t} = \left( \frac{\partial^{*}}{\partial t^{*}} \phi \right) |_{\hat{c}, t} + \langle \phi \mathcal{K} \rangle |_{\hat{c}, t} - \langle \phi \rangle |_{\hat{c}, t} \langle \mathcal{K} \rangle |_{\hat{c}, t},$$  

(7)

which holds on all isosurfaces $\hat{c} \in (0, 1)$ and time instants and for arbitrary variables $\phi$. If $\phi$ is the displacement speed, $S_{d}$, an equation for surface-averaged $S_{d}$ can then be obtained as long as $\frac{\partial^{*}}{\partial t^{*}} S_{d}$ is known. For this purpose, rewrite Eq. (2) as

$$S_{d} \overline{\nabla c} = \frac{1}{\rho} \nabla \cdot (\rho \mathcal{D} \nabla c) + \mathcal{W}.$$  

(8)

Now make the two assumptions that $\rho \mathcal{D} =$constant and that the reaction rate $\mathcal{W}$ depends solely on $c$. Apply the operator $\frac{\partial^{*}}{\partial t^{*}}$ to Eq. (8) to get

$$\frac{\partial^{*}}{\partial t^{*}} S_{d} = - S_{d} \frac{\partial^{*}}{\partial t^{*}} \ln |\overline{\nabla c}| + \frac{\mathcal{D}}{|\overline{\nabla c}|} \frac{\partial^{*}}{\partial t^{*}} (\nabla^{2} c),$$  

(9)

because $\frac{\partial^{*}}{\partial t^{*}} \mathcal{W} = \frac{\partial^{*}}{\partial c} \frac{\partial^{*}}{\partial t^{*}} c = 0$. Finally, substitute Eq. (9) into Eq. (7) with $\phi = S_{d}$ to get

$$\frac{\partial}{\partial t} \langle S_{d} \rangle |_{\hat{c}, t} = - \left( \frac{\partial}{\partial t} \frac{\partial^{*}}{\partial t^{*}} \ln |\overline{\nabla c}| \right) |_{\hat{c}, t} + \left( \frac{\mathcal{D}}{|\overline{\nabla c}|} \frac{\partial^{*}}{\partial t^{*}} (\nabla^{2} c) \right) |_{\hat{c}, t} + \langle S_{d} \mathcal{K} \rangle |_{\hat{c}, t} - \langle S_{d} \rangle |_{\hat{c}, t} \langle \mathcal{K} \rangle |_{\hat{c}, t}. \quad (10)$$

The temporal evolution in averaged $S_{d}$ is due to the three terms $T_{1}$, $T_{2}$ and $T_{3}$. The term $T_{1}$ is attributed to the isosurface-following rate of change in $\overline{\nabla c}$, or in other words,
decreasing/increasing in the separation distance between neighboring isosurfaces, while term $T_2$ is due to the isosurface-following rate of change in diffusion. The term $T_3$ is related to a stretch-rate-induced difference between the averaged isosurface-following derivative and the time derivative of the isosurface-averaged value, i.e. $\langle \frac{\partial}{\partial t} \langle S_d \rangle_s \rangle_s - \langle \frac{\partial}{\partial t} \langle S_d \rangle_s \rangle_s$. In Ref. [7] we further showed that $T_1$ and $T_2$ can be recast into a form containing only spatial derivatives to facilitate their extraction from numerical simulations:

$$\frac{\partial^*}{\partial t^*} (\nabla^2 c) = - \frac{\partial c}{\partial x_i} \frac{\partial^2 u^*_i}{\partial x_j^2} - 2 \frac{\partial^2 c}{\partial x_i \partial x^*_j} \frac{\partial u^*_i}{\partial x_j} = - \nabla c \cdot \nabla^2 u^* - 2 \nabla \nabla : \nabla u^*, \quad (11)$$

$$\frac{\partial^*}{\partial t^*} \ln|\nabla c| = K - \nabla \cdot u^*. \quad (12)$$

Finally, Eqs. (11) and (12) can be substituted into Eq. (10) to yield the following fully expanded equation (note: conditioning superscript is dropped for brevity) which is originally given in paper [7] as

$$\frac{\partial}{\partial t} \langle S_d \rangle_s = - \langle S_d \nabla \cdot (S_d n) \rangle_s + \langle S_d \nabla \cdot u \rangle_s - \langle S_d \rangle_s \langle K \rangle_s$$

$$- 2D \left\langle \frac{\nabla \nabla : \nabla u}{|\nabla c|} \right\rangle_s + D \left\langle n \cdot \nabla^2 (S_d n) \right\rangle_s + 2D \left\langle \frac{\nabla \nabla c \cdot \nabla (S_d n)}{|\nabla c|} \right\rangle_s - D \left\langle n \cdot \nabla^2 u \right\rangle_s \quad (13)$$

**Computational setup**

The major goal of the present paper is to use the evolution equation for surface-averaged $S_d$ derived above, i.e. Eq. (10), to study highly disturbed turbulent reaction waves. For this purpose, a representative highly turbulent case (case C in the following) is selected from a large DNS database [11–17]. In those DNSs, propagation of a statistically one-dimensional (1D), initially planar, single-reaction wave in a homogeneous, isotropic, statistically stationary forced turbulence was simulated in the case of a dynamically passive wave, i.e. a wave that does not change the fluid density and viscosity and does therefore not affect turbulence. The invoked simplifications allowed us to sample more statistics, as will be discussed later, and to investigate a large number of substantially different cases. Moreover, the simplifications significantly facilitate analysis and interpretation of the DNS data.

While the above derivation of the evolution equation was performed in a simplified, but, more general condition of $\rho D = \text{const}$ in which the density is not required to be constant, the equation is mainly kinematic in nature and do not involve terms that are directly associated with thermal expansion effects. Therefore, while thermal expansion plays an important role in premixed turbulent flames, as reviewed elsewhere [18, 19], they seem to be of secondary importance for the derived evolution equation. Accordingly, numerical results reported in the following appear to be relevant not only to constant-density turbulent reacting flows, but also to premixed flames.

**DNS database**

Since the DNS attributes are discussed in detail elsewhere [11–16], we will restrict ourselves to a brief summary of the simulations. The propagation of a single-reaction wave is governed by the equation

$$\frac{\partial c}{\partial t} + u \cdot \nabla c = D \nabla^2 c + W; \quad (14)$$
therefore, the flow is not affected by wave propagation, as mentioned earlier. A function \( f \) is isotropic turbulence described by the Navier-Stokes equations.

\[ \tau = 6 \text{ and } Ze = 6 \]

is a constant reaction time scale, \( \tau = 6 \text{ and } Ze = 6 \) in order for the rate \( W \) to depend on \( c \) in a highly non-linear manner. Equation (14) is a simplified form of Eq. (1) with \( \mathbb{D} = \mathbb{D} \nabla^2 c \) and \( \mathbb{W} = W \). The wave propagates in a forced, homogeneous and isotropic turbulence described by the Navier-Stokes equations

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\rho^{-1} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{f},
\]

where \( p \) is the pressure and the density \( \rho \) and kinematic viscosity \( \nu \) are constants, and, therefore, the flow is not affected by wave propagation, as mentioned earlier. A function \( \mathbf{f} \) is used to maintain turbulence intensity by applying energy forcing at low wavenumbers [20].

The wave evolves in a rectangular box with size of \( \Lambda_x \times \Lambda \times \Lambda \) represented using a uniform grid of \( N_x \times N \times N \) cubic cells. The boundary conditions are periodic not only in the transverse directions \( y \) and \( z \), but also in direction \( x \) normal to the mean wave surface. In other words, when the reaction wave reaches the left boundary \( x = 0 \) of the computational domain, the identical reaction wave enters the domain through its right boundary \( x = \Lambda_x \).

Such a method allows greatly improved sampling of statistics by simulating many cycles of wave propagation through the computational domain, but the method may only be used in the case of \( \rho = \text{const} \) and \( \nu = \text{const} \) and provided that the mean wave brush thickness is smaller than the length of computational domain. These constraints are satisfied in all present simulations.

An initial turbulence field is generated by synthesizing prescribed Fourier waves [21] with an initial rms velocity \( u_0 \) and the integral scale \( \ell_0 = \Lambda / 4 \). The initial turbulent Reynolds number \( Re_0 = u_0 \ell_0 / \nu \) can be adjusted by changing the domain width \( \Lambda \). Subsequently, a non-decaying incompressible turbulent field is obtained by integrating Eq. (16). At the same \( Re_0 \), turbulent fields characterized by the same rms velocity \( u' \approx u_0 \), but different longitudinal integral length scales \( \ell_1 \) are generated [13] by appropriately adjusting \( \mathbf{f} \) using a method by Eswaran and Pope [22]. The governing equations are solved using an in-house DNS solver [23] developed for low Mach number reacting flows.

In the present work, both fully-developed (statistically stationary) and transient reaction waves are studied. Simulations are started from the pre-computed laminar-wave profile of \( c_L(\xi) \) initially \( t = 0 \) released at \( x_0 = \Lambda_x / 2 \) and the subsequent evolution of the field \( c(\mathbf{x},t) \) is simulated by solving Eq. (14). Sampling of the fully-developed statistics is started when a statistically stationary state has been reached and sampling is done for a duration of at least 50 \( \tau_l^0 \). In order to study transient turbulent reaction waves, several copies of the same pre-computed laminar-wave profiles \( c_L(\xi) \) are simultaneously embedded into the turbulent flow in \( \mathcal{M} \) equidistantly separated planar zones centered around \( x_m / \Lambda_x = (m - 0.5) / \mathcal{M} \), where \( m \) is an integer number \( (1 \leq m \leq \mathcal{M} = 15) \). Subsequently, evolutions of \( \mathcal{M} \) non-interfering transient fields \( c_m^l(\mathbf{x},t) \) are simulated by solving \( \mathcal{M} \) independent Eqs. (14). The transient simulations are run over \( 2\tau_l^0 \) before being reset. The flow is then populated by \( \mathcal{M} \) new profiles of \( c_L(\xi_m) \). The cycle is repeated \( J \) times giving an ensemble of \( J \times \mathcal{M} \) independent transient waves. Time-dependent statistics for the time interval of \( 2\tau_l^0 \) is then computed by averaging the DNS data over the entire ensemble of \( c(\mathbf{x},t) \)-fields.

Different cases are set up by combining one of the forced turbulence fields and a reaction waves characterized by a laminar speed \( S_L \) and thickness \( \delta_F = D / S_L \). The required reaction
Table 1: Three representative DNS cases

<table>
<thead>
<tr>
<th>Case</th>
<th>$\frac{A_x}{\Lambda}$</th>
<th>$N_x$</th>
<th>$\frac{u_0}{S_L}$</th>
<th>$\frac{L_{11}}{\delta_F}$</th>
<th>$\frac{\delta_F}{\Delta x}$</th>
<th>$Da$</th>
<th>$Ka$</th>
<th>$Pe$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8</td>
<td>2048</td>
<td>5</td>
<td>5.3</td>
<td>24</td>
<td>1.07</td>
<td>0.94</td>
<td>27</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>1048</td>
<td>2</td>
<td>5.3</td>
<td>24</td>
<td>2.67</td>
<td>0.38</td>
<td>10.6</td>
</tr>
<tr>
<td>C</td>
<td>8</td>
<td>2048</td>
<td>60</td>
<td>1.2</td>
<td>24</td>
<td>0.02</td>
<td>390</td>
<td>69.5</td>
</tr>
</tbody>
</table>

The time scale $\tau_R$ in Eq. (15) is found through 1D pre-computations of the laminar wave.

Totally 45 cases characterized by the Damköhler number $Da = \tau_l/\tau_F = 0.01-24.7$, the Karlovitz number $Ka = \tau_F/\tau_\eta = 0.36-587$, $u'/S_L = 0.5-90$, and $L_{11}/\delta_F = 0.39-12.4$ were simulated, with a few cases being designed to show weak sensitivity of computed results to grid resolution, $A/L_{11}$, etc. [13]. Here, $\tau_F = \delta_F/S_L$ is the wave time scale, $\tau_l = L_{11}/u'$ and $\tau_\eta = (\nu/\bar{\varepsilon})^{1/3}$ are integral and Kolmogorov time scales of the turbulence, respectively, and $\bar{\varepsilon} = 2\nu S_{ij} S_{ij}$ with $S_{ij} \equiv (\partial_x u_i + \partial_x u_j)/2$ is the dissipation rate averaged over the computational domain and for at least 50$\tau_l^3$ after turbulence has evolved into statistical stationarity.

Figure 1: A snapshot of several simultaneously-embedded, non-interfering constant-density reaction waves propagating cyclically on a forced homogeneous turbulence in a fully periodic domain for case C shown in table 1 with $Ka=390$.

Case setup
In the present paper, the focus is placed on the results obtained in a representative highly turbulent and well resolved case, whose major characteristics are reported in Table 1 (case C), where $Pe = u'L_{11}/D$ is the turbulent Péclet number and a ratio of $\delta_F/\Delta x$ characterizes the grid resolution in terms of number of grid points per the laminar wave thickness. Moreover, in case C, $L_{11}/\Lambda = 0.11$, $\tau_l^3/\tau_l = 2.3$, and $\eta/\Delta x = 1.1$. Here, $\eta = (\nu^3/\bar{\varepsilon})^{1/4}$ is the Kolmogorov length scale. Figure 1 shows a snapshot with multiple coexisting $c'$-fields and one $c^s$ field in case C.

One issue of concern when considering a highly turbulent reaction wave is the appearance of zero-gradient points [24] with $|\nabla c| = 0$. Here we should point out that zero gradient points have been excluded from the definitions of surface average in Eq. (4), see [25, 7], however certain quantities of interest, e.g. $S_d$ and $K$, may locally grow unboundedly large in the neighborhood of a zero-gradient point, which pose a challenge for numerical calculation of surface-averaged quantities. To explore the eventual influence of such points and their
neighborhoods on the accuracy of evaluation of various terms in the evolution equation, two supplementary 2D cases (case A and B) were designed.

Case A is largely identical to case C, but the turbulent field is replaced with a frozen shear flow, i.e. $u(x, y, z, t) = -u_0 \cos(2\pi y/\Lambda)$, $v = w = 0$, and the momentum Eq. (16) is not solved. In case A the isosurfaces are only bent, there is no zero-gradient points in the computational domain. Characteristics of case A, reported in Table 1, are calculated using $L_{11} = \Lambda/2$, $u' = u_0$, and $t_\phi = t_\tau = L_{11}/u_0$.

Case B is designed to have a small number of zero-gradient points in the computational domain. Similarly to case A, case B is also based on a frozen velocity field $u(x, y, z, t) = u''(x, y)$, $v(x, y, z, t) = v''(x, y)$, $w = 0$, and $\nabla \cdot u'' = 0$. The field $u''$ represents a 2D, zero-mean, spatially fluctuating velocity field generated using a reduced version of the method for synthesizing the initial 3D turbulence. Characteristics of case B, reported in Table 1, are calculated by analyzing the 2D velocity field $(u_0$ and $L_{11})$ and using $\tau_\eta \approx \tau_t = L_{11}/u_0$ to evaluate $Ka$. Case B mimics a moderately disturbed reaction wave propagating through vortices and allowing the appearance of zero-gradient points during collisions of reaction-waves.

Comparison of results computed in cases A (no zero-gradient points), B (a few zero-gradient points), and C (no restrictions on appearance of the zero-gradient points) offers an opportunity to estimate the influence of such points on the accuracy of evaluation of various terms appearing in the $S_d$-evolution equation.

In the two frozen-velocity cases A and B, simulations of multiple transient waves $c^t$ are performed largely similarly to case C (further details on the difference are discussed in [7]) but the duration of transient sampling is changed from $2\tau_t^0$ to $2\tau_F$.

It is worth noting that the transient data not only are of interest in themselves because the vast majority of premixed turbulent flames are developing flames, as discussed in details elsewhere [26, 27], but also offer an opportunity to control the following numerical issue. As discussed earlier, in very intense turbulence, a scalar isosurface of $c(x, t) = \hat{c}$ can become very complicated and can contain multiple zero-gradient points, close to which a quantity $\phi$ of interest can be unboundedly large. As a result, certain surface-averaged $\phi$ might be unbounded. Since the transient waves $c^t_m(x, t) = \hat{c}$ begin their evolution from a regular flat initial surface, monitoring evolution of (i) isosurfaces of the transient fields $c^t_m(x, t) = \hat{c}$ and (ii) the relevant surface-averaged quantities offers an opportunity to detect any anomaly in the developing surface-averaged values of various $\phi$ and to see eventual influence of the zero-gradient points on various surface-averaged terms in the derived evolution equations.

Result and Discussion
DNS data has been used to examine the evolution equation for surface-averaged $S_d$, Eq. (10). This equation should hold for all isosurfaces of $c(x, t) = \hat{c}$ such that $\hat{c} \in (0, 1)$ and at all time instants $t$. Our emphasis is on contributions to the rate of change in averaged displacement speed due to the three terms $T_1$, $T_2$ and $T_3$.

In each simulated case (A, B, or C), the following terms were computed: (a) the left hand side (lhs) term, i.e. the time derivative of $\langle S_d \rangle$, (b) the three rhs terms in Eq. (10), and (c) the sum of all the rhs terms, i.e. $\sum$ rhs. Figure 2 shows, for all three cases A-C, the temporal evolution of these terms normalized by the corresponding laminar value, conditioned on three $\hat{c}$ representing the preheat zone $c(x, t) = 0.1$, a middle zone $c(x, t) = 0.5$ and the reaction zone $c(x, t) = 0.88$ where $W(0.88) = \max(W)$.

To match the duration for sampling transient statistics, the time $t$ is normalized by $\tau_F^*$ which is set to $\tau_F$ in the two cases A and B and $\tau_t (\approx \tau_F/22.5)$ in the case C. Figure 3 shows
Figure 2: Time dependencies of the lhs term, three individual rhs terms, and sum of all rhs terms from Eq. (10). Results obtained for \( \hat{c} = 0.1, \hat{c} = 0.5 \) and \( \hat{c} = 0.88 \) are plotted in the left, middle and right columns, respectively. Cases A, B, and C are reported in the top, middle, and bottom rows, respectively. Time is normalized with \( \tau_{F}^{*} = \tau_{F} \) in cases A and B or \( \tau_{F}^{*} = \tau_{F} / 22.5 \) in case C. All terms are normalized with \( S_{L} / \delta_{F}^{2} \).

The \( \hat{c} \)-isosurface-dependence of all terms at three representative time instants: an early instant at \( 0.045 \tau_{F}^{*} \), a middle instant \( 1.125 \tau_{F}^{*} \), and the fully developed state at \( t_{\infty} \). Furthermore, the averaged displacement speed \( \langle S_{d} \rangle_{s} \) is shown in Fig. 4 at similar conditions as those in Figs. 2 and 3. Note that the lhs term \( \frac{d}{dt} \langle S_{d} \rangle_{s} \) (red dots in all the figures) is evaluated by first obtaining the sequence of transient-evolving \( \langle S_{d} \rangle_{s} \) calculated at 20 sampled time instants of \( t_{i} = (i^{2}/200)\tau_{F}^{*} \) for \( i = (1,..,20) \) and then applying a discrete approximation of the time derivative.

Figures 2 and 3 show that the difference between \( \frac{d}{dt} \langle S_{d} \rangle_{s} \) and \( \sum \text{rhs} \) is small for all cases A-C for almost all isosurfaces and time instants. This fact supports Eq. (10) and also indicates that all terms have been computed with high enough numerical accuracy.

Before proceeding to discussion of Eq. (10), one may notice in Fig. 4 that averaged displacement speeds are negative in the reaction zone in the high Ka case C during the transient wave evolution. For the fully developed reaction wave in all three cases, the averaged displacement speed recovers to be positive throughout all wave zones and its value stay slightly above unity, see Fig. 4.c. We want to point that high probability of finding negative displacement speed has been reported in previous works [5] studying a fully developed thin reaction zone regime flame which enables heat release and therefore allows density variation,
however, the averaged displacement speed on this flame was reported to remain positive throughout entire flames.

**Trend in fully developed wave**

When a reacting wave has evolved into a statistically stationary state, or being fully developed, the time derivative of any statistic must be zero. Therefore, for Eq. (10) at $t_\infty$, the lhs term as well as the sum of all rhs terms must be zero for all $\hat{c} \in (0, 1)$, this is clearly shown for the three cases A, B and C in Figs. 3.c, f and i (blue open circles and red dots). However, each of the three individual rhs terms, $T_1$, $T_2$ and $T_3$, does not necessary need to be zero at $t_\infty$. In fact, Figs. 3.c, f and i show, in the fully developed cases A-C, that $T_3$ stays negative and $T_1$ stays positive along all $\hat{c}$. The value of $T_2$ generally rises with an increase in $\hat{c}$, the value of $T_2$ at the reaction zone ($\hat{c} > 0.8$) is positive, however in the far upstream preheat zone ($\hat{c} = 0.1$) its value drops slightly below zero when the reaction wave becomes more disturbed by the flow (compare case A and case C). In the two low $Ka$ cases A and B, the maximum absolute value of all three (normalized) terms at $t_\infty$ across all $\hat{c}$ stay below 4; in the high $Ka$ case C this value significantly increases above 1000.
Figure 4: First row: the averaged displacement speed $\langle S_d \rangle |_{\hat{c},t}$ plotted against $\hat{c}$ at three representative time instants shown in different columns. Second row: $\langle S_d \rangle |_{\hat{c},t}$ plotted against time $t$ at three different $\hat{c}$ shown in different columns. All data from three cases A,B,C is normalized by $S_L$. Note: $\tau^*_F = \tau_F$ in cases A and B or $\tau^*_F = \tau_F / 22.5$ in case C.

Trends during transient wave evolution

For the temporal evolution of terms in Eq. (10) one may notice that the early evolution trend in the time derivative term $\frac{\partial}{\partial t} \langle S_d \rangle$ is different in the preheat zone ($\hat{c} = 0.1$) than in the reaction zone ($\hat{c} = 0.88$). In the preheat zone the term $\frac{\partial}{\partial t} \langle S_d \rangle$ rises from an initial zero to a positive peak, seen for $0 < t/\tau^*_F \approx 0.3$ in Figs. 2.a and d for cases A and B, as well as for $0 < t/\tau^*_F \approx 0.1$ for case C in Fig. 2.g. On the contrary the term $\frac{\partial}{\partial t} \langle S_d \rangle$ in the reaction zone $\hat{c} = 0.88$ drops from an initial zero to a negative peak for the same early duration as shown in Figs. 2.c, f and i. These early trends are further reflected by the negative slope in the profile of $\frac{\partial}{\partial t} \langle S_d \rangle$ along $\hat{c}$ shown at a representative early instant $t/\tau^*_F = 0.045$ in Figs. 3.a, d and g. The observed early negative slope in $\frac{\partial}{\partial t} \langle S_d \rangle$ is mainly attributed to the diffusion contribution term $T_2$, compare $T_2$ with $\partial_t \langle S_d \rangle$ in Figs. 2.a, d and g.

In fact, among the three time-dependent terms $T_1$, $T_2$ and $T_3$ shown in Fig. 2, the overall temporal evolution of $\frac{\partial}{\partial t} \langle S_d \rangle$ is best mimicked by the diffusion contribution term $T_2$, even though significant difference between the other two terms always exists at $t_{\infty}$. The two terms $T_1$ and $T_3$ tend to develop values of significant magnitude with opposite sign during later time of wave evolution, compare two curves plotted in triangles both in Fig. 2 for $t/\tau^*_F > 0.3$ and in Fig. 3. Each of the two terms $T_1$ and $T_3$ conditioned at the reaction zone ($\hat{c} = 0.88$) can even change its sign twice during its evolution, as shown in Fig. 2.i for the high $Ka$ case C. Such an oscillating behavior is more clearly observed by comparing Figs. 3.g, h and i, which show that the overall slope of the profile $T_1$ along $\hat{c}$ at three time instants changes from positive to negative and then finally back to positive. Moreover, unlike being a single signed fully-develop $\hat{c}$-profile, each of the terms $T_1$ and $T_3$ can change its sign at certain $\hat{c} \approx 0.6 - 0.7$, see Figs. 3.g and h in high $Ka$ case C at intermediate instants $t/\tau^*_F = 0.045$ or 1.25.

One consequence of the above phenomenon is that the maximum magnitude of the variation in all displayed terms during the transient variation conditioned at the middle zone, shown in Fig. 2.h for $\hat{c} = 0.5$, is much smaller than the ones conditioned at the two other
zones, shown in Figs. 2.g and i for $\dot{c} = 0.1$ and $\dot{c} = 0.88$, respectively.
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