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Applying a nonreflecting formulation of a boundary condition or blade row interface is sometimes of paramount importance for obtaining an accurate prediction of turbomachinery blade flutter or tonal noise, just to name a few examples. Although the theoretical foundations for these type of boundary conditions have existed for several decades, nonreflecting boundary conditions still remain an area of active research. Today, much focus appears to be put towards obtaining more generic, higher-order and numerically stable formulations. In this work, a quasi-three-dimensional nonreflecting formulation based on the exact, nonreflecting boundary condition for a single frequency and azimuthal wave number developed by Giles is presented. The proposed formulation is applicable without modifications to both steady and unsteady simulations. An implementation strategy which is consistent for both a boundary condition and blade row interface is also presented. This implementation strategy does also partly address the stability problems often encountered when the type of formulation considered in the presented work is used together with a pseudo-time integration approach for converging the flow residual. Results from a set of two-dimensional validation cases are also presented to verify the formulation.

I. Nomenclature

Roman/Greek

\( \mathbf{a} \) = flow direction relative to absolute frame of reference
\( \overline{A} \) = axial flux Jacobian
\( c \) = speed of sound, m s\(^{-1}\)
\( \overline{C} \) = circumferential flux Jacobian
\( i \) = imaginary unit
\( k_x \) = axial wavenumber and eigenvalue, rad m\(^{-1}\)
\( k_z \) = azimuthal wavenumber, rad m\(^{-1}\)
\( m \) = nodal diameter
\( n \) = direction of face normal
\( N \) = number of blades or number of points per wavelength
\( N_a \) = number of azimuthal harmonics
\( N_h \) = number of temporal harmonics
\( N_t \) = number of time levels
\( p \) = pressure, kg m\(^{-1}\) s\(^{-2}\)
\( P \) = pitch of blade row, m
\( \mathbf{q} \) = vector containing primitive variables
\( \hat{\mathbf{q}} \) = eigenvector
\( \hat{q}_n \) = vector containing temporal Fourier transform of primitive variables
\( \hat{q}_{n,k} \) = vector containing temporal+circumferential Fourier transform of primitive variables
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\[ t \quad = \quad \text{time, s} \]
\[ T \quad = \quad \text{matrix containing eigenvectors sorted into its columns} \]
\[ v_{g,x} \quad = \quad \text{axial component of group velocity, m s}^{-1} \]
\[ v_x, v_r, v_\theta \quad = \quad \text{components of velocity vector in cylindrical coordinates, m s}^{-1} \]
\[ x, r, \theta \quad = \quad \text{cylindrical coordinates} \]
\[ \Delta x \quad = \quad \text{axial length of cell closest to boundary, m} \]
\[ z \quad = \quad \text{coordinate in circumferential direction along cylindrical streamsurface, m} \]
\[ \alpha^* \quad = \quad \text{modal amplitudes} \]
\[ \gamma \quad = \quad \text{ratio of specific heats} \]
\[ \varepsilon \quad = \quad \text{damping coefficient, s}^{-1} \]
\[ \Lambda \quad = \quad \text{factor determining if acoustic wave is cut-on or cut-off, s}^{-2} \]
\[ \rho \quad = \quad \text{density, kg m}^{-3} \]
\[ \omega \quad = \quad \text{angular frequency, rad s}^{-1} \]
\[ \Omega \quad = \quad \text{rotational speed of blade row, rad s}^{-1} \]

**Subscripts/Superscripts**

\[ \Box_c \quad = \quad \text{considered blade row} \]
\[ \Box_o \quad = \quad \text{opposite blade row} \]
\[ \Box_{ne} \quad = \quad \text{nonreflecting exterior state} \]
\[ \Box' \quad = \quad \text{perturbation} \]
\[ \Box\bar{\Box} \quad = \quad \text{temporal+circumferential average} \]

---

**II. Introduction**

**Numerical** simulations based on the Reynolds-averaged Navier-Stokes equations are today widely used to model the unsteady, three-dimensional flow field that is generated within an axial-flow turbomachine. These simulations can become very computationally expensive, especially when unsteady effects are considered. In order to resolve this issue, the computational domain is often set up to only include some parts the turbomachine. This approach often results in the domain boundaries ending up close to the turbomachinery blades, where the flow field can be highly non-uniform. In order to prevent these non-uniformities from degrading the solution quality, nonreflecting boundary conditions are often employed [1–5].

Early work on nonreflecting boundary conditions for hyperbolic problems was performed by Engquist and Majda [6]. An important result of their work is that a boundary condition only can be perfectly non-reflective if it is non-local in both space and time. Later, Giles [1, 7] developed a set of nonreflecting boundary conditions for the linearized Euler equations. In this paper, the exact, nonreflecting boundary condition for a single frequency and azimuthal wave number developed by Giles has been adopted. This boundary condition is nonlocal in both space and time, and will thereby be exact within the linearized analysis. The adaption of Giles’ boundary condition for a single frequency and azimuthal wave number presented in this work can be applied without modification for both steady and unsteady simulations, provided that a sampling of the flow in space and time can be computed. The regularization proposed by Frey et al. [8] has also been adapted within the current work to ensure that acoustic resonance is avoided.

It is well-known that a numerically stable implementation of the type of boundary condition considered in this work not is guaranteed when a pseudo-time integration approach is used to converge the residual [4, 7, 9]. In order to address this, a novel approach that lags the update of imposed boundary state is proposed. The implementation of this approach, together with the rest of the boundary condition, is explained in detail. It is also shown how the chosen nonreflecting formulation can be implemented consistently to both turbomachinery boundaries and to blade row interfaces. The latter application was previously considered by the present authors with the same nonreflecting formulation that is considered in this work [10]. The implementation is finally verified for a set of two-dimensional wave-propagation problems.
III. Method

A. Unsteady Blade Row Interaction

The deterministic flow field within an axial turbomachine may be represented by a set of circumferential modes, each one having a certain nodal diameter and corresponding frequency with which it rotates. In this work, we restrict ourselves to cases when the turbomachine only consists of two blade rows in relative motion. For these cases, the modes will rotate relative to each blade row with the following frequencies \[ \omega_{n,c} = nN_o(\Omega_o - \Omega_c) \] (1)

Here, \( N \) and \( \Omega \) respectively denote the number of blades and rotational speed of a blade row, whereas the subscripts \( c \) and \( o \) indicate the blade row currently being considered and the opposite blade row respectively. Modes which rotate at the relative blade passing frequency defined in Eq. (1) are also restricted to the following nodal diameters \[ m_{n,k,c} = nN_o + kN_c \] (2)

The unsteady flow field relative to each blade row is obtained by summing up all the aforementioned modes in a double Fourier series expansion

\[
q_c(x, r, \theta_c, t) = \sum_{n=-N_b}^{N_b} \sum_{k=-N_a}^{N_a} \hat{q}_{n,k,c}(x, r)e^{i(\omega_{n,k,c}t - m_{n,k,c}\theta_c)}
\]

(3)

In this expression, \( N_b \) and \( N_a \) respectively denote the number of temporal and azimuthal harmonics that are included in the series expansion, and the vector \( q = (\rho, v_x, v_r, v_\theta, p)^T \) is defined to contain the primitive solution variables in cylindrical coordinates and the absolute frame of reference. The combination of \( q \) expressed in the absolute frame and the angle relative to the blade \( (\theta_c) \) in Eq. (3) is permissible, since the relative and absolute flow properties only differ in terms of the zeroth time-azimuthal Fourier coefficient \( (\hat{q}_0,0,0) \). The variation of higher harmonics with respect to the absolute frame may be obtained by making the following substitution in Eq. (3)

\[
\theta_c = \theta - \Omega_c t
\]

(4)

If this is done one obtains the result that the relative blade passing frequency is Doppler shifted to the following frequency

\[
\omega_{n,k,c} = nN_o\Omega_o + kN_c\Omega_c
\]

(5)

Together with the nodal diameter defined in Eq. (2), this frequency expresses how each mode rotates in the absolute frame of reference.

The nonreflecting boundary condition and blade row interface presented in this work are both constructed from time-azimuthal Fourier coefficients. These coefficients are calculated in two steps. In the first step, temporal Fourier coefficients of the primitive flow variables \( (\hat{q}_{n,c}) \) are calculated in all cells close to the boundary/interface. If the Harmonic Balance solver in G3D::Flow is employed to perform an unsteady simulation, the temporal Fourier coefficients are obtained from a discrete Fourier transform over the \( N_t = 2N_b + 1 \) time levels that constitute the Harmonic Balance solution. The dual variable in the discrete Fourier transform should here be the relative blade passing frequency. If a steady state computation on the other hand is being performed, the only temporal Fourier coefficient which is of interest is the zeroth one, and its real part can thus be set equal to the solution itself. In the second step, the time-azimuthal Fourier coefficients are obtained from an azimuthal Fourier transform of the temporal Fourier coefficients as follows

\[
\hat{q}_{n,k,c}(x, r) = \frac{N_c}{2\pi} \int_{0}^{2\pi/N_c} \hat{q}_{n,c}(x, r, \theta_c)e^{imn_c\omega_c\theta_c} d\theta_c
\]

(6)

Each time-azimuthal Fourier coefficient represents a flow perturbation (mode) with a known frequency and azimuthal wavenumber, c.f. Eq. (3). Each of these flow perturbations can in turn be split into upstream and downstream propagating waves based on the theory of Giles [1,7] and Saxer and Giles [2]. The goal of a nonreflecting boundary condition is to drive the amplitude of all the incoming waves to zero. For a nonreflecting blade row interface on the other hand, the amplitude of each wave entering one side of the interface should match the amplitude of the corresponding wave...
When the Harmonic Balance method is used, this limit is often set by the number of temporal harmonics (each of the waves vary harmonically in the axial direction and thereby can be written in the following form [1, 7].

A nonreflecting boundary condition constructed based on Eq.(8) has also been shown by Saxer and Giles [2] to give better results than when the boundary condition is formulated based on local 1D characteristics. In the upcoming sections, the theory developed by Giles [1, 7] and Saxer and Giles [2] for decomposing modes into upstream and downstream propagating waves is presented. We then proceed to show how this theory can be used to formulate either a nonreflecting boundary condition, or a nonreflecting blade row interface which transmits waves that are resolved in each blade row. The final result will be a nonreflecting boundary condition/interface formulation which can be used for both steady state simulations, as well as unsteady simulations using the Harmonic Balance method.

### B. Linearized Euler Equations in a Thin Annular Duct

The nonreflecting boundary conditions that were developed by Giles [1, 7] apply to two-dimensional flows and are based on the assumption that the flow close to the boundary obeys the linearized Euler equations. When this theory is extended to three-dimensional flows inside an axial turbomachine, as was first done by Saxer and Giles [2], one instead assumes that the flow along a stream surface with constant radius obeys the following form of the linearized Euler equations

\[ \frac{\partial q'}{\partial t} + \bar{A} \frac{\partial q'}{\partial x} + \frac{1}{r} \bar{C} \frac{\partial q'}{\partial \theta} = 0 \]

(8)

In this equation, \( q' = q - \bar{q} \) represents a perturbation of the primitive flow variables away from a time-azimuthal average of the flow. The flux Jacobians in Eq. (8) are further defined in terms of this average as follows

\[
\bar{A} = \begin{bmatrix}
\bar{v}_x & \bar{p} & 0 & 0 & 0 \\
0 & \bar{v}_x & 0 & 0 & 1/\bar{p} \\
0 & 0 & \bar{v}_x & 0 & 0 \\
0 & 0 & 0 & \bar{v}_x & 0 \\
0 & \gamma \bar{p} & 0 & 0 & \bar{v}_x
\end{bmatrix}
\]

\[
\bar{C} = \begin{bmatrix}
\bar{v}_\theta & 0 & 0 & \bar{p} & 0 \\
0 & \bar{v}_\theta & 0 & 0 & 0 \\
0 & 0 & \bar{v}_\theta & 0 & 0 \\
0 & 0 & 0 & \bar{v}_\theta & 1/\bar{p} \\
0 & 0 & 0 & \gamma \bar{p} & \bar{v}_\theta
\end{bmatrix}
\]

(9)

Note that for a perfect ideal gas, \( \gamma \bar{p} = \bar{p} \bar{c}^2 \), where \( \bar{c} \) is the average speed of sound and \( \gamma \) the ratio of specific heats.

The accuracy of a nonreflecting boundary condition based on the linearized Euler equations will naturally decrease if the flow perturbations close to the boundary are large in amplitude, and/or if viscous effects are important. It can also be noted that the substitution \( z = r \theta \) in Eq. (8) yields the linearized Euler equations in two dimensions. This shows that radial flow variations can not be completely accounted for when a nonreflecting boundary condition based on Eq. (8) is employed. More general nonreflecting boundary conditions than the one considered in this work can be constructed to account for radial variations [9, 13]. These will however require the whole boundary to be included simultaneously in the analysis, which can be compared with the current approach in which each radial span of the boundary can be considered independently. A nonreflecting boundary condition constructed based on Eq. (8) has also been shown by Saxer and Giles [2] to give better results than when the boundary condition is formulated based on local 1D characteristics.

### C. Modal Decomposition of the Linearized Euler Equations

In this section the linearized Euler equations presented in Eq. (8) will be used to decompose a flow perturbation with a known frequency and azimuthal wave number into incoming and outgoing waves. In order to do this, one assumes that each of the waves vary harmonically in the axial direction and thereby can be written in the following form [1, 7]:

\[
\omega_{n,k,c} = \omega_{i,p,o} \\
m_{n,k,c} = m_{i,p,o}
\]

(7)

For the special case when the turbomachine consists of two blade rows which rotate relative to each other (\( \Omega_c \neq \Omega_o \)), Eq. (7) can be solved to obtain the result that \( l = k \) and \( p = n \), or in other words, that \( \tilde{q}_{n,k,c} \) corresponds to \( \tilde{q}_{k,n,o} \). As a consequence of this, only modes which satisfy \( n, k \leq \min(N_h, N_a) \) can be transferred across a blade row interface. When the Harmonic Balance method is used, this limit is often set by the number of temporal harmonics (\( N_h \)) that are included in the computation. This is because the computational cost of the Harmonic Balance method scales (at best) linearly with the number of time levels, whereas a larger amount of azimuthal harmonics (\( N_a \)) only requires more evaluations of the integral in Eq. (6), which typically is less expensive. An advantage of formulating the interface based on the nonreflecting theory of Giles [1, 7] and Saxer and Giles [2] is that all waves which do not have a counterpart in the corresponding blade row can still be treated with the nonreflecting analysis.
\[ q'(x, r, \theta, t) = \hat{q}(r)e^{i(\omega t - k_x x - k_z z)} \]  

(10)

Here, \( k_x \) is the axial wavenumber of the wave and \( k_z = m/r \) is the azimuthal wavenumber of the wave and \( z = r\theta \). The variable substitution \( z = r\theta \) may also be applied in Eq. (8) to obtain

\[ \frac{\partial q'}{\partial t} + A \frac{\partial q'}{\partial x} + C \frac{\partial q'}{\partial z} = 0 \]  

(11)

The linearity of Eq. (11) implies that each wave defined by Eq. (10) will propagate independently of the others. One can therefore proceed by substituting a single wave into Eq. (11) to obtain the following relation

\[ \left( \omega - k_x A - k_z C \right) \hat{q}(r) = 0 \]  

(12)

From this relation, an eigenvalue problem for the axial wavenumber, with corresponding eigenvector \( \hat{q}(r) \), may be obtained by multiplying Eq. (12) from the left by \( \hat{A}^{-1} \)

\[ \left( \omega\hat{A}^{-1} - k_x \hat{A}^{-1} C - k_z I \right) \hat{q}(r) = 0 \]  

(13)

This relation is only valid if \( \hat{A} \) is invertible, which holds true if \( \text{det}(\hat{A}) = \overline{v_x}^3(\overline{c}^2 - \overline{v_x}^2) \) is nonzero. In order to ensure this, we will assume that the mean axial velocity is nonzero and subsonic. It can also be noted from Eq. (13) that \( (\omega\hat{A}^{-1} - k_x \hat{A}^{-1} C) \) only is nontrivial if \( \omega \) and \( k_z \) are not both zero at the same time. The special case when \( \omega = k_z = 0 \) represents the mean flow and will not be treated by the present analysis. Instead, it will be used for prescribing mean flow boundary conditions or matching the mean flow at blade row interfaces, as will be described later.

The eigenvalue problem presented in Eq. (13) can be solved for a given combination of frequency and azimuthal wavenumber to obtain five eigenvalue/eigenvector pairs \((k_{x,j}, \hat{q}_j)\). These pairs may then be substituted back into Eq. (10) to obtain all the waves that are allowed to exist in the flow according to Eq. (11). Moreover, the axial wavenumbers obtained from the analysis can be used to compute the direction of propagation of the waves, whereas the structure of the eigenvectors will define the physical nature of the wave [7]. An eigenvector corresponding to a given eigenvalue is however not uniquely defined, since any multiplication by a scalar yields another eigenvector to the same eigenvalue. If the geometric multiplicity of a given eigenvalue is greater than one, then any linear combination of two eigenvectors corresponding to this eigenvalue will also become an eigenvector. As a result of this non-uniqueness, care must be taken when the eigenvectors are defined. In particular, it is advantageous to ensure that the eigenvectors have a physically relevant meaning in the sense that they correspond to entropy, vorticity and acoustic waves [7]. It is also important from a numerical point of view to ensure that the eigenvectors have been chosen so that a division by zero or a null vector never is obtained under any circumstance. The eigenvectors selected in this work satisfy all the aforementioned conditions. We start by presenting the eigenvalue/eigenvectors pairs corresponding to convected waves.

1. Convected Waves

The first eigenvalue of the matrix \( (\omega\hat{A}^{-1} - k_x \hat{A}^{-1} C) \) has an algebraic multiplicity equal to three and reads as follows

\[ k_{x,1} = k_{x,2} = k_{x,3} = \frac{\omega}{\overline{c}k_z} \]  

(14)

As it turns out, the geometric multiplicity of this eigenvalue is also three. In this work, the eigenvectors corresponding to the eigenvalue defined in Eq. (14) have been selected as shown below

\[ \hat{q}_1 = \begin{bmatrix} \overline{c}k_z \\ 0 \\ 0 \end{bmatrix}, \quad \hat{q}_2 = \begin{bmatrix} 0 \\ \overline{c}k_z \\ 0 \end{bmatrix}, \quad \hat{q}_3 = \begin{bmatrix} 0 \\ 0 \\ \overline{c}k_{x,1} \end{bmatrix} \]  

(15)

The structure of these eigenvectors shows that they respectively correspond to an entropy wave, radial vorticity wave and axial-circumferential vorticity wave. It can also be noted that under the stated assumptions, these vectors will always remain well defined in the sense that they never become a zero vector, nor include a division by zero.
The direction of propagation of the waves defined by the first three eigenvalue/eigenvector pairs may be determined from the group velocity, since both the frequency and axial/circumferential wavenumbers are real-valued. The relevant component of the group velocity in our case is the axial one, which may be computed as

\[ v_{g,x,j} = \frac{\partial \omega}{\partial k_{x,j}} = \left( \frac{\partial k_{x,j}}{\partial \omega} \right)^{-1} \bar{v}_x, \quad j = 1, 2, 3 \]  

This result shows that the entropy and vorticity waves are convected downstream with the mean flow, as should be expected.

2. Acoustic Waves

The remaining two eigenvalues of \((\omega \bar{A}^{-1} - k_z \bar{A}^{-1} \bar{C})\) may be written as follows

\[ k_{x,4} = \frac{-\bar{v}_x (\omega - k_z \bar{v}_\theta) + \bar{c} \sqrt{\Lambda}}{\bar{c}^2 - \bar{v}_x^2} \]
\[ k_{x,5} = \frac{-\bar{v}_x (\omega - k_z \bar{v}_\theta) - \bar{c} \sqrt{\Lambda}}{\bar{c}^2 - \bar{v}_x^2} \]

where

\[ \Lambda = (\omega - k_z \bar{v}_\theta)^2 - k_z^2 (\bar{c}^2 - \bar{v}_x^2) \]

The eigenvectors corresponding to these eigenvalues have been selected as

\[ \hat{q}_4 = \begin{bmatrix} \bar{p} \\ -\bar{c} k_{x,4} \\ \bar{v}_x k_{x,4} - \bar{v}_x k_{x,4} i \\ 0 \\ -\bar{c}^2 k_{x,4} \\ \bar{v}_x k_{x,4} - \bar{v}_x k_{x,4} i \\ \bar{p} \bar{c}^2 \end{bmatrix} \quad \hat{q}_5 = \begin{bmatrix} \bar{p} \\ -\bar{c} k_{x,5} \\ \bar{v}_x k_{x,5} - \bar{v}_x k_{x,5} i \\ 0 \\ -\bar{c}^2 k_{x,5} \\ \bar{v}_x k_{x,5} - \bar{v}_x k_{x,5} i \\ \bar{p} \bar{c}^2 \end{bmatrix} \]

The structure of these eigenvectors shows that the last two eigenvalue/eigenvector pairs define two acoustic waves. In order to determine the direction of propagation of these waves we must first look to the factor \(\Lambda\) defined in Eq. (18). If \(\Lambda\) is strictly positive, the eigenvalues in Eq. (17) become real-valued and the group velocity can thus be used to determine the direction of propagation. The axial component of the group velocities for the acoustic waves becomes as follows

\[ v_{g,x,4} = -\frac{\bar{c}^2 - \bar{v}_x^2}{\bar{v}_x - \frac{(\omega - k_z \bar{v}_\theta)}{\sqrt{\Lambda}}} \]
\[ v_{g,x,5} = -\frac{\bar{c}^2 - \bar{v}_x^2}{\bar{v}_x + \frac{(\omega - k_z \bar{v}_\theta)}{\sqrt{\Lambda}}} \]

If the mean axial velocity is subsonic and \(\Lambda > 0\) it is possible to show that if \(v_{g,x,4} > 0\), then \(v_{g,x,5} < 0\) and vice versa. Under these conditions, one acoustic wave will therefore propagate upstream and the other one downstream. If \(\Lambda\) becomes strictly negative, one obtains two complex eigenvalues from Eq. (17), one with positive and one with negative imaginary part. If these eigenvalues are inserted into Eq. (10), it is found that a negative imaginary part corresponds to a wave that is exponentially decaying in the positive axial direction, whereas a positive imaginary part gives exponential decay in the negative axial direction. In this work, the direction of propagation of an acoustic wave with a complex axial wavenumber is taken to be the direction in which it decays. This definition has also been adopted by other authors \[8,14\]. As a consequence of this definition, all acoustic waves associated with complex axial wavenumbers are interpreted as decaying from their respective point of origin, which motivates the commonly used abbreviation "cut-off". The acoustic waves associated with real wavenumbers will on the other hand propagate without decaying, and are therefore referred to as "cut-on".

It is important to note that the acoustic waves not have been ordered to ensure that the fourth and fifth one always propagate downstream and upstream respectively. Instead, the direction of propagation of these waves must be
determined either from the group velocity or the axial wavenumber, dependent on whether the waves are cut-on or cut-off. More details on how the direction of propagation is accounted for will be presented later. Before this, however, the special case \( \Lambda = 0 \) must be covered. This case is sometimes referred to as acoustic resonance \([8]\) and yields two identical acoustic eigenvalue/eigenvector pairs as well as two axial group velocities that are zero. This is a problem since the construction of the nonreflecting boundary/interface presented in this work is dependent on the fact that there exist 5 linearly independent eigenvectors, for which the direction of propagation of the associated waves are known. In order to ensure that acoustic resonance does not occur, the regularization proposed by Frey et al. \([8]\) has been adopted. This regularization will be outlined next.

3. Regularization to Prevent Acoustic Resonance

In order to prevent acoustic resonance solutions from existing, Frey et al. \([8]\) propose a modification of the underlying linearized Euler equations to include a damping term according to

\[
\frac{\partial q'}{\partial t} + \hat{\Lambda} \frac{\partial q'}{\partial x} + \hat{\epsilon} \frac{\partial q'}{\partial z} + \epsilon q' = 0
\]  

(21)

where \( \epsilon > 0 \) is a factor that sets the amount of damping. By substituting the harmonic wave assumption defined in Eq. \((10)\) into Eq. \((21)\), the following new eigenvalue problem may be obtained

\[
\left( (\omega - i\epsilon)\hat{A}^{-1} - k_z\hat{A}^{-1}\hat{C} - k_z I \right) \hat{q}(r) = 0
\]  

(22)

This eigenvalue problem can also be obtained by replacing \( \omega \) in Eq. \((13)\) with the following, modified frequency

\[
\tilde{\omega} = \omega - i\epsilon
\]  

(23)

As a result of this, the solution to the new eigenvalue problem in Eq. \((22)\) may be obtained by replacing \( \omega \) with \( \tilde{\omega} \) in the solutions to Eq. \((13)\). When this is done, it is found that the factor \( \Lambda \) always becomes non-zero, thereby ensuring that the two acoustic eigenvalue/eigenvector pairs remain unique.

The modification of \( \omega \) in Eq. \((22)\) will also cause the two acoustic eigenvalues to be complex-valued, and thus always yield acoustic waves that are cut-off \([8]\). This raises a question regarding how the direction of propagation of an acoustic wave that is cut-on in the original analysis should be determined when the damping term is included. The answer is also provided by Frey et al. \([8]\), who show that the direction of propagation of a wave that is cut-on in the original analysis, will be the same as the direction of damping of the wave when the modified frequency in Eq. \((23)\) is used. This elegant result, which also has been verified numerically by the authors of this paper, allows us to treat all acoustic waves consistently when the modified frequency is being employed. That is, the direction of propagation of the acoustic waves can always be determined from the imaginary part of \( k_{x,4}, k_{x,5} \) when the modification of \( \tilde{\omega} \) in Eq. \((23)\) is employed. It should also be pointed out that the modification of \( \omega \) only applies when the eigenvalues/eigenvectors are being computed, not for calculating the temporal evolution of the wave in Eq. \((10)\). The group velocity is also still used for computing the direction of propagation of the convected waves.

D. Definition of Nonreflecting State at a Boundary or Interface

The foregoing analysis has shown that five different waves exist for a given pair of frequency and azimuthal wavenumber which satisfy Eq. \((11)\) (or Eq. \((21)\) when acoustic resonance is accounted for). This suggests that the most general form of a flow perturbation with a given frequency and azimuthal wavenumber is a linear combination of all five waves

\[
q'(x, r, \theta, t) = \sum_{j=1}^{5} \alpha_j(r)\hat{q}_j(r)e^{i(\omega t - k_{x,j}x - k_{z}z)}
\]  

(24)

Here, \( \alpha_j(r) \) is a complex number that defines the amplitude and phase of wave \( j \). We can simplify the above equation slightly by absorbing the terms \( e^{-ik_{x,j}x} \) into the corresponding amplitudes \( \alpha_j(r) \) to obtain

\[
q'(x, r, \theta, t) = \sum_{j=1}^{5} \alpha_j^*(x, r)\hat{q}_j(r)e^{i(\omega t - k_{z}z)}
\]  

(25)
This equation can also be written in matrix notation as follows

\[ q'(x, r, \theta, t) = T(r)\alpha'(x, r)e^{i(\omega t - k z)} \]  

(26)

where \( \alpha'(x, r) \) is a \( 5 \times 1 \) vector that contains the modal amplitudes \( \alpha_j(x, r) \), and \( T(r) \) is a \( 5 \times 5 \) matrix that contains the eigenvectors \( \hat{q}_j(r) \) structured into its columns

\[
T = \begin{bmatrix}
\bar{\rho} & 0 & 0 & \bar{\rho} & \bar{\rho} \\
0 & 0 & -\bar{c}k_z & \bar{c}k_z & -\bar{c}k_z \\
0 & \bar{c} & 0 & 0 & 0 \\
0 & 0 & \bar{c}k_x,1 & \bar{c}k_x,1 & -\bar{c}k_x,1 \\
0 & 0 & 0 & \bar{\rho}e^2 & -\bar{\rho}e^2 \\
\end{bmatrix}
\]

(27)

From Eq. (5) it can now be noted that each time-azimuthal Fourier coefficient also represents a flow perturbation with a known frequency and nodal diameter. By rewriting one of these flow perturbations in the absolute frame of reference, for which the frequency is defined by Eq. (5), and then dropping the harmonic indices \( n, k \) one obtains

\[ q'(x, r, \theta, t) = \hat{q}_c(x, r)e^{i(\omega t - m_c, \theta)} \]

(28)

Under the previously stated assumptions the most general form of a flow perturbation with a known frequency and azimuthal wave number is given by Eq. (26). This suggests that if \( k_z = m_c/r \) and \( \omega = \omega_c \) in this equation, it may be equated with Eq. (28) to obtain

\[ \hat{q}_c(x, r) = T(r)\alpha'(x, r) \]

(29)

From this equation it can be seen that if \( T(r) \) is invertible, then the amplitude and phase of the different waves can be measured as

\[ T^{-1}(r)\hat{q}_c(x, r) = \alpha'(x, r) \]

(30)

For a boundary, a nonreflecting state may now be defined as

\[ T^{-1}_{\text{inc}}(r)\hat{q}_c(x, r) = 0 \]

(31)

where \( T^{-1}_{\text{inc}}(r) \) is defined to contain the rows of \( T^{-1}(r) \) corresponding to incoming waves. For an interface, on the other hand, the condition reads

\[ T^{-1}_{\text{inc}}(r)\hat{q}_c(x, r) = T^{-1}_{\text{inc}}(r)\hat{q}_0(x, r) \]

(32)

It should be noted that if Eq. (22) is satisfied on both sides of the interface, then it holds that \( \hat{q}_c = \hat{q}_0 \) [4]. Also note that the matrix \( T^{-1}_{\text{inc}}(r) \) in Eqs. (31) and (32) is either of size \( 4 \times 5 \) for an inlet, or \( 1 \times 5 \) for an outlet. As such, these equations can not be used to define a unique \( \hat{q}_c(x, r) \) for a given frequency, azimuthal wavenumber, mean flow state and possible exterior state. This is necessary from a physical point of view since the boundary only should specify information propagating into the domain. From a numerical point of view on the other hand, this complicates the construction of the boundary condition since one can find several ways to enforce Eqs. (31) and (32). As was noted by Giles [1], the chosen method can have a large impact on the convergence rate and stability of the solver. In this work, the amplitudes of the incoming waves are explicitly set to zero for a boundary, or to the value obtained on the other side of the interface. This approach has proven to give good accuracy, but can be unstable when an explicit pseudo-time integration strategy is used to converge the solution. More details on this will be presented in the next section. Before this is done, however, the inverse of \( T(r) \) must be defined.

The inverse of \( T(r) \) exists if it has full rank, which holds true if and only if the eigenvectors used to construct \( T(r) \) are linearly independent. As noted previously, this is not true in the case of acoustic resonance. If it is assumed that acoustic resonance does not occur (\( \Lambda \neq 0 \)) and that the modification of \( \omega \) in Eq. (23) is not employed, then it is a fairly simple task to prove that \( T(r)x = 0 \) only has trivial solutions under the previously stated assumptions. A similar proof for the case when \( \omega \) is modified to avoid acoustic resonance has not been completed. It is however believed that \( T(r) \) will be invertible in all circumstances when the modification of \( \omega \) is used. Combined with the fact that care has been
taken to ensure that the eigenvectors \( \hat{q}_j(r) \) are always well-defined in the sense that they never become a zero vector or include a division by zero, this would then imply that the chosen formulation can be used without modification for a very wide range of problems. The inverse of \( T(r) \) reads as follows

\[
T^{-1} = \begin{bmatrix}
\frac{1}{\rho} & 0 & 0 & 0 & \frac{-1}{\rho \gamma} \\
0 & 0 & \frac{1}{\rho} & 0 & 0 \\
0 & -\frac{k_z}{\tau(z_k, k_z)} & 0 & \frac{k_{x_1}}{\tau(k_{x_1}, k_z)} & \frac{k_{x_1}}{\tau(k_{x_1}, k_z)} \\
0 & \frac{k_{y_1}}{\tau(k_{y_1}, k_z)} & 0 & \frac{k_{y_1}}{\tau(k_{y_1}, k_z)} & \frac{k_{y_1}}{\tau(k_{y_1}, k_z)} \\
0 & \frac{k_{x_2}}{\tau(k_{x_2}, k_z)} & 0 & \frac{k_{x_2}}{\tau(k_{x_2}, k_z)} & \frac{k_{x_2}}{\tau(k_{x_2}, k_z)} \\
2\pi k_z & 0 & 0 & 0 & 0 \\
0 & 2\pi k_z & 0 & 0 & 0 \\
0 & 0 & 2\pi k_z & 0 & 0 \\
0 & 0 & 0 & 2\pi k_z & 0 \\
0 & 0 & 0 & 0 & 2\pi k_z \\
\end{bmatrix}
\]

It should be noted that the form of \( T(r) \) used in this work is equivalent to the one employed in [9].

E. Implementation of Nonreflecting Boundary Condition and Interface

The nonreflecting boundary condition and blade row interface presented in this work have been implemented into the finite-volume CFD solver G3D::Flow, which is developed and maintained at the Division of Fluid Dynamics at Chalmers University of Technology. In this work, G3D::Flow has been used to solve the nonlinear Euler equations in a coupled and conservative form. The fluid is modeled as an ideal gas and its properties are taken to be those of air. Inviscid fluxes over cell faces that arise from the finite-volume discretization are estimated using a low-dissipation, third-order accurate upwind scheme based on flux-vector splitting [15]. Temporal discretization for the unsteady computations performed in this work is further achieved with the Harmonic Balance method developed by Hall et al. [16]. A three-stage, second-order accurate Runge-Kutta cycle [15] is used to advance the discretized system in pseudo-time using local time-stepping until convergence is reached.

In G3D::Flow, two layers of ghost cells are used to calculate fluxes over a boundary or side of an interface. The aim of the nonreflecting implementation is to update these ghost cell values in such a way that the interior solution is driven towards a state that satisfies either Eq. (31) for a boundary, or Eq. (32) for an interface. In addition to this, the ghost cells must be updated so that the proper mean state is reached. For an inlet boundary, this should be done so that the mean flow matches a specified stagnation temperature, stagnation pressure, and flow direction, whereas for an outlet, a specified static pressure should be met. For an interface on the other hand, the aim should be to conserve the average mass, momentum and energy over the interface.

1. Nonzero Frequency and/or Azimuthal Wavenumber

The first step in the construction of a nonreflecting boundary or interface is to sample the solution close to a boundary/interface to obtain a set of time-azimuthal Fourier coefficients. In G3D::Flow, this sampling requires the mesh close to the boundary to be structured into bands of constant radius, and will thus result in a set of Fourier coefficients for each cell-band. Let one of these Fourier coefficients be denoted \( \hat{q}_j(x_c, r) \) to emphasize that it was sampled in a cell layer situated at axial location \( x_c \), radial location \( r \), and inside the currently considered blade row. For each side of an interface, a set of Fourier coefficients representing the solution on the other side of the interface is also defined. This is done in two steps. First, the time-azimuthal Fourier coefficients sampled on the other side of the interface are interpolated to the radial location of the cell-bands in the currently considered blade row using area-weighted averaging. After this, each time-azimuthal Fourier coefficient sampled in the currently considered blade row is matched with an interpolated Fourier coefficient based on the condition defined in Section III.A. Let the time-azimuthal Fourier coefficient that matches \( \hat{q}_j(x_c, r) \) be denoted \( \hat{q}_j(x_o, r) \). As was explained in Section III.A, a matching time-azimuthal Fourier coefficient from the other side of the interface may not always exist if a different number of temporal and azimuthal harmonics are used in the simulation. In these cases, \( \hat{q}_j(x_o, r) \) is simply set to zero. For a boundary on the other hand, \( \hat{q}_j(x_o, r) \) is always defined to be zero. This is done so that the algorithm used to construct a nonreflecting ghost cell state for an interface also can be used for a boundary.

For turbomachinery applications, G3D::Flow solves the governing equations formulated in Cartesian coordinates and the relative frame of reference. As such, the solution must first be converted to cylindrical coordinates and the absolute frame of reference before the time-azimuthal Fourier coefficients described in Section III.A can be computed. The nonreflecting analysis described hereinafter is also performed in the absolute frame of reference. This implies that both the absolute blade passing frequency in Eq. (3) and the absolute tangential velocity are used to compute
the eigenvalues/eigenvectors. The absolute frame of reference is mainly chosen to make it convenient to match the samplings obtained on different sides of a blade row interface together. It should however be emphasized that the nonreflecting analysis presented in this paper would give equivalent results if the relative blade passing frequency and relative tangential velocity were used. This is first of all due to the fact that the factor \((\omega - k_z \bar{v}_\theta)\) gives the same results in both cases. Secondly, the sampling of the flow described in Section III.A gives the same time-azimuthal Fourier coefficients (except for \(q_{b0}\)) independent of whether the solution was converted to the absolute frame of reference or not before the sampling was performed.

Once the sampling of the flow has been completed as described above, a new set of Fourier coefficients \(q_{\text{inc}}(x_t, r)\) that define a nonreflecting exterior state for a given ghost cell layer \((l = 1, 2)\) and cell-band are computed according to Algorithm 1. It should be noted that the mean state is outlined next.

For a boundary on the other hand, the interior solution is simply chosen as the mean state. Algorithm 1 now works as follows. In the first steps, it calculates the modified frequency and all the axial wavenumbers. The parameter \(\epsilon\) used to calculate the modified frequency was taken to be \(10^{-3} \bar{c}/P\), where \(P = 2\pi r/N_c\). This value is similar to the one suggested by Frey et al. [8]. After the frequency and all the axial wavenumbers have been computed, the algorithm checks whether the boundary is an inlet or outlet by comparing the mean axial velocity to the axial component of the boundary normal (\(n\)). If the boundary is an inlet, the algorithm proceeds by checking whether the second acoustic wave represents an incoming wave. If this is the case, it performs a sorting step to ensure that the first four waves will be incoming, and the fifth one outgoing. The reason for why it is sufficient to only swap the axial wavenumbers of the acoustic waves in order to sort them is that the eigenvectors in Eq. (19) have been defined as functions of \(k_{x,4}\) and \(k_{x,5}\).

The next step in the algorithm checks whether the convected waves are resolved with at least \(N\) points per wavelength by using the length of the cell layer closest to the interface (\(\Delta x\)) as a reference. If this is not the case, the convected waves will be neglected in the analysis. This check has been introduced to ensure that high frequency waves not are included in the analysis. This is believed to be important since the axial wavenumbers of the convected waves can grow without bound when \(\bar{v}_x \to 0\), which could be problematic when the modal amplitudes of the convected waves are phase extrapolated in subsequent steps of the algorithm. If the convected waves are included in the analysis, their modal amplitudes are calculated from the following expression

\[
\alpha^e(x, r) = T^{-1}(r)\hat{q}_e(x, r)
\]

(35)

In the next step of the algorithm the modal amplitude of the incoming acoustic wave is calculated from the above relation. The other acoustic wave is on the other hand obtained from the the interior solution

\[
\alpha^i(x, r) = T^{-1}(r)\hat{q}_i(x, r)
\]

(36)

In the next step of the algorithm a new vector \(\alpha_{\text{inc}}^e\) is defined to contain the incoming modal amplitudes from the exterior and the outgoing modal amplitudes from the currently considered blade row. Note also that since \(\alpha_{5,c}^e\) has been calculated from the solution in the currently considered blade row, it is phase extrapolated to the position of the ghost cell layer before it is added to \(\alpha_{\text{inc}}^e\). Phase extrapolation has also been used by e.g. Robens et al. [17]. The procedure used for an outlet is almost equivalent to the one used for the inlet, with the difference that there will be four outgoing waves and one incoming wave. In the final step of the algorithm, a new time-azimuthal Fourier coefficient that only contains incoming waves from the exterior, plus outgoing waves from the currently considered blade row, is calculated as follows

\[
\hat{q}_{\text{inc}}(x_t, r) = T(r)\alpha_{\text{inc}}^e(x_t, r)
\]

(37)

The procedure described above is repeated for all combinations of frequencies and azimuthal wave numbers (except \(\omega = k_z = 0\)) that are included in the analysis. Once this has been done, a flow perturbation \(q_{b0}\) which prescribes a nonreflecting exterior state can be computed in the ghost cells by inserting \(\hat{q}_{\text{inc}}\) into Eq. (3). This perturbation must then be combined with an updated mean flow before the flux over the boundary faces can be computed. The calculation of the mean state is outlined next.
2. Mean Flow

One of the main reasons for applying a nonreflecting boundary condition to a turbomachinery calculation is that it enables the boundaries to be placed closer to the blades. When boundary conditions are to be specified on the other hand, the user will most likely only know the ambient conditions far upstream/downstream of the turbomachine. In order to relate the known ambient conditions with the flow close to the blades, mixed-out flow variables should be calculated from the non-uniform solution at the inlet and outlet boundaries [18]. Mixed-out variables have the property that they will be equal to the uniform state that the flow will attain once all non-uniformities in the flow have been

Algorithm 1 Construction of Nonreflecting Exterior State

Input: \( \hat{q}_c(x_c, r), \hat{q}_o(x_o, r), \hat{q}(r), \omega, k_z, \epsilon > 0, n, \Delta x > 0, N, l \)

Output: \( \hat{q}_{ne}(x_l, r) \)

1: if \( k_z = 0 \) and \( \omega = 0 \) then
2: return
3: end if
4: for \( j = 1 \) to \( 5 \) do
5: \( \alpha_n^* [j] = \alpha_o^* [j] = 0 \)
6: end for
7: Calculate the modified frequency (\( \tilde{\omega} \)) according to Eq. (23)
8: Calculate the axial wavenumbers of the convected waves \( (k_{x,1}, k_{x,2}, k_{x,3}) \) according to Eq. (17)
9: Calculate the axial wavenumbers of the acoustic waves \( (k_{x,4}, k_{x,5}) \) according to Eqs. (17) and (18)
10: if \( \tilde{\omega} \cdot n < 0 \) then \( \triangleright \) Inlet Boundary
11: if \( \text{Im}(k_{x,5})n > 0 \) then \( \triangleright \) Sort Acoustic Eigenvalues
12: \( k_{x,4}, k_{x,5} = \text{swap}(k_{x,4}, k_{x,5}) \)
13: end if
14: if \( |\text{Re}(k_{x,1})|\Delta x < 2\pi/N \) then
15: Calculate the modal amplitudes of the incoming convected waves \( (\alpha_n^* [1 : 3]) \) using Eq. (35)
16: end if
17: Calculate the modal amplitude of the incoming acoustic wave \( (\alpha_n^*[4]) \) using Eq. (35)
18: Calculate the modal amplitude of the outgoing acoustic wave \( (\alpha_n^*[5]) \) using Eq. (36)
19: for \( j = 1 \) to \( 4 \) do \( \triangleright \) Define nonreflecting state for incoming waves
20: \( \alpha_{ne}^*[j] = \alpha_o^*[j] \)
21: end for
22: for \( j = 5 \) to \( 5 \) do \( \triangleright \) Define nonreflecting state for outgoing wave
23: \( \alpha_0^*[j] = \alpha_n^*[j] e^{-i(k_{x,j}\Delta x)n_l} \)
24: end for
25: else \( \triangleright \) Outlet Boundary
26: if \( \text{Im}(k_{x,4})n > 0 \) then \( \triangleright \) Sort Acoustic Eigenvalues
27: \( k_{x,4}, k_{x,5} = \text{swap}(k_{x,4}, k_{x,5}) \)
28: end if
29: if \( |\text{Re}(k_{x,1})|\Delta x < 2\pi/N \) then
30: Calculate the modal amplitudes of the outgoing convected waves \( (\alpha_n^*[1 : 3]) \) using Eq. (36)
31: end if
32: Calculate the modal amplitude of the outgoing acoustic wave \( (\alpha_n^*[4]) \) using Eq. (36)
33: Calculate the modal amplitude of the incoming acoustic wave \( (\alpha_n^*[5]) \) using Eq. (35)
34: for \( j = 1 \) to \( 4 \) do \( \triangleright \) Define nonreflecting state for outgoing waves
35: \( \alpha_{ne}^*[j] = \alpha_n^*[j] e^{-i(k_{x,j}\Delta x)n_l} \)
36: end for
37: for \( j = 5 \) to \( 5 \) do \( \triangleright \) Define nonreflecting state for incoming wave
38: \( \alpha_0^*[j] = \alpha_o^*[j] \)
39: end for
40: end if
41: Calculate time-azimuthal Fourier coefficient that contains nonreflecting exterior state \( (\hat{q}_{ne}(x_l, r)) \) using Eq. (37)
42: return
mixed out \cite{18}. In his report on the UNSFLO code \cite{19}, Giles give a detailed description of how these mixed-out variables can be used to impose a desired stagnation state at inlet, or static pressure at outlet. In addition to this, he also describes how the mixed-out variables can be used to construct a blade row interface which is conservative. These methods described by Giles are all based on calculating the difference between the mixed-out variables and the exterior state. For a boundary, the exterior state will be the user-imposed boundary condition, and for an interface, it will be the mixed-out variables obtained on the other side of the interface. This delta is then converted into 1D characteristic variables. Those characteristic variables that propagate into the domain are used to calculate a correction of the primitive variables, whereas the outwards propagating characteristics are discarded. This correction should then be applied to the time+azimuthal average state at the boundary/interface in order to obtain a new average state for the next iteration. Currently, the calculation of mixed-out variables has been implemented into G3D::Flow, but the construction of the correction remains. Therefore, a simpler method is used in this work for prescribing boundary conditions and matching the flow at a blade row interface. In this approach, a time-azimuthal average is calculated for all radial positions along the boundary. This average state is then extrapolated to the positions of the ghost cells and combined with the exterior state to obtain a new mean state $\overline{q}_{gc}$. The procedure used for each type of boundary and interface is described below.

For an inlet boundary, the velocity in the ghost cells first calculated as

$$u_{gc} = \frac{a_{bc}}{||a_{bc}||} ||u_{e}||$$  \hspace{1cm} (38)

Here, subscript e and bc respectively denote the extrapolated state and the user defined state, and the vector $a$ defines the flow direction. Once a velocity has been calculated, the static temperature in the ghost cells can be obtained from the user-defined stagnation temperature as

$$T_{gc} = T_{0,bc} - \frac{||u_{gc}||^2}{2C_p}$$  \hspace{1cm} (39)

The static pressure in the ghost cells is further calculated from the user-defined stagnation pressure and the newly computed temperature as

$$p_{gc} = P_{0,bc} \left( \frac{T_{gc}}{T_{0,bc}} \right)^{\gamma-1}$$  \hspace{1cm} (40)

In a final step the density in the ghost cells is calculated from the ideal gas equation of state to obtain a complete description of $\overline{q}_{bc}$.

For an outlet, the specification of the ghost cell state is simpler. In this case, the static pressure in the extrapolated state is simply substituted with the specified static pressure in order to define an average state for the ghost cells.

The matching of the flow at a blade row interface starts by converting the extrapolated average state and the exterior state into 1D characteristic variables. Once this has been done, a new set of characteristic variables which contains the outgoing ones obtained from the extrapolated state and the incoming ones taken from the exterior state is assembled. This new set of characteristic variables is then converted back into primitive variables to obtain a new mean flow state in the ghost cells.

3. Stabilization Strategy

The perturbation state $q'_{gc}$ and the average state $\overline{q}_{gc}$ defined in the previous sections may be combined to obtain a ghost cell state $q_{gc}$ that is nonreflecting, and that defines the correct mean flow

$$q_{gc} = \overline{q}_{gc} + q'_{gc}$$  \hspace{1cm} (41)

This state can now theoretically be used for calculating the flux over the boundary/interface. Unfortunately, this direct approach has been reported by several authors to be numerically unstable when an explicit pseudo-time integration strategy is used to converge the residual \cite{4, 7, 9}. To overcome this issue, Giles originally proposed to reformulate Eq. (31) in terms of 1D characteristics \cite{7}. This approach has also been adopted by other authors with good results \cite{4, 9}. The authors of the present paper have however decided to stay with the construction of a nonreflecting ghost cell state described in Algorithm 1. There were two main motivations for this choice. First, it was found that the construction of a nonreflecting ghost cell state became significantly more complicated when the 1D characteristics approach was employed. Secondly, the authors wanted to find a stable implementation which also preserves the simple and straightforward approach defined in Algorithm 1.
To date, a simple approach for stabilizing the pseudo-time evolution problem has been found. In this approach, a
new ghost cell state \( \tilde{q}_{gc} \) is computed in every iteration before the flux is calculated. This ghost cell state is obtained by
locally extrapolating the interior solution to the position of the ghost cells, and then match the extrapolated state together
with \( q_{bc} \) using 1D characteristics theory. The original ghost cell state \( q_{gc} \) is also only updated every \( M \)th iteration. In
between the updates, the boundary/interface will thereby behave as a nonreflecting boundary condition based on local,
1D characteristics. This type of boundary condition is known to be well-posed for pseudo-time integration solvers [7].
The fact that the reference exterior state will be \( q_{bc} \) in between the updates also ensures that the interior solution will be
driven towards a nonreflecting state which either satisfies Eq. (31) for a boundary, or Eq. (32) for an interface. The
number of iterations between the updates must be chosen large enough to ensure that the interior solution has time to
adapt to \( q_{bc} \). In this work, it was found that \( M \) had to be in the order of a thousand iterations. If acceleration techniques,
such as multigrid or implicit residual smoothing were to be applied, it is however believed that \( M \) could be greatly
reduced, since the interior solution would adapt faster to \( q_{bc} \). An extensive discussion on the stability and accuracy
aspects of the nonreflecting formulation presented in this work can be found in [19].

IV. Results

A. Two-dimensional Wave Propagation

A set of two-dimensional validation cases were defined in order to verify the implementation of the nonreflecting
boundary condition and the nonreflecting blade row interface. The computational domain used for these validation cases
is depicted in Fig. 1. To begin with, however, only the stationary sub domain to the right in this figure was included
in the simulations. For these cases, the upstream and downstream boundary of the second sub domain were set to be a
stagnation inlet and pressure outlet respectively. When the moving sub domain in Fig. 1 later was included in the
simulations, the leftmost boundary was instead set to be a stagnation inlet and a blade row interface was used to connect
the two sub domains. Translational periodicity was applied at the periodic boundaries in all cases. For each of the
validation cases, a specific wave was prescribed at one of the boundaries. This wave was then allowed to propagate
through the domain, cross the blade row interface (in cases where it was included), and finally impinge on the other
boundary. The implementation could then be verified by comparing the numerically computed wave with the analytical
solution defined by Eq. (10).

A specification of all the waves which were investigated in this work is provided in Table 2. Note that in this table, \( a \)
and \( k_z \) denote the direction of the mean flow in the absolute frame of reference and the \( y \)-component of the wavenumber
respectively. The reason for the latter choice of nomenclature is that the circumferential direction will correspond to the
\( y \)-direction when the equations defined in the previous sections are applied to two dimensional problems. The same
computational mesh was used for all simulations defined in Table 2 and the mesh resolution was set to ensure that each
wave was resolved with at least 30 points per wavelength along each coordinate axis.

All simulations performed in this work were converged to machine precision. Solution data was then extracted on an
axial line between the inlet and the outlet and plotted against the corresponding analytical solution. The results obtained
are presented in Fig. 2-8. The agreement between the analytical and the numerical solution can be seen to be is excellent
for all cases except the one presented in Fig. 7. This specific case represents the upstream propagating acoustic wave,
whose amplitude can be seen to be slightly under-predicted in the numerical solution. This discrepancy is believed to
stem from numerical dissipation. It is also interesting to note from Fig. 4 and Fig. 6 that the blade row interface does not
seem to have any effect on the wave passing by. This is an important result, since it shows that the wave is appropriately
Doppler-shifted when it is passed over the interface.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Size of computational domain depicted in Fig. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( d_1 )</td>
</tr>
<tr>
<td></td>
<td>5m</td>
</tr>
</tbody>
</table>
Fig. 1  Schematic view of the computational domain used to verify the implementation. The sizes shown are listed in Table I.

Table 2  Simulation settings used for the different validation cases.

<table>
<thead>
<tr>
<th></th>
<th>$T_{0,\text{in}}$</th>
<th>$P_{0,\text{in}}$</th>
<th>$a$</th>
<th>$p_{\text{out}}$</th>
<th>$\omega$</th>
<th>$k_z$</th>
<th>$k_{x,j}$</th>
<th>$v_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady Vorticity Wave</td>
<td>104.73</td>
<td>47765.58</td>
<td>(5, 1)</td>
<td>40000</td>
<td>0</td>
<td>$2\pi$</td>
<td>$-1.2566$</td>
<td>-</td>
</tr>
<tr>
<td>Propagating Vorticity Wave</td>
<td>106.32</td>
<td>50356.95</td>
<td>(5, -3)</td>
<td>40000</td>
<td>-502.65</td>
<td>$2\pi$</td>
<td>$-1.2566$</td>
<td>-</td>
</tr>
<tr>
<td>Propagating Vorticity Wave Including Interface</td>
<td>106.32</td>
<td>50356.95</td>
<td>(5, -3)</td>
<td>40000</td>
<td>-502.65</td>
<td>$2\pi$</td>
<td>$-1.2566$</td>
<td>-80</td>
</tr>
<tr>
<td>Downstream Traveling Acoustic Wave</td>
<td>106.32</td>
<td>50356.95</td>
<td>(5, -3)</td>
<td>40000</td>
<td>-1005.31</td>
<td>$-2\pi$</td>
<td>$-1.0743$</td>
<td>-</td>
</tr>
<tr>
<td>Downstream Traveling Acoustic Wave + Interface</td>
<td>106.32</td>
<td>50356.95</td>
<td>(5, -3)</td>
<td>40000</td>
<td>-1005.31</td>
<td>$-2\pi$</td>
<td>$-1.0743$</td>
<td>-80</td>
</tr>
<tr>
<td>Upstream Traveling Acoustic Wave</td>
<td>106.32</td>
<td>50356.95</td>
<td>(5, -3)</td>
<td>40000</td>
<td>-772.83</td>
<td>$-2\pi$</td>
<td>6.3070</td>
<td>-</td>
</tr>
<tr>
<td>Downstream Traveling Acoustic Wave + Cut-Off</td>
<td>105.49</td>
<td>48997.24</td>
<td>(5, -2.2)</td>
<td>40000</td>
<td>-804.25</td>
<td>$-2\pi$</td>
<td>$3.60 - 0.85i$</td>
<td>-</td>
</tr>
</tbody>
</table>
(a) Axial component of velocity perturbation normalized by speed of sound.

(b) Tangential component of velocity perturbation normalized by speed of sound.

Fig. 2 Normalized velocity perturbations for the steady vorticity wave (Analytical solution: , Numerical solution: ).

(a) Axial component of velocity perturbation normalized by speed of sound.

(b) Tangential component of velocity perturbation normalized by speed of sound.

Fig. 3 Normalized velocity perturbations for the propagating vorticity wave (Analytical solution: , Numerical solution: ).
Fig. 4 Normalized velocity perturbations for the propagating vorticity wave when an interface is included at $x = 5$ m (Analytical solution: -- , Numerical solution: - - - - - ).

(a) Axial component of velocity perturbation normalized by speed of sound.  (b) Tangential component of velocity perturbation normalized by speed of sound.

Fig. 5 Normalized velocity and pressure perturbations for the downstream traveling acoustic wave (Analytical solution: -- , Numerical solution: - - - - - ).

(a) Axial component of velocity perturbation normalized by speed of sound.  (b) Pressure perturbation normalized by density and speed of sound.
Fig. 6 Normalized velocity and pressure perturbations for the downstream traveling acoustic wave when an interface is included at $x = 5\,\text{m}$ (Analytical solution: solid , Numerical solution: dashed ).

Fig. 7 Normalized velocity and pressure perturbations for the upstream traveling acoustic wave (Analytical solution: solid , Numerical solution: dashed ).
(a) Axial component of velocity perturbation normalized by speed of sound.
(b) Pressure perturbation normalized by density and speed of sound.

Fig. 8 Normalized velocity and pressure perturbations for the downstream traveling acoustic wave which is cut-off (Analytical solution: , Numerical solution: ).

V. Conclusion

In this paper, a quasi-three-dimensional nonreflecting formulation applicable to turbomachinery boundaries and blade row interfaces has been presented. The formulation is based on the exact, nonreflecting boundary condition for a single frequency and azimuthal wave number developed by Giles [1,7], which makes the formulation non-local in both space and time. Special effort was put into the derivation of the formulation to ensure that it can be applied in a wide variety of situations without modification. As a result of this effort, a formulation was obtained which works both for steady state and unsteady simulations. The formulation also avoids problems associated with acoustic resonance by including the regularization proposed by Frey et al. [8].

A detailed description of how the chosen formulation was implemented into an explicit finite-volume solver was also presented. With the chosen implementation strategy, convergence to machine-zero is obtained for a set of two-dimensional wave-propagation problems. This shows that although the implemented algorithm is sub-optimal from a computational-efficiency point of view, it yields an algorithm that, at least for the cases considered, is numerically stable.

The two-dimensional wave-propagation problems were also used to verify the implementation. In each of these problems, a particular type of wave which is supported by the nonreflecting formulation was excited at the upstream or downstream boundary, allowed to propagate through the domain, and then finally impinge on the other boundary. Very good agreement between numerical and analytical results were demonstrated in all the cases. In particular, there were no signs of reflections or distortions of the waves as they propagated through the domain. This shows that the presented formulation both has been correctly implemented, and that it represents physically correct waves.
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