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ABSTRACT

Neuronal communication is the basis for all our brain function and relies on regulated exocytosis, a cellular function that involves release of quantal amounts of neurotransmitters into the gap space between interconnected neurons to serve as chemical signals. To study exocytosis, which is a fast process that occurs on the timescale of sub-milliseconds to milliseconds, a toolbox of analytical methods has been developed where the electrochemical based techniques offer quantitative and sufficient high temporal recording speed. However, neuronal activity involving non-electroactive neurotransmitters such as acetylcholine and glutamate have long time suffered from a limited detection speed about 3 orders of magnitude slow for capturing the rapid transients from exocytosis release by these non-electroactive compounds. In this work, we have focused on a new approach for the development of amperometric enzyme-nanoparticle-based sensors that significantly improve recording speed of important non-electroactive brain analytes and are suitable for ultrafast recording in neuroscience research.

In Paper I, an acetylcholine sensor was designed and fabricated by modifying the sensor surface with gold nanoparticles (AuNPs) and two sequential enzymes, where the enzyme coating was limited to a monolayer in thickness to minimize enzyme product diffusion distance to be detected by the electrode surface. This novel sensor provided the first proof of concept to improving enzyme-based sensors speed by 2 orders of magnitude compared to existing technology and was fast enough to temporally resolve single millisecond vesicle release events of acetylcholine from an artificial cell model that mimics exocytosis.

In Paper II, a new and analytical method was introduced that provided a significantly faster and a non-toxic way to quantify AuNP immobilized enzymes during sensor surface characterization in comparison to the previous method used in Paper I that involved using toxic cyanide solutions. This method was based on electrochemical stripping of AuNPs from the electrode surface after enzymes were attached, followed by quantifying the number of enzymes released, to determine the average number of enzymes attached to each single nanoparticle.

In Paper III, an ultrafast glutamate sensor was developed by careful characterization of the conditions for controlling the enzyme coverage on a AuNP decorated electrode surface to a monolayer. By placing this novel sensor in the Nucleus Accumbens of rodent brain slice, recording of spontaneous glutamate activity and various isolated dynamic current transients from single exocytotic events on the sub-millisecond timescale were captured.

In Paper IV, the conjugation of enzyme glucose oxidase (GOx) to AuNP surfaces was used to study how physical crowding affects enzyme stability and activity when immobilized at a highly curved nanoparticle surface. This work showed that by crowding a gold nanoparticle surface with its maximum number of enzymes that can theoretically fit, while maintaining a monolayer coverage, the retained enzymatic activity of immobilized enzyme improved 300% compared to GOx free in solution. Implementing these findings to a nanostructured electrochemical biosensor for glucose confirmed a recording speed for glucose on the millisecond timescale.

In Paper V, using our novel ultrafast glutamate sensor, a novel method was developed for quantification of the quantal glutamate content in single synaptic vesicles, and quantification of the quantal amount glutamate released from single exocytosis events in rodent brain tissue.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAc</td>
<td>Nucleus accumbens</td>
</tr>
<tr>
<td>CNS</td>
<td>Central nervous system</td>
</tr>
<tr>
<td>PNS</td>
<td>Peripheral nervous system</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>SNARE</td>
<td>Soluble N-ethylmaleimide-sensitive fusion protein attachment protein receptors</td>
</tr>
<tr>
<td>SM</td>
<td>Sec1/Munc18-like</td>
</tr>
<tr>
<td>NSF</td>
<td>N-ethylmaleimide-sensitive fusion protein</td>
</tr>
<tr>
<td>EM</td>
<td>Electron microscopy</td>
</tr>
<tr>
<td>HRP</td>
<td>Horseradish peroxidase</td>
</tr>
<tr>
<td>PC</td>
<td>Phosphatidylcholine</td>
</tr>
<tr>
<td>PE</td>
<td>Phosphatidylethanolamine</td>
</tr>
<tr>
<td>PS</td>
<td>Phosphatidylserine</td>
</tr>
<tr>
<td>PI</td>
<td>Phosphatidylinositol</td>
</tr>
<tr>
<td>VNT</td>
<td>Vesicular neurotransmitter transporters</td>
</tr>
<tr>
<td>H⁺</td>
<td>Proton</td>
</tr>
<tr>
<td>ADP</td>
<td>Adenosine diphosphate</td>
</tr>
<tr>
<td>VMAT</td>
<td>Vesicular monoamine transporter</td>
</tr>
<tr>
<td>VACHT</td>
<td>Vesicular acetylcholine transporter</td>
</tr>
<tr>
<td>VGAT</td>
<td>Vesicular GABA and glycine transporter</td>
</tr>
<tr>
<td>VGLUT</td>
<td>Vesicular glutamate transporter</td>
</tr>
<tr>
<td>L-DOPA</td>
<td>3,4-Dihydroxy-L-phenylalanine</td>
</tr>
<tr>
<td>ANS</td>
<td>Autonomic nervous system</td>
</tr>
<tr>
<td>PNMT</td>
<td>Phenylethanolamine N-methyltransferase</td>
</tr>
<tr>
<td>GABA</td>
<td>gamma-Aminobutyric acid</td>
</tr>
<tr>
<td>TCA</td>
<td>Tricarboxylic acid</td>
</tr>
<tr>
<td>AMP</td>
<td>Adenosine monophosphate</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscope</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission electron microscope</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>STEM</td>
<td>Scanning transmission electron microscope</td>
</tr>
<tr>
<td>GFP</td>
<td>Green fluorescent protein</td>
</tr>
<tr>
<td>iGluSnFR</td>
<td>Intensity-based glutamate-sensing fluorescent reporter</td>
</tr>
<tr>
<td>GluBP</td>
<td>Glutamate binding protein</td>
</tr>
<tr>
<td>Qdots</td>
<td>Quantum dots</td>
</tr>
<tr>
<td>FFNs</td>
<td>Fluorescent false neurotransmitters</td>
</tr>
<tr>
<td>TIRFM</td>
<td>Total internal reflection fluorescence microscope</td>
</tr>
<tr>
<td>CV</td>
<td>Cyclic voltammetry</td>
</tr>
<tr>
<td>FSCV</td>
<td>Fast scanning cyclic voltammetry</td>
</tr>
<tr>
<td>AuNP</td>
<td>Gold nanoparticle</td>
</tr>
<tr>
<td>IHP</td>
<td>Inner Helmholtz plane</td>
</tr>
<tr>
<td>OHP</td>
<td>Outer Helmholtz plane</td>
</tr>
<tr>
<td>NHE</td>
<td>Normal hydrogen electrode</td>
</tr>
<tr>
<td>GOx</td>
<td>Glucose oxidase</td>
</tr>
<tr>
<td>FAD</td>
<td>Flavin adenine dinucleotide</td>
</tr>
<tr>
<td>NPs</td>
<td>Nanoparticles</td>
</tr>
<tr>
<td>CNT</td>
<td>Carbon nanotube</td>
</tr>
<tr>
<td>SWCNT</td>
<td>Single-walled carbon nanotube</td>
</tr>
<tr>
<td>MWCNT</td>
<td>Multi-walled carbon nanotube</td>
</tr>
<tr>
<td>DLS</td>
<td>Dynamic light scattering</td>
</tr>
<tr>
<td>NTA</td>
<td>Nanoparticle tracking analysis</td>
</tr>
<tr>
<td>UV-Vis</td>
<td>Ultraviolet-visible</td>
</tr>
</tbody>
</table>
The difficult is what takes a little time; the impossible is what takes a little longer.

- Fridtjof Nansen
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1. The Human Brain

The human brain with its connected nervous system is the most complex organ in the human body, and it is probably the most complex neuronal network that provides the highest precision and efficiency to current knowledge of humankind. The brain receives its information from various sensory organs. The signal transportation is processed by integration and coordination that result in decision making and final instructions for the whole body’s various activities, which are controlled by the brain. The human brain is estimated to consist of approximately 100 billion neurons and 10 times more glial cells (nonneuronal cells),\(^1\) or a rather equal number of neurons (about 86.1 billion) and glial cells (approximate 84.6 billion).\(^2\)

The brain as an organ is made up of three major parts: the brainstem, the cerebellum and the cerebrum (Figure 1). Cerebellum is an area at the back of brain and is placed under the cerebrum. It is mainly involved in motor control, for instance by regulating the balance. The brainstem lies at the base of the brain, connecting cerebellum and cerebrum and continues as the spinal cord. Cerebrum is the largest among these three brain regions. It is formed by two (left and right) cerebral hemispheres that are similar in shape and separated by a deep groove called longitudinal fissure. Both of these two hemispheres are commonly composed by four major regions: 1) frontal lobe, which is the largest part and positioned at the front of both hemispheres, is involved in voluntary movement such as finger tapping and walking. It also controls other executive functions such as abstract thinking, planning, and self-control; 2) occipital lobe, which is located at the back of the brain, is mainly responsible for vision; 3) temporal lobe locating at the bottom middle part of the brain plays an important role in organizing sensory input such as auditory and visual stimuli, to process and interpret received information into meaningful formats like speech and memory; 4) parietal lobe, which is an area behind the frontal lobe and above the temporal lobe. One of its main

**Figure 1.** General illustration of the human brain structure.

**Figure 2.** Illustration of the location for nucleus accumbens in mouse brain slice.
functions is integration of sensory information from the body like sensation through skin in response to, for example, temperature and pain. This brain region is also involved in processing spatial and oriental information sensed from vision or touch.

Nucleus accumbens (NAc) is a small brain region located in the basal forebrain below striatum as illustrated in Figure 2. It is divided into two sub-regions: the outer shell and the inner core. NAc plays an important role in reward-related motor action, learning and regulation of slow-wave sleep.\(^3\) It is also involved in addiction and depression.\(^4\) This brain region was used in our experiments for sensing of spontaneous neuronal activity in Paper III and Paper V.

1.1 The Central Nervous System

The nervous system is a complex organ system, which consists of a network of neurons that transmits signals to coordinate different functions in the body. The nerve system (Figure 3) is divided into two main subdivisions: the central nervous system (CNS) and the peripheral nervous system (PNS). CNS is further made up by two major parts, the brain and the spinal cord, which are located in and protected by the skull and the vertebral column.\(^5-7\) Its main role is to receive information and give instructions for body actions in the whole body. PNS is mainly made up of all nerves that link CNS to other parts of the body. The CNS is composed by white and gray matter that is easy to distinguish by the color difference in fresh tissue.\(^5-7\) The gray matter is mainly composed of bodies of nerve cells with their support structures, and white matter is primarily constituted by nerve fibers (i.e. axons).\(^5-7\) Glial cells exist in both of these two tissues, although there are more of them in the white matter.

1.1.1 Neurons

Nervous tissue contains mainly two cell types, neurons and glia cells, which are responsible for supporting and protecting neurons.\(^7\) Neurons (or nerve cells, Figure 4) are the fundamental units of the nervous system. They are highly specialized cells for receiving, processing and
transmitting information via electric and chemical signals. Neurons display large variation in size and shape. Their size varies greatly compared to cells in other biological tissue. For instance, sensory neurons with axons can be over 1.5 meters long in human adults when measured from the toes to the spinal cord. Single axons in giraffes can therefore be several meters long as they span through the entire length of their necks. In the human body, the cell body of neurons can range from anything from 5 µm to more than 100 µm (about 120 µm) in diameter, and the volume of the cell body can vary from 300 µm³ to 200000 µm³. Although there is a difference in the morphology among various types of neurons, the structural components of a neuron include four common main regions: cell body (soma), dendrites, axon and axon terminals (Figure 4). The cell body of neuron possesses typical eukaryotic cell components (or organelles) such as nucleus that contains most of the genetic materials, mitochondria for generating the essential cell energy, Golgi apparatus for providing a station for protein or lipids synthesis and endoplasmic reticulum, which is an interconnected network of membranous tubules that serve to fold protein molecules correctly and transport proteins to the Golgi apparatus. Meanwhile the cell body is compact, the dendrites and axon are elongated extrusions and prolongations that extend from the cell body. Dendrites are usually short and extend from a neuron with many branches, so called ‘dendritic tree’. The dendrites main function is to propagate electrical input received by surrounding neurons and transfer the information to the cell body, where this information is processed. The number of dendrite (branches) that extend from a neuron vary from 1 or 2 to more than 1000, and the role of dendrites are to assist the cell body to receive input signals from other neurons. Different from dendrites, the axon is typically long and maintains a constant diameter during extension or along its length. The axon serves to transport electrical signals from the cell body to the axon terminal for signal delivery to other neurons, muscles or glands. A
neuron usually has no more than one axon, and in some cases neuron does not have any axon or dendrites.

Based on structural polarity, neurons can be classified into four main types (Figure 5): Unipolar neurons, Bipolar neurons, Multipolar neurons and pseudounipolar. Unipolar neurons contain only one extension from cell body structurally. Bipolar neurons have two prolongations from the cell body, one dendrite and one axon. Multipolar neurons have one axon and many dendrites (two or more) extending from the cell body. Pseudounipolar neurons contain one axon extended from the cell body and this axon is later split into two distinct branches.

Based on functions, neurons are categorized into three major classes: sensory neuron (afferent neurons), motor neuron (efferent neurons) and interneurons. Sensory neurons collect information of stimulus, for instance, light, sound and touch, and bring this information towards the CNS. Motor neurons receive signals from the CNS, carry these signals away from the CNS to command muscles, organs and glands. Interneurons only exist in the CNS and link neurons to other neurons (from sensory neuron to motor neurons). Depending on the distance that signal has to travel, interneurons can be divided into two types: local interneurons and relay interneurons. Local interneurons contain short axons and process small pieces of information from nearby neurons to form neural circuits. Relay interneurons link neural circuits in one region to other region through its long axons.

1.1.2 Glial Cells
Glial cells (also called Glia or neuroglia) surround neurons and offer their support and protection by structuring a framework for neurons by supplying them with oxygen (O₂) and nutrients. They also provide insulation to neurons and to each other. Similarly to neurons, glial cells also contain basic organelles of eukaryotic cells such as mitochondria, endoplasmic reticulum and Golgi apparatus. But, different from neurons, glial cells are not conductive for signaling using electric impulses and their size are smaller than neurons in general. The type of glial cells that are present
in the CNS includes oligodendrocytes, astrocytes, ependymal cells and microglia, as well as Schwann cells and satellite cells, which are another two types of glial cells in the PNS. Glial cells also have complex extended structures from their cell bodies, but they do not function in the same way as dendrites and neuronal axons. Many studies have suggested that the release of neurotransmitters from presynaptic terminals activates receptors of glial cells, and thereby evoke glial cells to dynamically regulate synaptic transmission by releasing adenosine triphosphate (ATP) and neurotransmitters like glutamate and hence take an active role during neuronal communication.12,13

1.1.2.1 Astrocytes
Astrocytes (also called astroglia or astrocytic glial cells, Figure 6, “star shape”) are an abundant type of star-shaped macroglial cells that are restricted to the CNS. Depending on counting technique used, the proportion of astrocytes in the brain has been estimated to constitute from 20% to 40% of all glia in various brain regions. Astrocytes have many functions, and one of them is to maintain a nutritive environment. They play a key role in maintaining the brain metabolism and providing the nervous tissue with the energy needed for neuronal signaling. They do this by taking part in building up a barrier that separates the brain from the blood stream, and often is referred to as “the blood-brain barrier”, which function to separate metabolites from the blood and supply to the neurons that need the energy to keep up their activity in neurotransmission. In addition, astrocytes can maintain the ion balance in the extracellular space and are involved in the scarring and repairing processes of brain tissue and spinal cord after getting injuries. Astrocytes also communicate through signals to each other and to presynaptic neurons by releasing ATP. They help recycle (i.e. uptake and release) neurotransmitters such as glutamate after activation of neurotransmitter release from presynaptic terminals, thereby involving in the regulation of synaptic transmission as part of controlling inhibitory or excitatory pathways.12,13

Figure 6. Schematic of a star-shape astrocyte.
1.2 Neuronal Communication

To properly function, the nervous system crucially relies on neuronal communication. In the neuronal system, each single neuron communicates with many other neurons to share information by forming networks or circuits. In neuronal communication, a neuron responsible for sending a signal into the neuronal network is often referred to as a presynaptic neuron, while a neuron receiving a signal from a neighboring neuron is called a postsynaptic neuron. Specifically, neurons communicate both chemically and electronically with each other via tiny gap junctions, called synapses, which is a connection structure between two neighboring neurons. Most commonly a synapse is located between a presynaptic terminal and postsynaptic terminal. The presynaptic terminal can place its connection to a postsynaptic site in connection to a dendrite or a cell body or a non-neuronal cell. In general, neurons receive signals via dendrites and send down signals outwards to axon terminals via axon, and eventually signals are passed to the other neurons through transmission of neurochemical signals.

1.2.1 Electrical Signals of Neurons

Neurons can generate electrical signals based on ions flux across their cell membrane and unevenly distributed ion concentrations between the outside and inside of the membrane. Almost all cell membranes have an electric potential difference between the inside (negative) and outside (positive) of the membrane.\(^{16}\) There are three main types (Figure 7) of membrane potential: resting membrane potential, graded potential and action potential.

Resting membrane potential is conventionally defined as the membrane potential that lasts without significant changes over a long time period, and is relatively stable when a neuron is not active, similar to a battery. In most cases, the resting membrane potential in neurons varies approximately from -60 mV to -70 mV.\(^ {17}\) The resting membrane potential can be estimated by the Goldman equation that is an extension from the Nernst equation and considers the factors of ion charges, concentration

![Figure 7. Schematic presentation of the different classified types of membrane potentials in neurons.](image)
differences of ions between two sides of a cell membrane and the selective membrane permeability to ions. Normally it is assumed that only chloride (Cl\(^{-}\)), sodium (Na\(^{+}\)) and potassium (K\(^{+}\)) play important roles for resting membrane potential, according to:

\[
E_m = \frac{RT}{F} \ln \left( \frac{P_K[K^+]_{\text{out}} + P_{Na}[Na^+]_{\text{out}} + P_{Cl}[Cl^-]_{\text{in}}}{P_K[K^+]_{\text{in}} + P_{Na}[Na^+]_{\text{in}} + P_{Cl}[Cl^-]_{\text{out}}} \right)
\]

(1)

where \(R\) is the universal gas constant, \(T\) is the absolute temperature, \(F\) is the Faraday constant, \(P_i\) is the relative permeability of ion \(i\), \([i^+]_{\text{out}}\) and \([i^+]_{\text{in}}\) stand for the concentration of ion \(i^+\) in the extracellular solution and intracellular solution, respectively. The concentration of intracellular K\(^{+}\) is about 20 times higher than the concentration of extracellular K\(^{+}\) in a neuron, while the extracellular concentration of Na\(^{+}\) is roughly 9 times larger than the concentration of Na\(^{+}\) in the intracellular space.\(^{18,19}\) Other ions like calcium (Ca\(^{2+}\)) and magnesium (Mg\(^{2+}\)) can be brought into this equation when they play important roles in different cell functions.\(^{19}\) The negative inner resting membrane potential is mainly caused by the higher permeability of K\(^{+}\) than that of other ions across the cell membrane and result in a higher concentration of intracellular K\(^{+}\) than that of extracellular K\(^{+}\) of a neuron.\(^{5}\)

The potential of plasma membrane is not always static. Graded potentials (Figure 7) are also generated by local depolarization of membranes and occur for instance at the postsynaptic membrane in response to binding of neurotransmitters released from presynaptic terminals. When neurotransmitters function in an excitatory way, they can affect the graded potential to be more positive after binding to the postsynaptic receptors and to increase the possibility of producing an action potential. In contrast, when neurotransmitters act in an inhibitory way, they can influence the graded potential to be more negative, thus reducing the possibility of having an action potential.

The details of generating an action potential are described in the following processes (Figure 8 and 9). Once the graded potential hits the threshold potential at around

\[\text{Figure 8. Illustration of an action potential travelling from the cell body down an axon of neuron and towards the axon terminals.}\]

\[\text{Figure 9. An approximate diagram displaying the phases of a typical depolarizing action potential across the cell plasma membrane over time.}\]
-55 mV, the voltage-gated Na\(^+\)-ion channels are widely opened (depolarization) and this allows a large amount of Na\(^+\) ions to flow into the cell, which depolarizes the membrane potential (less negative). This, in turns, triggers more voltage-gated Na\(^+\) ion channels to open and to explosively produce a potential increase by the influx of the Na\(^+\) ions, which eventually reverses the polarity of the cell membrane (negative interior and positive exterior). Meanwhile, voltage-gated Na\(^+\) ion channels become inactive, voltage-gated K\(^+\) ion channels get activated (repolarization), which allows the efflux of K\(^+\) to lower the membrane potential (hyperpolarization) to a more negative potential shift (afterhyperpolarization) before it finally returns back to the original resting potential. After being generated, the action potential travels along the axon and down to the axon terminals via reversing the membrane potential alternately from negative to positive by the altered membrane permeability to Na\(^+\) and K\(^+\).\(^5\)

**1.2.2 Synapse**

It is estimated that there are approximate 100 to 500 trillion synapses in an adult human brain.\(^20\) The synapse is a key site in neurotransmission where information from one neuron gets transferred to another, and thus is an essential part of all our brain functions. Synapses can be fundamentally divided into two general types: electrical synapses and chemical synapse.

At the electrical synapse (Figure 10), an intercellular narrow gap called gap junction, about 3.8 nm,\(^11\) is formed to link a presynaptic neuron with postsynaptic neurons. Electrical synapses are electrically conductive. Each gap junction contains numerous channels with about 1.2 nm to 2.0 nm inner diameter and that connect two neighboring neurons.\(^21,22\) When an action potential arrives to an axon terminal of a presynaptic neuron, the membrane potential in that region changes, which leads to a flux of ions from the presynaptic neuron to the postsynaptic neuron through the gap junction. The signal transmission in electric synapse can be bidirectional. This means that the ions can propagate in either direction between the two-coupled

![Figure 10. Schematic of an electrical synapse.](image)
neurons, depending on the side at which the action potential is triggered. The received signal by postsynaptic neurons is normally smaller than or maintains the same magnitude as the original signal.\(^5\) Besides, electrical synapses conduct signals across the synapse faster than chemical synapses.\(^5\)

In chemical synapses (Figure 11), the change of membrane potential caused by the arrival of an action potential to the axon terminal of a presynaptic neuron, triggers the opening of voltage-gated calcium channels in the presynaptic membrane. This leads to a rapid influx of Ca\(^{2+}\) ions from the extracellular space into the presynaptic terminals because of the steep Ca\(^{2+}\) concentration gradient between the two sides of the presynaptic membrane.\(^5\) The rapid local increase of Ca\(^{2+}\) concentration inside of the presynaptic terminals triggers neurotransmitter-filled synaptic vesicles to fuse with the cell plasma membrane and release the vesicle content of neurotransmitters into the synaptic cleft,\(^5,23\) which is an approximately 20 nm small space between the presynaptic neuron and the postsynaptic neuron and is a much wider space than at an electrical synapse. The process of fusion of synaptic vesicles to the plasma membrane, which results in vesicle content release into the extracellular space, is called exocytosis and is a fast process that occurs in less than a millisecond.\(^24\) The neurotransmitters released then diffuse across the synaptic cleft where they can bind to specific receptors on the postsynaptic membrane of adjacent cells to complete the delivery process of chemical messengers. The binding of neurotransmitters may then lead to triggering of a nerve signal to be further transmitted into the neuronal network.

**1.2.3 Exocytosis in Chemical Synapses**

There are mainly two common types of exocytosis and are based on the mechanisms for how the process is triggered. The main pathway of exocytosis in neuronal chemical synapses is called regulated exocytosis that commonly exists in secretory cells but not in all types of cells. Regulated exocytosis occurs in response to an external

![Figure 11. Schematic of a chemical synapse.](image-url)
stimulation, for example, by a nerve signal that triggers the influx of Ca\textsuperscript{2+} ions into the cytoplasm, as described in the Section 1.2.2 of chemical synapse. Unlike regulated (non-constitutive) exocytosis, constitutive (i.e. non-regulated) exocytosis takes place in all cells. Here, vesicles either release their cargo of internal components to the extracellular space or supply the cell plasma membrane with newly synthesized membrane proteins that are carried in the membrane of transport vesicles and are delivered to cell plasma membranes after vesicle fusion.\textsuperscript{16} As the topic for this thesis is neurochemistry, the focus here will be on regulated exocytosis in chemical synapses.

1.2.3.1 Pre-steps Involved in Regulated Exocytosis

In neurons, the synaptic vesicle function as a storage compartment for a quantal amount of neurotransmitters until these molecules are needed for neurochemical signaling. This vesicle compartment filled with the chemical information is then triggered to release its content into the extracellular space. This process needs to be spatially controlled and as neuronal signals need to be fast, this process also needs to be efficient. Hence the machinery for regulated exocytosis has evolved to involve four major pre-steps (Figure 12). These involve vesicle 1) loading 2) docking 3) priming and 4) fusion. Neurotransmitters are loaded into synaptic vesicles with the assistance of transport proteins in the vesicular membrane, where the main transport proteins that drive the neurotransmitter transport are chemically selective transporter proteins and a proton pump ATPase.\textsuperscript{25,26} Synaptic vesicles that have been loaded are transported to the area near the exocytosis release site, the so called “active zone”. Here the vesicles dock followed by prime to the cell plasma membrane through interactions with SNARE- (soluble N-ethylmaleimide-sensitive fusion protein attachment protein receptors) proteins and are ready to on command to fuse with the plasma membrane. In response to triggered Ca\textsuperscript{2+} influx through voltage-gated calcium channels located by the active zone, the formation of SNARE-protein complexes drives the synaptic vesicle to

\textbf{Figure 12.} Illustration of the pre-processes involved in the regulated exocytotic events during neuronal communication.
come in close enough contact with the plasma membrane for the two membranes to fuse\textsuperscript{5}. This creates initially a few nanometer sized fusion pore that spans from the synaptic vesicle compartment to the plasma membrane, which then dilates to a larger size and allows for the synaptic vesicle neurotransmitter content to be released through the pore and into the extracellular space (i.e. synaptic cleft).

1.2.3.2 Molecular Mechanism of Neurotransmitter Release

To date, the whole precise picture of molecular mechanisms for regulated neurotransmitter release caused by intracellular membrane fusion of vesicles in axon terminals is still not completed. However, several proteins involved in this process and their important roles have been studied and deduced. Currently, one well-accepted model (Figure 13) hypothesizes that the intracellular fusion of vesicle membrane with plasma membrane is a protein-mediated process that is driven by the mechanical force generated from the formation of the SNARE-complex\textsuperscript{27}. This driving force offers enough energy to overcome the tendency of separation within protein helices themselves\textsuperscript{28,29} and to overcome the electrostatic repulsion between the membranes that need to fuse\textsuperscript{30,31}. The main SNARE-proteins involved in complex formation are syntaxin and SNAP-25, which are found on the presynaptic plasma membrane, and synaptobrevin that is a vesicle membrane protein. These SNARE-proteins spontaneously assemble together and form a four-helix bundle (partial trans-SNARE complex assembly) that is the core SNARE-complex containing a syntaxin, synaptobrevin and 2 helices of SNAP-25, which dramatically stabilizes the connection between the two membranes\textsuperscript{32,33}. The partial assembly of trans-SNARE-complex during the priming step links the two membranes and forces them to come close together when the SNAREs zippers up and the membrane fuses. Synaptotagmin is a protein found in the vesicular membrane and is thought to serve as a Ca\textsuperscript{2+}-sensor in this process\textsuperscript{5,34,35}. When Ca\textsuperscript{2+}-channels open causing a flux of Ca\textsuperscript{2+}-ions into the cytoplasm at the active zone, the

\begin{itemize}
\item[(1)] Vesicle docks onto the membrane of presynaptic terminal
\item[(2)] Vesicle is pulled closer to the presynaptic terminal membrane by the formation of SNARE complex.
\item[(3)] Ca\textsuperscript{2+} enters into presynapse and binds to synaptotagmin.
\item[(4)] Synaptotagmin bound with Ca\textsuperscript{2+} catalyzes membrane fusion and fusion pore opening.
\end{itemize}

Figure 13. Illustration of molecular mechanism of exocytotic event during vesicular release.
conformation of synaptotagmin changes upon binding of Ca\(^{2+}\), which triggers membrane fusion and fusion pore formation between the vesicle and cell plasma membrane upon full \textit{trans}-SNARE complex assembly.\textsuperscript{5,34} The fusion pore is then thought to continue expanding with formation of \textit{cis}-SNARE complex converted from \textit{trans}-SNARE complex.\textsuperscript{27} In addition to the proteins mentioned above, more proteins like SM (Sec1/Munc18-like) proteins, complexins, and NSF (N-ethylmaleimide-sensitive fusion protein) have been identified to play important roles for associating the fusion of synaptic vesicle with presynaptic plasma membrane.\textsuperscript{34,36,37}

\textbf{1.2.3.3 Different Modes of Exocytosis and Vesicle Recycling}

The amount of neurotransmitters stored within synaptic vesicles is often referred to as quanta. The hypothesis of quantal neurotransmitter release via axon terminals was proposed in 1950s via measuring acetylcholine release from neuromuscular junction by Jose del Castillo and Bernard Katz who became a Nobel Prize winner for his findings.\textsuperscript{38–40} The dynamics of exocytosis via quantal release has been roughly divided into two main categorizes: \textit{full release} that involves the release of entire vesicle content after vesicle fusion, and \textit{partial release} where only a fraction of the vesicle content is released before the vesicle compartment is recaptured. From early 1970s, the research of both Heuser and Reese, as well as Ceccarelli with colleagues, suggested that synaptic vesicles fuse with, and are rapidly retrieved from, the presynaptic plasma membrane to release quantal neurotransmitters.\textsuperscript{41–43}

However, they proposed two different pathways of synaptic vesicle recycling, which are associated with two different dynamic aspects of exocytosis process. In the research of Heuser, Reese and their colleagues, synaptic vesicle recycling was suggested to reply on a relatively slow process, with time scales of within one minute (endocytosis) via formation of coated vesicles from clathrin coated membrane pits that occur at a site distance away from the neurotransmitter release site (i.e. the active
zone), and those coated vesicles then go through endosomes before new vesicles bud off and are reloaded with neurotransmitters for another round of exocytosis. The pathway of exocytosis assumed here is mainly full release via a complete vesicular collapse of the synaptic vesicle that incorporates all its vesicular components with the membrane of the presynaptic active site.

In contrast, the research of Ceccarelli and his colleagues with their continuously systematical studies suggested that the synaptic vesicle recycling occurs in a much faster rate and directly at the site of the active zone. They suggested a mechanism without a complete vesicle membrane fusion (or complete exocytosis) and without the need of coated vesicle formation after a transient reversible exocytosis to rapidly reuse vesicles. This model of exocytosis was officially named ‘kiss-and-run’, which describes the transient partial exocytotic process by Ceccarelli’s colleagues, Fesce et al. in 1994.

In 1992, Chow et al. demonstrated the regulated neurotransmitter release where the neurotransmitter content (i.e. catecholamines) from vesicles of bovine adrenal chromaffin cells slightly leak before a larger amount neurotransmitters is release via full exocytosis. This was concluded from monitoring vesicle content release via examining amperometric pre-spike features of current spikes called a “foot” indicating a small amount of neurotransmitter is released through the initial fusion pore before detecting the main exocytosis event denoted by the current spike. This hypothesis of pre-leakage before the exocytosis event was confirmed by De Toledo et al. in 1993, in which amperometric current spikes with similar shape from mouse mast cells were obtained. This work also suggested the existence of transient secretory vesicle fusion, meaning that it indicated rapid partial release of the exocytosis mode so called ’kiss-and-run’.

Besides, a longer exocytotic process but not full release model was suggested by Sulzer’s group in 2004. This model can be regarded as an extended version of ‘kiss-and-run’ partial release, which results in larger fraction of vesicular content release that is released a little-by-little
from a flickering fusion pore. The retrieved vesicles through this mode of exocytosis also allow a rapid re-usage of the vesicle compartment and more rapid neurotransmitter loading and fusion-ready vesicles. Compared to the direct ‘kiss-and-run’ exocytosis model that rapidly opens and closes a narrow fusion pore, this longer flickering model is more complicated involving a fusion pore opening and closing (flickering) or enlarging and constricting (fluctuating) while preventing a final complete vesicular membrane collapse into presynaptic membrane.

Full exocytotic release is thought to be correlated with a slow cathrin-mediated endocytosis (vesicle retrieval) process, while transient partial exocytotic release (i.e. kiss-and-run) corresponds to a route for the synaptic vesicle to go through a rapid vesicle retrieval. More pathways of vesicle retrieval have also been suggested.\textsuperscript{59,60} Although there is still a controversial debate which mode predominates the synaptic vesicle recycling process,\textsuperscript{61,62} it has been well accepted that the two modes associated with full and partial exocytotic release may co-exits together with other potential pathways in the vesicle recycling cycles.

As part of the work of this thesis, we developed a novel ultrafast enzyme-based amperometric microelectrode sensor for the detection of the neurotransmitter glutamate, and this sensor was used for monitoring single exocytosis events during neuronal activity in the nucleus accumbens of mouse and rat brain tissue. In this work\textsuperscript{63} we were able to capture rapid sub-millisecond complex exocytosis transients that we believe were examples of a mixture of partial and full exocytosis events, but more work is needed to fully characterize and confirm the mechanisms behind these complex amperometric transients.\textsuperscript{64} However interestingly, similar amperometric current shape spikes and frequencies of complex exocytosis events were detected in both mouse and rat measurements, and previously also observed from octopamine release in nerve terminals of \textit{Drosophila melanogaster} larvae.\textsuperscript{65} Hence this
suggests a release pattern that is conserved in several species although needs to be better understood.

1.2.4 The Synaptic Vesicles
Synaptic vesicles (or neurotransmitter vesicles, Figure 14) are small organelles (about 40 - 50 nm in diameter) loaded with neurotransmitters and localized in the presynaptic terminals of neuron. The membrane of synaptic vesicle is confined by a phospholipid bilayer and vesicular membrane proteins that occupy one-fourth of the space of the inner membrane surface of vesicle. The lipid bilayer composition was previously estimated to be made up by roughly 40% phosphatidylcholine (PC), 32% phosphatidylethanolamine (PE), 12% phosphatidylserine (PS), 5% phosphatidylinositol (PI) lipids and 10% cholesterol as measured in weight percentage of purified synaptic vesicle from rat neocortex. However, in a later study by Takamori et al suggest a membrane composition with a larger cholesterol content of 30% - 40% content and a lower concentration of PI lipids of 1 %. Synaptic vesicles are also composed of approximately 410 different proteins in total (Figure 14). These membrane proteins are usually categorized based on their function, and where one group of essential proteins for the synaptic vesicle function is the vesicular neurotransmitter transporter proteins. These proteins span across the synaptic vesicle membrane and are responsible for the uptake of neurotransmitters from the cell cytoplasm into the synaptic vesicle compartment for storage. The neurotransmitter transport protein shuttle the neurotransmitters molecules against the neurotransmitter concentration gradient and is supported by the presence of a proton (H⁺) gradient across the vesicular membrane. Here, in exchange of protons, the direction of neurotransmitters uptake is opposite to that of the proton flow. The proton gradient is created by v-ATPase that is an enzyme crossing vesicular membrane and catalyzes the hydrolysis of adenosine triphosphate (ATP) to adenosine diphosphate (ADP) to power the continuously pump of protons into the vesicle. This results in a synaptic vesicle with an acid internal pH of between 5.2 to

![Figure 14. Schematic of synaptic vesicle with proton pump and neurotransmitter transporter.](image)
and creates a proton gradient across the vesicle membrane to the cytoplasm where a neutral pH environment (about pH 7.25). There is a majority of four types of vesicular neurotransmitter transport proteins, including vesicular monoamine transporters (VMATs), vesicular acetylcholine transporter (VACHT), vesicular GABA and glycine transporter (VGAT), and vesicular glutamate transporters (VGLUTs). Another important group of vesicular membrane proteins are those that take part in the SNARE-mediated machinery for vesicle docking and fusion of synaptic vesicles, like synaptobrevin, which was previously mentioned, are thus in the category of the vesicle trafficking proteins.

In many studies related to synaptic vesicle function, simplified models are often used. A common model has been to use small or large unilamellar vesicles (LUVs) that are created from synthetic lipids, often referred to as liposomes (Figure 15). These are often synthesized using similar lipid composition to that of the native vesicles as mentioned previously, and are used for instance, in utilization of biosensors and exocytosis studies. In this thesis, a combination of both isolated native synaptic vesicles and synthesized liposomes were used for developing a new analytical method for quantification of glutamate content in synaptic vesicles and quantification of glutamate release at exocytosis (Paper V).

1.2.5 Neurotransmitters
In neuronal communication, more than 100 different neurotransmitters have been identified and that function as chemical messengers, although the exact numbers still remains unknown. There are different ways to classify neurotransmitters based on, for example, their size, functions and chemical structure. If based on size, neurotransmitters can be generally separated into two broad groups: 1) large molecule neuropeptides consisting of 3 to 36 amino acids such as somatostatin and endorphins; 2) small molecule neurotransmitters like amino acids (e.g. glutamate and GABA and histamine), quarterly amines (like acetylcholine) and biogenic amines.

Figure 15. Schematic of a liposome with a lipid bilayer consisting of phospholipids.
such as dopamine, serotonin, epinephrine and norepinephrine and histamine. However, under the category of small molecule neurotransmitters, biogenic amines are frequently discussed separately since they share similar chemical properties and have similar effects on postsynaptic actions. Neurotransmitters function in the nervous system through binding to their specialized receptors to proceed through selective and precise communication. Although the design of the neurotransmitter release machinery is common for all kinds of neurotransmitter system, the specific synthesis, synaptic vesicle loading and release of particular neurotransmitters can differ from each other.

1.2.5.1 Catecholamines

Catecholamines are biogenic amine neurotransmitters and/or hormones and include neurotransmitters such as dopamine, epinephrine (adrenaline) and norepinephrine (noradrenaline). The chemical structure of these neurotransmitters all share the catechol moiety, and tyrosin, which is an amino acid, is the common precursor in synthesis for all catecholamines. The biosynthesis pathway of catecholamines is an enzymatic process illustrated in Figure 16.

Dopamine (C₈H₁₁NO₂, 153.2 g/mol) is produced in different type of cells in different areas of the mammalian body, including neurons in the brain, and endocrine cells in the adrenal medulla and kidney. It is synthesized from its precursor 3,4-dihydroxy-L-phenylalanine (L-DOPA), which in turn is synthesized from tyrosin in the presence of oxygen (O₂), which functions as a co-substrate and biopterin as a cofactor. In the brain, dopamine serves as a neurotransmitter and neuromodulator, where its signaling pathways involve, for example, reward-motivated behavior and control of body movements. Outside of CNS, dopamine has an important physiological role in the kidneys to regulate blood pressure.

Norepinephrine (C₈H₁₁NO₃, 169.2 g/mol), also referred to as noradrenaline, is synthesized from dopamine and is also the precursor of epinephrine. Norepinephrine serves as a

![Figure 16. The enzyme-catalyzed biosynthesis of catecholamines.](image)
hormone and neurotransmitter in the brain and in the body. In the brain, the most important source of norepinephrine is in the locus coeruleus, which is a brainstem nucleus. Norepinephrine affects brain functions, such as alertness, restlessness and anxiety, and also modulates cognitive functions. Outside of the brain, norepinephrine is also found in chromaffin cells of adrenal medulla and postganglionic neurons of the sympathetic nervous system, which is a division of the autonomic nervous system (ANS) in PNS. Here, in these regions norepinephrine takes part to regulate the blood flow, blood pressure and heart rate, especially in the fight-or-flight response under danger or stress. Norepinephrine also plays an important role in other aspects, for example, by affecting behavior including aggression, depression, agitation, and on pathophysiology, like depressive disorder and schizophrenia.

Epinephrine (C_{9}H_{13}NO_{3}, 183.2 g/mol), also named adrenaline, is synthesized from the catalytic methylation of norepinephrine via the enzyme phenylethanolamine N-methyltransferase (PNMT). It is mainly produced in adrenal glands, although neurons in the CNS also produce a small amount of epinephrine. Epinephrine serves as a neurotransmitter in the nervous system and as hormones in almost all tissues in the body through binding to several types of adrenergic receptors. Together with norepinephrine, epinephrine also plays an important role in the fight-or-flight response by increasing like heart rate, cardiac output and blood pressure, which was initially suggested by Walter Bradford Cannon in the early 1900s. Epinephrine has also been directly used in medication for conditions like cardiac arrest, anaphylaxis (an allergic reaction) and asthma.

1.2.5.2 Acetylcholine

Acetylcholine (C_{7}H_{15}NO_{2}^{+}, 146.2 g/mol) is an organic compound regarded as the first identified neurotransmitter. Its chemical structure (Figure 17) is composed of an ester of acetic acid and choline. In the
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presynaptic nerve terminal, the synthesis of acetylcholine is catalyzed by choline acetyltransferase from acetyl coenzyme A and choline.\textsuperscript{5} Acetylcholine function in both of the CNS and PNS by binding to two main classes of receptors (cholinergic receptors): nicotinic acetylcholine receptor and muscarinic acetylcholine receptor.\textsuperscript{93,94} When released by motor neurons, acetylcholine can activate muscle contraction at the neuromuscular junction.\textsuperscript{95} It also functions in ANS to regulate the unconsciously body processes like rate of breath and heartbeat, blood pressure, digestion and certain reflex action such as coughing and sneezing.\textsuperscript{96} In contrast to norepinephrine, acetylcholine plays a role on the cognitive functions such as memory and learning.\textsuperscript{96,97}

In addition, when released via exocytosis into the synaptic cleft, acetylcholine can also be broken down via the enzyme acetylcholinesterase into acetate and choline, where choline can further be recycled back to the presynaptic terminal via specific membrane transporters to participate in the synthesis of acetylcholine. The same recycling cycle for acetylcholine also occurs intracellularly inside of the presynaptic neuron via the synthesis and decomposition reactions of acetylcholine.

1.2.5.3 Glutamate
Glutamate (C\textsubscript{5}H\textsubscript{8}NO\textsubscript{4}, 146.1 g/mol) is an anion of glutamic acid and a non-essential amino acid that is synthesized in neurons.\textsuperscript{5,98} Its chemical structure is illustrated in Figure 18.

Glutamate serves as a principal excitatory neurotransmitter and is one of the most abundant amino acids in the vertebrate nervous system and entire human body,\textsuperscript{99,100} with more than half of synapses in the brain releasing glutamate.\textsuperscript{5}

Glutamate can be produced from different pathways. Firstly, it is synthesized from \(\alpha\)-ketoglutaric acid that is an intermediate of a key metabolic pathway containing series of chemical reactions in the citric acid cycle.\textsuperscript{5,101} It can also be synthesized from its main precursor glutamine catalyzed by mitochondrial enzyme glutaminase found in presynaptic
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\caption{Chemical structure of glutamate.}
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terminals of the CNS. After being released to the extracellular space through exocytosis, glutamate in the synaptic cleft can be rapidly removed via binding to glutamate receptors on the membrane of postsynaptic neuron, or via re-uptake mainly by neighboring glial cells or in part by presynaptic neurons. Glutamate that is recaptured into glial cells is then metabolized to glutamine, which is latter released back to the presynaptic neurons. This recycling process is known as the glutamate-glutamine cycle that works to maintain a sufficient supply of glutamate in the CNS.

Glutamate as a neurotransmitter plays important roles in the nerve system and is involved with most of the major brain functions. Glutamate is also important for the neuronal survival in the developing brain. When glutamate uptake by glial cells does not function efficiently, the accumulated glutamate in extracellular space can be neurotoxic and cause chronic and acute neurodegeneration, which may eventually lead to cell death and associate with diseases like Alzheimer’s disease, cognitive functions (e.g. memory and leaning) especially in the elderly and autism.

1.2.5.4 GABA

GABA (gamma-aminobutyric acid) is an amino acid, with a chemical formula of C₄H₉NO₂ and a molecular weight of 103.1 g/mol. GABA (Figure 19) is primarily synthesized from glutamate. And there is a similar GABA uptake mechanism to that for glutamate.

GABA has been identified in the brain since the 1950s. It is the principle inhibitory neurotransmitter that counterbalances the excitability of neurons in the CNS of adult mammalian. After released via exocytosis from presynaptic neuron, the inhibitory function of GABA works by binding to receptors embedded in the membrane of both post- and presynaptic neurons to reduce the membrane potential (i.e. hyperpolarization) via changing the membrane permeability to specific ions, thereby inhibiting the occurrence of an action potential in a neuron. Once the balance between neuronal excitation and
inhibition is disturbed by abnormal GABAergic functions, seizures, anxiety disorders, depression and other diseases in elderly like Parkinson's disease and Alzheimer's disease may occur with a high probability.\textsuperscript{108–110} GABA also plays an important role in the development of neurons in many region of the brain as an excitatory element.\textsuperscript{111}

\textbf{1.3 Metabolism of the Brain}

The human brain is a metabolically expensive organ, it consumes approximately 20% of whole resting metabolic energy to maintain its brain functions, even though it only accounts for about 2% of the entire body weight.\textsuperscript{112–114} Among the energy consumed in the brain, roughly 75% is involved in neurotransmission, for instance, to maintain the resting potential of the neuron membrane and the ion gradients between two sides of a neuronal membrane, and to generate action potential.\textsuperscript{113,114} The remaining 25%, which is a small proportion of energy fueled for the brain’s function, is utilized to maintain the basic cellular activities, for example, for synthesis, degradation and turnover of proteins, and for axonal transport.\textsuperscript{114} The metabolic rate measured in the gray matter is much higher than that in the white matter, and the metabolic rate is also influenced by the local neuronal activities in the brain, which indicates a strong link between the brain function and the energy metabolism.

\textbf{1.3.1 Glucose Metabolism}

The energy metabolism in the brain, as well as body, relies on its major substrate glucose, which is the most important energy source in all organisms, and with a molecular formula of \(\text{C}_6\text{H}_{12}\text{O}_6\). Glucose metabolism fuels the brain function by generating ATP from pyruvate via TCA (\textit{tricarboxylic acid} or \textit{citric acid}) cycle in the present of \(\text{O}_2\), where pyruvate is converted from glucose via glycolysis. Through these metabolic reactions, 32 ATP are estimated to be produced from one glucose molecule.\textsuperscript{113}

In addition to its function as an energy substrate, glucose also serves as a substrate for formation of glycogen that is the main storage form of glucose, and serves as substrate
for synthesis of inositol, which is involved in cellular signal transduction. Besides, its carbon skeleton, as an intermediate of the TCA cycle, can serve as a precursor for neurotransmitters. For example, acetyl-CoA is the precursor of acetylcholine, and α-Ketoglutarate is precursor of both glutamate and GABA.5,113

1.3.2 ATP and Neuronal Activity
ATP (C₉H₁₆N₅O₉P₃) is a compound that is usually referred to as the currency of energy in the cell. It is estimated that the energy consumed during neuronal transmission in the brain is approximately 21 µmol ATP per gram human brain tissue per minute.114 The energy stored in ATP is majorly released by the hydrolysis of ATP to produce adenosine diphosphate (ADP) and an inorganic phosphate (Pi). This reaction is estimated to release about 28 to 34 kJ/mol of Gibbs free energy at the standard state when the concentrations of ATP, ADP and Pi are 1 M.115 ATP and ADP can be further converted to AMP (adenosine monophosphate) with a Pi or pyrophosphate (PPi) via hydrolysis to release additional energy.116 ATP has also been considered as an excitatory neurotransmitter in the category of purines in the nervous system.5
2. Tools to Monitor Exocytosis

2.1 Microscopy
Since the hypothesis of quantal neurotransmitter release was brought up via experiments performed by electrophysiology using microelectrodes in 1950s, the visual evidence to support the correctness of this theory was required. Fortunately, it was achieved gradually by the development of imaging techniques like electron microscopy and optical fluorescence microscopy. They contributed tremendously to allow obtaining unique insights of the exocytosis details related to quantal neurotransmitter release.

2.1.1 Electron Microscopy
Electron microscopy (EM) is a powerful imaging method providing a spatial resolution on the sub-nanometer level. However, it requires fixation of samples and hence it is an imaging method that can offer snap shot images of cells but is restricted from imaging at live tissue. An electron microscope illuminates the sample using a beam of accelerated electrons produced from an electron gun. The electron microscope is different from optical microscopes (or light microscopes), which usually utilize photons of visible light as the source to illuminate samples. Compared to optical microscope, electron microscope can assist to visualize smaller details of samples such as resolving the structure of the 50 nm synaptic vesicles and their location inside the presynaptic terminal. This is because electrons have shorter wavelength than photons, and the ultrathin sections of cell samples can provide a 2D image of the intracellular environment. When an electron beam shoots a sample, some of the electrons are absorbed into the sample, some are transmitted through the sample and some are scattered out. In details, when the electron interacts with a sample, the energy of the incident electron in turn emits a smaller amount energy, such as in the form of secondary electrons, backscattered electrons, Auger
electrons or X-rays. As described below there are several types of EM techniques that exploit these different types of electrons. To image biological sample, an important EM imaging method is to utilize the absorption of electrons. This method creates the contrast that images are built on.

The first electron micrograph of visualizing synaptic vesicle exocytosis in frog neuromuscular junctions was obtained by Couteaux and Pécot-Dechavassine in around 1970 using tissue samples with chemical fixation. The Ω-shape of synaptic vesicles during vesicle fusion with the presynaptic membrane (i.e. exocytosis) after stimulation in chemically fixed frog neuromuscular junctions was also clearly unveiled using EM by Ceccarelli in 1972. However, stimulated rapid exocytosis events could not be captured by EM since the samples prepared using chemical fixation that is a slow sample preparation process. Until a quick-freezing technique was established as a physical fixation method, snapshots of triggered exocytosis events in response to a 2-5 ms stimulation were finally obtained in circa 1980, which strongly demonstrated that the neurotransmitters were released from quantal vesicles during exocytosis.

2.1.1.1 Scanning Electron Microscope

The scanning electron microscope (SEM, Figure 20A) is one type of electron microscope. This method images sample by scanning the sample surface with a focused electron beam. Atoms in the sample then interact with the incoming beamed electron. Among various signals, the signals detected by SEM are mainly the emitted secondary electrons that contain information like the sample composition and surface topography, which can be used to produce images of sample topography. Since the samples used in SEM are usually imaged in a high vacuum environment, it is required that the sample is prepared to be extremely dry. It is also required that the sample or at least at its surface, is conductive. Otherwise, non-conductive samples need to be coated with a conductive material like gold or platinum. To obtain a clear image...
and prevent charge accumulation that brings noise to the image, the sample must be electrically grounded using, for example, conductive adhesive to connect to the metal specimen holder. The spatial resolution of an SEM image is smaller than 1 nm and was pushed down to a 0.4 nm resolution using a secondary detector in 2009 from Hitachi High-Technology.\textsuperscript{121} Due to the high spatial resolution of the topology of conductive surfaces, the SEM method was used in the work of this thesis to characterize the surface of the sensor electrodes used in the development of an enzyme-based for detection of acetylcholine and glucose (\textit{Paper I and II}).

\textbf{2.1.1.2 Transmission Electron Microscope}
Transmission electron microscope (TEM) is an imaging technique that allows transmitted electrons to pass through the sample and requires the chemically fixed samples to be stained to achieve imaging contrast and that samples are cut into extremely thin sample slices to allow electron transmission (Figure 20B). The thickness of samples for TEM is typically less than 100 nm. Tissue samples for TEM imaging are also required to be coated with an ultrathin conductive layer to avoid the built-up electrostatic charge at sample surface. The operation of standard TEM imaging system is carried out in a low-pressure environment from $10^{-4}$ Pa to $10^{-9}$ Pa. In general, the spatial resolution of a TEM image is higher than that of an SEM image. A super high resolution of less than 50 pm in Ge crystal using scanning transmission electron microscope (STEM) with an annular dark field detector was reported in 2009.\textsuperscript{122} A difference from TEM where the electron beam is focused below the sample, the electron beam from the electron gun in STEM is focused on a sample via a scanning coils positioned before sample.

\textbf{2.1.2 Fluorescence Microscopy}
Fluorescence microscope is an optical microscope that illuminates the sample by incident light and images the sample using fluorescence and phosphorescence. Specifically, excitation light is firstly selected with respect
to specific wavelengths using an excitation filter and then is directed at the specimen that often needs a fluorophore labeled for visualization and via a dichroic mirror. In fluorescence imaging, the excitation light illuminating the specimen is absorbed by the fluorophores in the sample and the emitted light with a weaker intensity and longer wavelength (e.g. fluorescence) is collected. The fluorescence emission is filtered with certain wavelengths and finally collected for imaging sample using a detector, which provides a spatial image of where the fluorophores are located in a sample. The structure of a basic fluorescence microscope is illustrated in Figure 21.

2.1.2.1 Labeling Schemes

As very few fluorescent molecules naturally exist in biological samples and in order for fluorescence microscopy to be used as an imaging method for cell imaging, the sample most often needs to be stained with fluorophores via various labeling strategies. For using fluorescence microscopy to image secretory cells, several important fluorescent molecules (i.e. fluorophores) have been developed to stain the secretory vesicles, and their implementation in studies on vesicular dynamics at exocytosis is discussed below.

2.1.2.1.1 FM Dyes

The FM-type of dyes are widely used for visualizing lipid bilayers including the secretory vesicle in live cells and have been used in many studies related to the vesicle cycling that include the processes of fast exocytosis and the subsequent slower endocytosis. FM dyes are named using the initials of its inventor’s name, Fei Mao who firstly synthesized FM1-43 that was used to visualize and show that the whole vesicle recycling process at the frog neuromuscular terminals takes about 1 minute. Later, using the same dye, the time course of endocytosis was determined to about 20 s – 30 s, and that a full vesicle cycle was measured to approximately 40s in rat hippocampal nerve terminals.
FM1-43 is a derivative of the styryl dye RH414 and contains a lipophilic group and a divalent cation (Figure 22). FM dyes (also other trityl dyes) stain biological samples by incubation of cells in a solution containing dyes for a short time (e.g. few minutes) as the dye quickly incorporates into membranes by inserting the lipophilic tail into the outer leaflet of a lipid bilayer. Therefore by stimulating cells to exocytosis in the presence of the dye, secretory vesicles fusing with the plasma membrane can incorporate the dye into the vesicle lumen and fluorescently stain the vesicle compartment when the vesicles are recaptured from the cell plasma membrane by endocytosis. Figure 23 illustrates the whole process of the vesicle labeling with FM dyes. With the assistance of lipophilic group, FM dyes inserts into the outer membrane, facing extracellular space, of presynaptic terminals. By nature, the FM dyes are barely fluorescent in aqueous solution and become highly fluorescent when incorporated into the hydrophobic environment of a lipid bilayer. Hence, the intensity of its fluorescence increases significantly when dissolving in the membrane compared to that of the dye in free solution environment. However FM dyes cannot pass through the membrane to the inner side since it carries a cation group. Therefore via the vesicles recapture by endocytosis, FM dyes are encapsulated into synaptic vesicles and result in vesicles that can be visualized as bright spots and tracked by at their location in the cytoplasm of cells. This allows monitoring the vesicles by their movement through the vesicle cycle until the vesicles are stimulated for another round of exocytosis and the encapsulated dye is released. Thus, the process of exocytosis and endocytosis can be timed by observing the fluorescence with fluorescence microscopy. Other FM dyes\(^{127}\) like FM2-10\(^{128}\) and FM4-64\(^{129,130}\) were also synthesized and used to, for instance, observe the mechanism of vesicle recycle and dynamics of exocytosis like ‘kiss and run’ model.

2.1.2.1.2 Green fluorescent protein

Green fluorescent protein (GFP) is a protein that displays bright green fluorescence by excitation using light with
wavelengths from ultraviolet to blue. The intensity of fluorescence emitted from GFP often changes in different environmental condition such as by a shift in pH, thereby GFP can be used to help track and spatially visualize dynamic processes in living cells where cell function and biochemical reactions for instance lead to alterations in pH. Therefore, GFP has been widely used as a reporting molecule in cell and molecular biology. The wild-type GFP was firstly purified from *Aequorea* by Osamu Shimomura and his colleagues. The achievement of GFP expression in many other species containing yeasts, bacteria, fungi and mammals has been fulfilled using genetic engineering. This technique firstly isolates the DNA coding for the GFP using DNA modification if needed. After copying and multiplying to produce a larger amount of targeted DNA, these DNA replicates are inserted into the host organism as materials for DNA synthesis and recombination. This whole process is called transfection. A pH-sensitive GFP called pHluorin is a mutant of wild type GFP. When pHluorin is fused to synaptobrevin and located on the inner side of vesicle it is called synapto-pHluorin (Figure 24). Synaptobrevin, which was mentioned in Section 1.2.3.2, is one of the SNARE proteins that generate force to drive membrane fusion between synaptic vesicles and the presynaptic plasma membrane during exocytosis. The fluorescent signal of synapto-pHluorin vanishes inside of the synaptic vesicle due to the acidic environment (pH ~ 5.7), but appears rapidly by the initiation of a fusion pore at exocytosis, which creates a vesicle solution exchange with the extracellular space where the physiological environment maintains a neutral pH (pH ~ 7.4). After vesicles fusion and vesicle re-capture, vesicles that are newly endocytosed remain highly fluorescent until re-acidification of the vesicles by the membrane transporters occurs. Therefore, synapto-pHluorin with the assistance of fluorescence microscopy can be used to track vesicular exocytosis events and monitor the vesicle recycling and vesicle re-acidification process using this fluorescent reporter labeling the vesicular membrane.\(^{133,134}\)
Instead of the strategy that fluorescence reporters tag the vesicular membrane and observing the fluorophore response to changes in different environments as described above, fluorescence reporters that respond upon binding to neurotransmitter were employed for detection of synaptic release of neurotransmitters. For example, intensity-based glutamate-sensing fluorescent reporter (iGluSnFR) was developed by Marvin and his colleagues in 2013,\textsuperscript{135,136} where the fluorescence of iGluSnFR changes quickly on the millisecond timescale upon binding to glutamate. The iGluSnFR consists of an enhanced GFP fused to a glutamate binding protein (GluBP), the binding of GluBP to glutamate cause change of its molecular shape, which results in an increase in fluorescence intensity with the fluorescent readout using mostly one- or two-photon microscopy.

Two-photon microscopy is a specialized technique for fluorescence imaging that allows imaging of biological tissue with penetration depth up to approximately one millimeter. It is different from the ordinary fluorescence microscopy, which excites samples using one photon that carries shorter wavelength than that of the resulting emission light (Figure 25A), while the wavelengths of the two exiting photons used in two-photon microscopy are longer than that of the resulting emission light (Figure 25B), but where the two photons collectively correspond to the same excitation energy as of a one photon microscope. Two-photon microscopy typically excites samples by absorption of two near-infrared photons that minimize scattering in tissue, while also strongly suppresses the background signal. These two effects result in an increase in imaging penetration depth. It can also result in that the two photons hit fluorescent dyes in samples at the focal point with a bright point of light (Figure 25B), but without the typical cone of light below and above the focal plane in one-photon microscopy (Figure 25A).

\begin{figure}[h]
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\caption{Schematic of the one-photon and two-photon microscopy and their excitation mechanisms displayed in a Jablonski diagram and an illustration of the emission light focal plane for illuminating fluorescent dye in a sample.}
\end{figure}
2.1.2.1.3 Quantum Dots and Fluorescent False Neurotransmitters

In addition to labeling dyes which are inserted into the vesicle membrane, fluorophores like photoluminescent quantum dots (Qdots) and fluorescent false neurotransmitters that can mimic neurotransmitters can be used by loading the internal solution of vesicles.

Qdots are colloidal semiconducting particles with a few nanometers in diameter. Because of their optical properties, luminescent Qdots coupled with optical microscopy, can be used to visualize exocytosis processes by their incorporation and release from the synaptic vesicles. Qdots with a size that is smaller than that of synaptic vesicles can be encapsulated into the internal solution of vesicles by triggering neurons to exocytosis in the presence of a Qdot solution. This allows Qdots to then be up-taken via the following process of endocytosis, where vesicles are re-captured with encapsulation of solution from the extracellular space and the random uptake of Qdots into single synaptic vesicles occurs. In the study from Zhang et al., Qdots with 15 nm in diameter were loaded into single synaptic vesicles (40 nm – 50 nm) in rat hippocampal neurons (Figure 26). This work demonstrated that Qdots did not always escape from vesicles during following exocytosis events even though amperometric measurements still noted neurotransmitters were released from the vesicle compartment. This is probably due to the Qdot size, which if larger than that of fusion pore (1 nm - 5 nm) results in that neurotransmitters are released from a fusing vesicle, but Qdot is entrapped inside of the vesicle. From their observations they proposed that full release in exocytotic events account for about 50 % or less of the whole fusion events, and the rest are partial release fusion (kiss-and-run) pathway. Chiu and his colleagues could isolate synaptic vesicles encapsulating single 15 nm Qdots from synaptosomes, which offered a new model to study the dynamics of vesicular transporters.

Unlike dyes binding to the membrane, fluorescent false neurotransmitters (FFNs) were designed as fluorescent
analogs to the catecholamine neurotransmitter molecules to be used for visualizing the dynamics of neuronal activity and the synaptic vesicle cycle processes. The first FFNs named FFN511 were synthesized via incorporating a fluorophore into the chemical structure of monoamine neurotransmitters like dopamine and serotonin. Because of the similarity in chemical structure with monoamine neurotransmitters carrying the aminoethyl group (Figure 27A), FFN511 could be recognized and transported into synaptic vesicle from cytoplasm via the neuronal vesicular monoamine transporter 2 (VMAT-2). Using this labeling strategy, dopamine release in mouse brain was visualized using FFN511 with the assistance of multi-photon microscopy. A year later, a pH-responsive FFN called Mini202, mimicking monoamine neurotransmitter, was created by the same groups of researchers. The acidity inside of catecholamine secretory vesicles was measured as approximately pH 5.9 by two-photon microscopy imaging of fluorescence intensity emitted from Mini202 that were encapsulated inside of vesicles.

2.1.2.2 Total Internal Reflection Fluorescence Microscopy
A special technique of fluorescence microscopy developed by Daniel Axelrod, is called total internal reflection fluorescence microscope (TIRFM). The basic principle of
TIRFM is illustrated in Figure 28. It uses the evanescent wave that is generated during formation of a total internal reflection at the boundary between sample and the microscope slide, to selectively excite fluorophores in a sample that is in close proximity to the surface. Total internal reflection occurs at the glass-water interface when incident light hits the sample at the angle (θ) that is bigger than the critical angle. However, rather than illuminating fluorophores distributed inside the whole sample and its surrounding medium, TIRFM provides an imaging region that is limited to the area near the interface of the sample and the surface of the glass cover slip, since the depth penetrated by evanescent wave reaches about 100 nm from the glass surface and into the sample solution. Therefore, when performing live cell imaging using TIRFM, visualization allows for the cell region where the cell attaches to the glass support. Hence this technique offers great opportunity to selectively monitor cell dynamics that occur close to the basal plasma membrane (that is approximately 7.5 nm thick) of cells such as tracking the movement of individual stained secretory vesicles that approach to the plasma membrane before, during and after docking, priming and exocytosis.

TIRFM also enables to monitor single molecules on nanometer scale like integral proteins at vesicular membrane. Research from Dr. Chiu’s group brought up the possibility of answering the question of how the quantitative aspects of protein expression in vesicle affect vesicular function by sorting out the copy numbers for several integral vesicular membrane proteins (e.g. proton ATPase, synaptotagmin 1, synaptophysin and synaptogyrin) and their distributions.

2.2 Electrophysiology
Electrophysiology belongs to a branch of technologies aimed to study physiology at cells and that measures electric signals such as voltage or current generated from ions that flow in biological tissues. In neuroscience, electrophysiology is an important tool for being able to measure neuronal action potentials, changes of voltage or
current by single ion channel in neurons and monitor exocytosis events by the capacitive changes at cells from vesicle fusion.

### 2.2.1 Patch Clamp

Patch clamp is an electrophysiological technique that is used for recording of intracellular electric signals derived from ion flow across the cell plasma membrane. The main components (Figure 29) of a patch clamp recording include a glass micropipette that is filled with electrolyte solution and used for placement in tight connection to the cell membrane with an electrode that is placed inside of the micropipette and connects to an amplifier. The set-up is coupled to a reference electrode and the bath containing biological tissues and cells is carefully grounded before recordings.

There are several variations of patching cells, where cell-attached (Figure 30A) and whole-cell (Figure 30B) configurations are two mostly common methods. In the cell-attached mode, the micropipette is tightly sealed with the intact cell membrane via gentle aspiration and is used to record ion channels activity through one or few integrated membrane channels in the small region of the patched membrane. Current signals from individual ion channels on cell membrane via cell-attached method were firstly recorded by Erwin Neher and Bert Sakmann, which awarded them the Nobel prize in Physiology 1976 for inventing the patch clamp methodology. In the whole-cell method, the region of cell membrane that is tightly sealed with micropipette tip suddenly is ruptured either by applying a stronger suction pressure at the micropipette or by applying of large current pulse through the micropipette. The membrane rupture can also be achieved by simultaneously applying these mechanical and electrical forces to the cell membrane. A successful patch is achieved when the membrane rupture results in a tight seal with the glass pipette and the cell plasma membrane and that the interior of pipette becomes continuous with the cell cytoplasm. Thus, whole-cell method allows recording of electric signals through many ion channels.
across the entire cell plasma membrane, instead of the small region that has been patched in the cell-attached method.

Patch clamp technique can be performed via two main measuring approaches: voltage clamp and current clamp. In the case of voltage clamp, the membrane potential of cells is clamped (or held) to a set value (or command value). To achieve and maintain the commanded potential, the current generated through the recording electrode that is connected to the amplifier is measured. In the case of current clamp, the current is clamped (or commanded) while the change of potential is recorded.

2.2.1.1 Patch Clamp Capacitance
In the whole-cell patching method, modifying amplifier from voltage-clamp mode allows the output signal to be proportional to capacitance of cell membrane, but independent of its electric conductance (Figure 31). Since the surface area of the cell membrane is proportional to its capacitance, the changes of cell membrane surface area caused by events of exocytosis and endocytosis could be recorded by patch clamp capacitance measurements. Exocytosis event increases the cell plasma membrane surface area by merging vesicles with plasma membrane, whereas endocytosis decreases the membrane surface area by forming vesicles retrieved from the plasma membrane. The time resolution of monitoring exo- and endo-cytosis using this technique can be achieved within hundred-millisecond timescale.

2.3 Electrochemical Methods
The development of electrochemical technique during the last 30 years contributed enormously to the investigation and characterization of the details of exocytosis process and the released molecular content. Cyclic voltammetry and amperometry are the two most common electrochemical techniques utilizing carbon fiber microelectrodes to identify and quantify the released vesicular chemical content during exocytosis, and to monitor the dynamic regulatory aspects of exocytosis at
the single cell level with high temporal and spatial resolution and high sensitivity.

2.3.1 Cyclic Voltammetry

Cyclic voltammetry (CV) is a type of voltammetry that belongs to electroanalytical methods. It analyzes a substance by measuring the current generated by analyte as a function of potential applied on the working electrode. As detailed in Figure 32A, CV is performed by linearly ramping the potential applied at the working electrode versus time from $E_1$ to $E_2$ ($t_1$ to $t_2$), and then reversing back from $E_2$ to $E_1$ ($t_2$ to $t_1$) to complete a cycle, with the possibility to continuously repeat this process. Meanwhile, the current generated on working electrode from the redox reaction of analyte is measured and plotted versus applied potential as a cyclic voltammogram in Figure 32B and Figure 32C. The speed at which the potential applied is varied, is called the scan rate, which is defined by dividing the potential difference ($\Delta E$) over the duration of time ($\Delta t$) for scanning the potential.

The applied potential usually starts from a value (e.g. $E_1$) in the low range where no redox reaction of the analyte occurs. In fast scan cyclic voltammetry (FSCV, Figure 32B), the rapidly increased potential from low ($E_1$) to high ($E_2$) results in an increasing oxidation current ($i_a$) when the applied potential passes the oxidation potential for the analyte. This is followed by a current decrease after the potential has reached beyond the anodic peak potential ($E_{pa}$) where depletion of the analyte by the oxidation reaction at the surface of the electrode occurs (Section 3.3.2.4.3, Figure 43A). If the redox couple that contains the electron donor for oxidation and electron acceptor for reduction behaves reversible, a reduction current ($i_c$) can be generated when a backward scan of the potential is applied from high ($E_2$) back to low ($E_1$). This marks a current decrease by the reduction current that is initiated by lowering the applied potential below the redox current for the analyte until reaching the cathodic peak potential ($E_{pc}$) where there is a depletion of the oxidized analytes at the

![Figure 32. Cyclic voltammetry. (A) A potential waveform for a single cycle voltammogram. (B) Plot of current versus potential using fast scan cyclic voltammetry. (C) Plot of current-potential of a slow scan in cyclic voltammetry.](image-url)
electrode surface. When instead slowly scanning the applied potential, a constant steady-state current appears after reaching the redox potential peaks since the radial diffusion (Section 3.3.2.4.3, Figure 43B) occurs and offers a stable concentration of analyte at the electrode surface as shown in Figure 32C.

The time resolution of data sampling in CV is related to the scan rate and the waiting time between cycles, but cannot be compared to the recording speed of amperometry where by contrast the potential is held constantly during measurement (Section 2.3.2). FSCV is usually applied to identify analytes and therefore function as a complementary method for amperometry, which mainly is a method to quantify molecules released from exocytosis and its recordings are fast enough to monitor the dynamics of exocytosis events that take place on sub-millisecond to millisecond timescale.152,153

2.3.2 Amperometry
Amperometry is one of the most widely used electrochemical technique in the analytical chemistry field. This method offers high sensitivity, high temporal resolution at sub-millisecond timescale and high spatial resolution. Amperometry measures the electric current or current changes generated from either oxidation or reduction reactions of molecules of interest when a constant potential is applied to the working electrode (Figure 33). In this technique, working electrodes are most commonly placed adjacent to the plasma membrane of a cell. To capture the total signal of vesicular content released from exocytotic events and provide valuable temporal information on the regulation of neurotransmitter release at exocytosis, the distance between the electrode and plasma membrane is minimized by placing the electrode as close as possible to the electrode surface. In 1988, the study of Engstrom et al. showed that the amplitude of electric signal derived from exocytosis was decreased when the distance between electrode and cell membrane was increased from 5 µm to

Figure 33. Amperometry measurements of exocytosis by placing a microelectrode in close proximity to a cell.
This implies that the released vesicular content rapidly diffuses away to other space when the sensing electrode is placed distant to the cell membrane. The high temporal resolution of amperometry allows monitoring the dynamics of single exocytotic events from secretory cells that occur on sub-millisecond to millisecond time scale and result in release of neurotransmitters. The first detection of catecholamine released from single exocytotic events in individual chromaffin cells using amperometry was performed by Wightman and his colleagues in 1991. In that study, current signal generated from the oxidation of catecholamine was captured as a current peak (or spike) (Figure 34) when a 650 mV constant potential was applied onto the carbon fiber working electrode (10 µm in diameter) versus a sodium-saturated calomel reference electrode.

Because amperometry is capable to capture the rapid transients of exocytotic events, the shape of current signal (i.e. spike) can contain many details and can be characterized into several parameters that are likely to be correlated to the dynamics of vesicle fusion process during exocytosis (Figure 34). When analyzing single current spikes, the parameters $T_{\text{rise}}$ and $T_{\text{fall}}$ are obtained by measuring the time it takes for the current to rise from 25% to 75% of current maximum amplitude ($I_{\text{max}}$) and followed by the fall from 75% down to 25%, respectively. These factors extracted from the detected and isolated current spikes are thought to correlate with the opening and closing of the vesicle fusion pore formed during exocytosis. Sometimes a current spike is preceded by a slight rise before a sharp taller current spike is detected and is often referred to as a “foot”. This pre-spike foot is thought to represent the initial stage of fusion pore formation where a small amount of neurotransmitter leaks through this narrow pore before it dilates, and this current spike feature was first reported by Chow and his colleagues. In addition, a post-spike foot characteristic was identified in amperometric exocytosis recordings and is believed to unveil the stability and rigidity of pore structure at the final

![Figure 34. Amperometric trace of single exocytotic events. Upper picture is magnification of a single amperometric spike with different dynamic parameters.](image)
stage at exocytosis events that are due to partial exocytosis release.\textsuperscript{157} $T_{1/2}$ is the time duration at the half of $I_{\text{max}}$ and $T_{\text{base}}$ stands for the time spent on the whole exocytotic event. Information from $T_{\text{base}}$ together with the spike shape can exhibit the modes of exocytosis that either represents full or partial exocytosis release including the fast exocytosis mode ‘kiss-and-run’ or longer fusion pore flickering.\textsuperscript{64,65}

Usually the neurotransmitters detected by electrochemical techniques are electroactive like monoamines including catecholamines that are easily oxidase at a certain positive potential. However, by the introduction of enzyme-coating at the surface, an electrode allows capturing signals originated from conversion of non-electroactive neurotransmitters like acetylcholine and glutamate to electroactive species via a catalysis reaction by the enzyme. However, these enzyme-based electrochemical sensors for a long time suffered from a slow recording speed with temporal resolution on second time scale, which is orders of magnitude too slow to monitor neuronal activity by the detection of single exocytosis events that occur on sub-millisecond time scale. This is a challenge where the work of this thesis has tried to contribute to the field of neurochemistry. The detection of non-electroactive neurotransmitters released from ultrafast single exocytotic events by amperometry was not achieved until a glutamate carbon fiber sensor constructed with nanoparticles and a novel enzyme coating concept was invented in our lab. This work as firstly published with preliminary data in the thesis of a Cans’ PhD student in January of 2018\textsuperscript{158} showing the detection of glutamate release from single synaptic glutamate was temporally resolved in rodent brain tissue, and the full paper was later published in January of 2019.\textsuperscript{64} In this work, a monolayer of enzyme was coated onto the gold nanoparticle (AuNP) modified sensor surface to minimize the distance between the electrochemical reporting molecule $\text{H}_2\text{O}_2$, and the working electrode of the sensor. Via detailed studies of enzyme-AuNP conjugates in bulk solution, the conditions needed to obtain an optimal ratio of enzyme-to-AuNP
needed to fully coat the sensor surfaces, while still limiting the enzyme coating to a monolayer. The concept of increasing temporal resolution of enzyme-based sensors by minimizing the thickness of enzyme coating was developed for detection of fast single vesicular release of acetylcholine in Cans group in 2015.63

Amperometry also allows quantifying the amount neurotransmitters released through exocytosis from different secretory cells by using the charge (Q) integrated from individual spikes and Faraday’s law,

\[ N = \frac{Q}{nF} \tag{2} \]

where \( N \) is the amount of neurotransmitter molecules in moles, \( n \) is the number of electrons released or absorbed in the redox reaction for the analyte, \( F \) stands for the Faraday constant (\( F = 96485 \text{ C mol}^{-1} \)). Equation (2) can be rewritten as

\[ \text{Number of molecule} = \frac{Q}{nFN_A} \tag{3} \]

where \( N_A \) is the Avogadro’s number (6.02 × 10^{23} \text{ mol}^{-1}). This equation shows that the number of molecule released is proportional to the charge collected from each current spike.

Despite of high temporal resolution, amperometry lacks the ability to identify substrate and distinguish different compounds compared to FSCV.159 In FSCV measurements, the redox current, which varies depending on different thermodynamic properties of the analyte substance, is plotted with respect to the applied potential in voltammogram (see Figure 32). In amperometry, the redox current measured when applying a constant potential is plotted versus time to monitor the changes of substrate concentration at the surface of the working electrode.
2.3.3 Patch Amperometry
It has been described in previous sections that exocytotic events can be detected by electrophysiology techniques such as cell attached configuration in patch-clamp, which can be used for measuring capacitive changes when the surface area of the cell plasma membrane increases from incorporation of vesicular membrane material into the cell plasma membrane by exocytosis. By combining patch-clamp with amperometry and placing a carbon fiber amperometric electrode on the inside of a patch clamp micropipette, a new method was introduced by Albillos et al. in 1997.\textsuperscript{160} Patch amperometry combines capacitive measurements via patch clamp and by inserting an amperometric carbon fiber electrode inside of the patch pipette. This method showed that simultaneously monitoring of the initial formation of membrane fusion pore by the patch clamp can be correlated in time to the dynamics of regulated neurotransmitter release from single vesicles during exocytotic events by the amperometric carbon fiber microelectrode.
3. Electrochemistry

Electrochemistry belongs to the field of physical chemistry. It focuses on observing the interrelation between movements of electrons as part of chemical reactions. Certain chemical reactions can produce electricity in terms of released electrons; and on the contrary, electricity can drive certain chemical reactions that would not occur spontaneously. Electricity is associated with the movement of electric charges, and the rate of a net flow of electric charge passing a region or point is called electric current ($i$).

In neuroscience, electrochemical techniques such as cyclic voltammetry and amperometry allow measuring the electron movements generated from the oxidation-reduction (or redox) reaction of released neurotransmitters as detected by the surface of a working electrode when applying a dynamic or constant driving force (i.e. electric potential).

3.1 Basics of Electrochemistry

To perform electrochemical experiments at the single cell level, the basic instrument requirements are two electrodes (i.e. a working electrode and a reference electrode) placed in the same electrolyte solution, a potentiostat serving as a power source to apply voltage between two electrodes while also serving as a picoammeter to measure the charge transfer as current at the surface of the working electrode versus a reference electrode.

3.2 Microelectrodes

To decrease the damage when implanting electrode into the biological models for in vivo electrochemical measurements, and to improve the accuracy of electrode positioning to the defined areas where neuronal activities occur, high spatial resolution of the electrodes is demanded. Therefore, electrodes of micro-size are more popular than larger ones and are frequently utilized in
studies performed on biological samples like single cells and brain slices.

Theoretically, any conductive materials, which are not taking part in the examined reactions, can be used for constructing a working electrode. In practice, metals like platinum, gold and silver and carbon including graphite are materials that are often used. Among them, micro-sized carbon fiber is the most common one to construct for electrochemical measurements of exocytotic events.

To achieve a low-noise and stable baseline for amperometric measurements, the microelectrode is usually insulated in material such as glass, polymers like polypropylene or polyethylene, or vapor deposited silicon oxide, and only a limited area at the tip is used for electrochemical sensing. The microelectrodes used in detection of exocytosis activity in this thesis are made of 30 μm (in diameter) carbon fibers, which are insulated with glass capillaries and sealed using epoxy glue. The tip surface of the electrodes was cut using a scalpel and polished with a 45° angle before use. This type of electrode is called a disc-type microelectrode as referring to the shape of the active electrode surface. Cylinder-shaped microelectrodes have another surface geometry, where a certain length of a bare carbon fiber is allowed to stick out at the tip of the electrode from the surrounding glass insulation, to increase the electroactive surface area and to maintain a small diameter, which can fulfill the high demand on sensitivity of electrode in certain in vivo applications. The protruded carbon fiber beyond carbon-glass junction is cut with a scalpel and the remaining length of conductive carbon region is often approximated from 50 to 500 μm.

3.3 Processes at Electrode Surfaces

The electrochemical processes taking place at the electrode surface are associated with the kinetics and thermodynamics that describe the chemical reactions in the electrochemical system. The faradaic current generated at the working electrode from oxidation or reduction reactions of chemical species is affected by two
main factors: the rate of mass transport and the rate of electron transfer during chemical reactions. This process is schematically illustrated in Figure 35 for a case where the reduced species are oxidized at the electrode surface. Mass transport is the movement of analytes from bulk solution to the working electrode surface. Once the molecule is brought up to the electrode, which contains a double layer nearest to the surface (Figure 39) and a potential gradient is created at the electrode-solution interface, the electron transfer associated with the electrochemical reaction takes place.

3.3.1 Mass Transport
Mass transport describes the dynamic process when chemical species in solution move from one location to another. When solution is unstirred, the movement of mass transport mainly occurs by diffusion, and electrophoretic migration in the case of charged analytes. In stirred solution, fluid flows in the mode of convection.

3.3.1.1 Diffusion
Diffusion (Figure 36) is the random movement of molecules that is mainly driven by a concentration difference (or concentration gradient) between two regions in the solution. The flux spontaneously moves from region of high concentration to region of low concentration, which can be described by the Fick’s first and second laws. Fick’s first law (Equation 4) considers diffusion in one-dimension as follows:

\[
J = -D \frac{d\varphi}{dx}
\]  

(4)

where \(J\) is the diffusive flux, \(D\) is the diffusion coefficient for a specific chemical species at a certain temperatures, \(\varphi\) is the concentration and \(x\) is the length or position, and \(\frac{d\varphi}{dx}\) indicates the concentration gradient. The magnitude of flux (\(J\)) is proportional to the concentration gradient (\(\frac{d\varphi}{dx}\)). Fick’s
second law brings the consideration of concentration change caused by diffusion over time.

3.3.1.2 Migration
The potential applied on the working electrode (versus a reference electrode) can generate a local electric field that drives analytes carrying a charge to move in a certain direction, resulting in their migration movement. For example, when a more positive potential is applied on the working electrode, ions carrying negative charge will move towards to working electrode in response to the potential change. Figure 37 describes the migration process when applying the potential from zero to a negative potential at the electrode surface.

3.3.1.3 Convection
Convection is a hydrodynamic movement (or transport) that occurs naturally or is induced by mechanical means like stirring. In a stirred solution, forced convection contributes to mass transport and the stirring speed can be controlled. Figure 38 illustrates the effect of stirring a solution on the mass transport surrounding the electrode.

3.3.1.4 Nernst-Planck Equation
The total mass transport of an analyte from surrounding solution to an electrode surface in one dimension is the sum of contributions from diffusion (concentration gradient), migration (electric field) and convection (hydrodynamic velocity), which can be mathematically described by the *Nernst-Planck equation* as follows:

\[
J_i(x) = -D_i \frac{\partial C_i(x)}{\partial x} - \frac{z_i F}{RT} D_i C_i \frac{\partial \varphi(x)}{\partial x} + C_i v(x) \quad (5)
\]

where \(J_i(x)\) is the flux of chemical species \(i\) at a location that is at a distance \(x\) from the electrode surface. \(D_i\) is the diffusion coefficient of chemical species, \(\frac{\partial C_i(x)}{\partial x}\) and \(\frac{\partial \varphi(x)}{\partial x}\) are the concentration gradient and electrostatic potential gradient, respectively. \(z_i\) and \(C_i\) are the charge and
concentration of $i$, respectively. $F$ is the Faraday constant ($96485 \text{ C} \cdot \text{mol}^{-1}$), $v(x)$ is the hydrodynamic velocity of species $i$ in the convection mode.

### 3.3.2 Electron Transfer

In electrochemistry, electron transfer occurs at the working electrode surface after the molecule of interest move from bulk solution to the region of the electric double layer by the mass transport process. Electron transfer is an important process that takes place when an electron migrates from a molecule or atom to another molecule or atom during chemical reactions, a process that have both thermodynamic and kinetic aspects. Kinetic aspects are about the rate of reactions, specifically the rate constant ($k$) that is related with the activation energy ($\Delta G^\ddagger$) needed to proceed a reaction. While thermodynamics concerns about the stability of chemical species in one state compared to others (or equilibrium), and the state of chemical species relates to the free energy ($\Delta G$) released from spontaneous reaction. In electrochemistry, electrode potential ($E$) is the linking parameter between kinetics and thermodynamics, and it is a powerful tool that can shift the equilibrium and changes the rate of reactions.$^{161}$

#### 3.3.2.1 Electric Double Layer

When placing a charged (Figure 39) electrode (with respect to reference electrode) into the solution containing ions, a region called the electrical double layer is formed at the electrode-solution interface to neutralize the charged surface of electrode. It means that co-ions in solution are repelled by the charged electrode while the counter-ions are attracted to the electrode surface. Electron transfer of chemical species associated with an electrochemical reaction will not occur until they physically arrive and form this electric double layer.

The solution side of double layer actually contains several layers. The closest layer to the electrode surface is densely packed with specifically adsorbed solvent molecules and other non-fully solvated ions and molecules carrying...
opposite charges, this layer is called the *inner layer*. The center of the inner layer is defined as the *inner Helmholtz plane* (IHP). The second layer containing loosely adsorbed solvated ions that electrically screen the inner layer and loosely interacts with the electrode surface only at a long range via Coulomb force. The center of the nearest solvated ions in second layers is called the *outer Helmholtz plane* (OHP). The region containing excess ions that extends from OHP to bulk solution at a distance within approximately a hundred Angstroms is called the *diffuse layer*. The potential applied to a working electrode leads to an electric field that decays over the diffuse layer. The thickness of diffuse layer varies with the total concentration of ions in solution at a given potential applied. Here, the thickness of the double layer decreases with the ionic concentration in solution.

Since the electrode-solution interface separates the charge into two layers that look like plates, the double layer has been experimentally shown to perform like a capacitor. When applying a certain potential to the working electrode versus a reference electrode, the total charge \( q^E \) accumulated on working electrode is the same as the total charge \( q^s \) in solution that contains the excess of ions in near the electrode surface, as \( q^E = -q^s \). The capacitance (C) of this electrode-solution interface is defined as the held charge (Q) per applied voltage (U) (i.e. \( C = Q/U \)). Under the electrolyte’s decomposition voltage, the held charge Q is linearly or may be non-linearly proportional to the applied potential U. In the Gouy-Chapman model of double layer that introduced factors like diffusion or mixing of ions in the diffusive solution, capacitance C is not constant, and is dependent on the potential applied onto the working electrode, the concentration of ions and the composition of ions in solution, which greatly affect the electron transfer processes.
3.3.2.2 Redox Reactions

A redox (reduction-oxidation) reaction is a chemical reaction where electrons move between atoms in different molecules, thus the oxidation (or reduction) state of one or more elements of substrate changes with the electron transfer. A one-step reversible reaction at equilibrium is described in Equation 6, where a reduced compound (Red) is oxidized to an oxidized form (Ox) when losing a certain number ($n$) of electrons ($e$), its oxidation number is increased, and this process is an oxidation reaction. On the contrary, Ox is reduced to its reduced form (Red) when gaining electrons and its oxidation number decreases, this process is caused by a reduction potential. The energy stored in reduced compounds is generally higher than that in their oxidized form.

\[
\begin{align*}
\frac{k_f}{k_b} \quad & \quad Ox + ne \rightleftharpoons Red \\
\end{align*}
\]

where $k_f$ and $k_b$ are rate constants of the forward reaction and the backward reaction, respectively. The rate of the forward process (reduction), $v_f$, and the rate of backward process (oxidation), $v_b$, are described as the following equations:

\[
\begin{align*}
v_f &= k_f C_{Ox}(0,t) \quad (7) \\
v_b &= k_b C_{Red}(0,t) \quad (8)
\end{align*}
\]

$C_{Ox}(0,t)$ and $C_{Red}(0,t)$ are concentrations of chemical species $Ox$ and $Red$ at electrode surface and at time $t$, respectively. The net of conversion rate ($v_{net}$) of oxidized species ($Ox$) to reduced species ($Red$) is

\[
v_{net} = k_f C_{Ox}(0,t) - k_b C_{Red}(0,t) \quad (9)
\]

Because of the proportional relationship between current ($i$) and its corresponding rate of a reaction ($v$), according to
Faraday's law $i = nFAv$, the current of a redox reaction occurring on the surface of an electrode is

$$i = nFAv_{net} = nFA \left[ k_f C_{Ox} (0, t) - k_b C_{Red} (0, t) \right]$$  \hspace{1cm} (10)

where $A$ is the area of the electrode surface, $n$ is the number of electrons transferred in the redox reaction.

### 3.3.2.3 Nernst Equation

In physiology, Nernst equation has been mentioned in previous section and used for determination of the resting membrane potential of biological cells. In electrochemistry, Nernst equation (Equation 15) is frequently utilized to describe the relation of an actual potential for an electrochemical reaction (oxidation or reduction) with standard electrode potential, activities (usually concentrations) of chemical species involved in the reaction and temperature. Butler-Volmer equation is a fundamental equation in electrochemical kinetics that describes the strong dependence of the electrode current generated from the potential applied to the electrode surface.

### 3.3.2.3.1 Derivation of Nernst Equation

The standard changes of Gibbs free energy that is related to an electrochemical transformation lead to the Nernst equation. In a galvanic cell, spontaneously reversible electrochemical reaction (Equation 6) occurs at a constant temperature and pressure, the actual reaction Gibbs free energy change ($\Delta G$) is related to the change of Gibbs free energy ($\Delta G^0$) for a reaction at the standard condition described as follows:

$$\Delta G = \Delta G^0 + RT \ln \frac{C_{Red}}{C_{Ox}}$$  \hspace{1cm} (11)

where $R$ is the gas constant (8.314 J·mol⁻¹·K⁻¹), $T$ is the temperature, $C_{Ox}$ and $C_{Red}$ are concentrations of Ox and Red in solutions, respectively, at equilibrium. The potential
Energy ($E$) is related to Gibbs free energy ($\Delta G$) via the following equations:

$$\Delta G = -nFE$$  \hspace{1cm} (12)

$$\Delta G^0 = -nFE^0$$  \hspace{1cm} (13)

Since a spontaneous reaction releases free energy (or has a negative change in free energy) to generate an electric potential, there is a negative sign. Inserting Equation 12 and Equation 13 into Equation 11 with rearrangement gives the Nernst equation as follow:

$$E = E^0 - \frac{RT}{nF} \ln \frac{C_{\text{Red}}}{C_{\text{Ox}}} = E^0 + \frac{RT}{nF} \ln \frac{C_{\text{Ox}}}{C_{\text{Red}}}$$  \hspace{1cm} (14)

where $E^0$ stands for the standard reduction potential of a chemical species couple (i.e. Ox/Red couple) measured versus normal hydrogen electrode (NHE) at the standard states (25 °C or 298 K, 10^5 Pa) with 1M concentration of all reaction participants. NHE is more difficult to use as a reference electrode in practice, other types of electrodes (e.g. Ag/AgCl, $E^0 = 0.197$ V versus NHE) are more commonly chosen to use in electrochemical measurements. $E^0$ of many chemical compounds have been measured and can readily be found in standard potential tables. For reducible compounds, it is harder to reduce molecules having more negative $E^0$ than molecules having less negative $E^0$. For oxidizable compounds, it is more difficult to oxidize molecules having higher positive $E^0$ than molecules having lower positive $E^0$. Usually, the formal potential $E^{0r}$ is used to replace the standard potential $E^0$, and Nernst equation can be re-written as:

$$E = E^{0r} + \frac{RT}{nF} \ln \frac{C_{\text{Ox}}}{C_{\text{Red}}}$$  \hspace{1cm} (15)

Figure 40. Reaction coordinate diagram that shows how the free energy of a system changes during a chemical reaction.
3.3.2.3.2 Nernst Equation in Biological Application
In a galvanic cell, $E$ is the potential generated from the overall spontaneous redox reactions occurring inside a cell and where the Nernst equation can assist to estimate the cell potential, $E$. While in biological applications, Nernst equation can also thermodynamically describe the probability of electrolyzing a chemical species in a chemical reaction. In this application of the Nernst equation, $E$ is the potential applied onto the working electrode. $C_{Ox}$ and $C_{Red}$ are the bulk concentrations of Ox and Red present at the surface of the working electrode, respectively.

In this case, a carbon fiber microelectrode is typically employed as a working electrode to measure the current change derived from the content (e.g. neurotransmitters) released during exocytic events at single cell level. This measurement is achieved by applying an external potential energy onto the working electrode surface to initiate the non-spontaneously electrochemical reaction (i.e. oxidation or reduction) of the released vesicle neurotransmitter content and to obtain information of electron transfer processes at the carbon-solution interface. For the case of forward reduction in Equation 6, the external potential energy applied is to reduce the energy barrier (or activation energy, $\Delta G^\ddagger$) that is needed to reach the transition state (or activated complex) of a chemical reaction along the reaction coordinate between reactant and product (Figure 40). The transition state represents the highest free energy along the reaction coordinate. A chemical species can be oxidized when a large enough positive potential is applied onto the working electrode, so that the barrier becomes negligible. Conversely, a reduction reaction happens when the potential applied on working electrode is negative enough.

3.3.2.4 Effects of Potential on the Energy Barrier
For a reversible reaction (Equation 6) at the working electrode surface, when $E$ is equal to formal potential ($E^0$), this reversible reaction reaches equilibrium (Figure 41) and the potential is called $E_{eq}$, where anodic activation energy

![Figure 41. A potential change effects the standard free activation energy for a redox reaction (A). (B) is the magnification of the area in box in (A).]
(ΔG\text{\textsuperscript{\textcircled{a}}}_\text{oa}) \text{ for oxidation reaction and cathodic activation energy (ΔG\text{\textcircled{a}}}_\text{oc} \text{ for reduction reaction are the same. Polarization occurs, for example, when a more negative potential is applied on the working electrode (E < E_{eq}). The effect is to lower the energy of electrons as reactant by a change of } nFΔE = nF(E - E^{0'}) \text{, the curve representing } Ox + ne \text{ decreases with respect to that representing } Red, \text{ the energy barrier for reduction is decreased from } ΔG\text{\textsuperscript{\textcircled{a}}}_\text{oa} \text{ to } ΔG\text{\textsuperscript{\textcircled{a}}}_\text{a} (ΔG\text{\textsuperscript{\textcircled{a}}}_\text{oa} > ΔG\text{\textsuperscript{\textcircled{a}}}_\text{a}) \text{ by a fraction } (1 - α) \text{ of the total energy change (Equation 19), } α \text{ is the transfer coefficient, while the energy barrier for oxidation is increased from } ΔG\text{\textsuperscript{\textcircled{a}}}_\text{oc} \text{ to } ΔG\text{\textsuperscript{\textcircled{a}}}_\text{c} (ΔG\text{\textsuperscript{\textcircled{a}}}_\text{oc} < ΔG\text{\textsuperscript{\textcircled{a}}}_\text{c}) \text{ by a fraction } (α) \text{ of the total energy change (Equation 19). Hence,}

\[
ΔG\text{\textsuperscript{\textcircled{a}}}_a = ΔG\text{\textsuperscript{\textcircled{a}}}_\text{oa} - (1 - α)nF(E - E^{0'})
\]

\[
ΔG\text{\textsuperscript{\textcircled{a}}}_c = ΔG\text{\textsuperscript{\textcircled{a}}}_\text{oc} + αnF(E - E^{0'})
\]

the extent of polarization can be measured by overpotential, η,

\[
η = E - E_{eq}
\]

and the total energy change (or excess energy) can be calculated via the overpotential (η),

\[
\text{Changed energy} = -nF(E - E_{eq}) = -nFη
\]

On the contrary, when a more positive potential is set on the working electrode (E > E_{eq}), the direction of the electrode reaction reverses to an oxidation reaction.

3.3.2.4.1 Arrhenius Equation
Considering the same redox reaction (Equation 6) at the electrode-solution interface, the effect of the absolute temperature (T) on the rate constant (k) of a chemical reaction was summarized into a mathematical equation called Arrhenius equation, which was named after Svante
Arrhenius. Arrhenius equation reveals the generality of the dependence of rate constant with temperature and is commonly stated in the form:

\[ k_f = B_f e^{-\frac{\Delta G_f^\ddagger}{RT}} = A_f e^{-\frac{\Delta G_f^\ddagger}{RT}} \]  \hspace{1cm} (20)

\[ k_b = B_b e^{-\frac{\Delta G_b^\ddagger}{RT}} = A_b e^{-\frac{\Delta G_b^\ddagger}{RT}} \]  \hspace{1cm} (21)

where \( \Delta G^\ddagger \) is the activation energy (energy barrier) that is the minimum free energy needed for a reaction to take place. The exponential form of (20) and (21) shows the probability of thermal energy crossing the energy barrier, whereas \( B \) is the pre-exponential factor that relates to the attempt frequency of reaction. This is the Arrhenius equation, which relates rate constant \( k \) to activation energy of a chemical reaction when other parameters (e.g. \( R \) and \( T \)) are constant. Inserting the activation energies (Equation 16 and Equation 17) into the Arrhenius equation,

\[ k_f = B_f e^{-\frac{\Delta G_{0c}^\ddagger}{RT}} e^{-\frac{\alpha F (E - E^0)}{RT}} \]  \hspace{1cm} (22)

\[ k_b = B_b e^{-\frac{\Delta G_{0a}^\ddagger}{RT}} e^{(1+\alpha)F (E - E^0)} \]  \hspace{1cm} (23)

The first two factors \( B_f e^{-\frac{\Delta G_{0c}^\ddagger}{RT}} \) and \( B_b e^{-\frac{\Delta G_{0a}^\ddagger}{RT}} \) in Equation 22 and Equation 23 have the same value called standard rate constant \( k^0 \) at \( E = E^0 \) when an equilibrium is achieved at the electrode-solution interface. At other applied potential, the rate constant can be re-written in the form of:

\[ k_f = k^0 e^{-\frac{\alpha F (E - E^0)}{RT}} \]  \hspace{1cm} (24)

\[ k_b = k^0 e^{(1-\alpha)F (E - E^0)} \]  \hspace{1cm} (25)
Arrhenius equation shows that the rates of forward reaction \( k_f \) and backward reaction \( k_b \) rely on the potential \( E \) applied onto the electrode when a redox reaction (Equation 6) takes place at the electrode surface.

### 3.3.2.4.2 Butler-Volmer Equation

The relation between the current \( i \) and the applied potential \( E \) at the electrode surface can be derived by inserting the Arrhenius equations (Equation 24 and Equation 25) into the equation of the electrode net current (Equation 10, Section 3.3.2.2) that is the sum of cathodic current in the forward reduction and anodic current in the backward oxidation. The complete current-potential characteristic is yielded, which is called Butler-Volmer equation:

\[
i = nFAk^0 \left[ C_{ox}(0, t)e^{-\frac{-\alpha F(E-E^0)}{RT}} - C_{Red}(0, t)e^{\frac{(1-\alpha)F(E-E^0)}{RT}} \right] \tag{26}
\]

Butler-Volmer equation is one of the most fundamental relationships in electrochemical kinetics to describe how the applied electrode potential affects the current on electrode. This equation is used to analyze almost every issue in the case of heterogeneous reactions. Meanwhile, Butler-Volmer equation also reveals the dependence of the electrode current on time-dependent surface concentrations of analytes when applied potential and other environmental parameters are constant.

### 3.3.2.4.3 Cottrell Equation

To obtain quantitative information on electrode surface like faradaic current, which is dependent on mass-transfer efficiency, kinetic parameters like the rate of chemical reaction, structure of the double layer and experimental parameters such as the applied potential, and the analyte concentration, it is difficult, or even fails to use Butler-Volmer equation combined with Fick’s laws (Section 3.3.1.1) to yield a solution, especially in the cases of more complicated processes like reactions with multi-step mechanisms.

**Figure 42.** Illustration of a potential step method applied at the surface of planar macroelectrode. The applied potential is switched from \( E_1 \) to \( E_2 \) (A), which causes a current response from the redox reaction (B).
Usually, simpler theory, for example, the Cottrell equation, can be applied as an alternative to treat the designed experiment in practice. In an ideal condition, the linear diffusion of mass transport from one direction in an unstirred solution takes place at the planar macroelectrode surface when a potential step method is applied (Figure 42), where a potential is suddenly switched from $E_1$ to $E_2$, the responding current follows with a large initial increase due to the instantaneous faradaic process (oxidation), and continues with a rapid decay as function of time because of the consumption of analytes at the electrode surface and the depletion of analyte in the diffusion layer resulting into a concentration gradient from the bulk solution to the electrode surface, and eventually a steady-state current is approached when an equilibrium between the flux of mass transport by diffusion and the flux of electron transfer in a faradaic process is achieved. How in this process the current ($i$) changes with respect to time ($t$) is mathematically described by the Cottrell equation:

$$i(t) = \frac{nFA\sqrt{DC^*}}{\sqrt{\pi t}}$$

(27)

where $A$ is the surface area of the planar electrode, $C^*$ is the concentration of Red species in bulk solution, $D$ is the diffusion coefficient of Red species, $n$ is the number of electrons transferred from the oxidation of one Red molecule. A Cottrell-type of equation can also be derived for electrodes with other surface geometries than an (infinite) planar electrode, like spherical, cylindrical and rectangular.

Planar (disk) microelectrodes are widely used, especially in the in vivo, in vitro and ex vivo exocytosis measurements, however the current-time transients at the microelectrodes applied by chronoaamperometry cannot be described by the Cottrell equation. Different to the one-dimension linear diffusion of mass transport that occurs on the planar macroelectrode (Figure 43A) that is regarded as an infinite plane, two-dimension spherical diffusion

![Figure 43. Different diffusion profiles of mass transport at planar (disk) electrode surface.](image)

(A) Linear diffusion occurs at macroelectrode. (B) Radial diffusion at a microelectrode.
dominates the mass transport process on the finite planar microelectrode in the ideal case (Figure 43B). Thus, the Shoup and Szabo equation (28 and 29) is usually used to describe the current changes with respect to time and with an error less than 0.6 %.\(^{163}\)

\[
i = 4nF \nu DC^* f(t) \tag{28}
\]

\[
f(t) = 0.7854 + 0.8862 \sqrt[4]{\frac{r^2}{4Dt}} + 0.2146e^{-0.7823 \sqrt[4]{\frac{r^2}{4Dt}}} \tag{29}
\]

where \(r\) is the electrode radius, and the rest of the parameters have been described in the Cottrell equation \((Equation\ 27)\). The Shoup and Szabo equation describes the current response at different temporal stages, a large immediate current rise is initiated by a potential switch (Figure 40) followed by a fast decay due to depletion of the diffusion layer, and a steady-state current response \(i_{ss}\) is eventually achieved when \(t\) becomes very large. Therefore, the Shoup-Szabo equation \((Equation\ 28)\) can be simplified as:

\[
i_{ss} = 4nF \nu DC^* \tag{30}
\]

Both of the Cottrell equation and Shoup-Szabo equation provide the faradaic information of initial non-steady state and later steady-state at the electrode surface. They also revealed the proportional relation between the faradaic current, the bulk concentration of analyte and the electrode surface area.
4. Enzyme-based Electrochemical Biosensors

Biosensor is an analytical device or instrument that is composed of a biological component and a transducer, with the aim to function as a detection scheme for sensing chemical or biological molecules. The biological recognition elements used for constructing a biosensor and sensing analytes can be macromolecules that very specifically recognize and bind to a target analyte such as antibodies, nucleic acids and enzymes. There are also different types of transducer employed in biosensor fabrication like optical, massed-based, piezoelectric and electrochemical transducers. Biosensor can be categorized into several types according to different transduction processes. The principle of electrochemical biosensor is to convert the chemical or biological signal into an electrical signal (Figure 44). This type of biosensor is one of the most widespread types among various biosensors, where numerous of electrochemical biosensors have been commercialized. In this thesis, the enzyme-based electrochemical biosensor with nanomaterial supports for enzyme immobilization will be mainly discussed.

Nowadays, enzyme-coupled electrochemical biosensors are widely utilized in, for instance, food analysis, healthcare and environmental safety. The first glucose sensor, actually was the first biosensor among all types, and was invented by Clark and Lyons in 1962 via immobilizing the enzyme glucose oxidase onto the surface of an amperometric electrode. The glucose biosensor was initially aimed to monitor blood glucose for surgical patients, and currently it is mainly used to measure and monitor blood glucose levels at especially diabetes patients. It can also be utilized in, for example, food industry to monitor the glucose concentration in fermentation processes. In the development of an enzyme-based electrochemical biosensors, several approaches have been established and are generally summarized into three generations by their order in time for development. Due to glucose biosensor is of importance in the development of

![Figure 44. Illustration of the basic principle of an enzyme-based electrochemical biosensor.](image-url)
enzyme-based electrochemical biosensor, it is chosen to illustrate the evolution of electrochemical biosensors from the first to the third generation.

The first-generation of enzyme-based electrochemical biosensor (Figure 45A) is constructed with the simplest design concept. Here, enzymes are immobilized onto the surface of an electrode and the target of interest (i.e. substrate) is monitored via the detection of enzymatic product (e.g. H₂O₂). In the first-generation glucose biosensor, the immobilized glucose oxidase (GOx) oxidizes glucose (i.e. substrate) to gluconolactone (i.e. product), meanwhile flavin adenine dinucleotide (FAD) that is a coenzyme or cofactor of GOx is reduced to its hydroquinone form FADH₂ by two electrons. Next, H₂O₂ (i.e. second product) is produced by dissolved O₂ when FADH₂ is reformed to FAD. Finally, oxidation of H₂O₂ occurs at the electrode surface when a positive potential is applied. The oxidation of glucose is eventually achieved by the sensor after several steps, and the amplitude of the resulting current is proportional to the concentration of glucose. Although the first-generation biosensor works with high sensitivity, there are still some disadvantages with this sensor layout. For example, it requires a protein that possesses a flavin group, and it is highly dependent on the concentration of electron acceptor (e.g. dissolved O₂) that usually has a limited solubility in aqueous solution, which probably limits its utilization in biological samples. Besides, the large oxidation potential applied to the electrode surface that is needed to induce an oxidation reaction of the enzymatic product (e.g. H₂O₂) can also result in redox reaction of other interfering electroactive molecules commonly present in biological samples, such as uric acid, ascorbic acid and paracetamol, which, in turn, can lead to a large and noisy background thereby decreasing the sensor’s limit of detection. Fortunately, the introduction of, for example, selective and permeable membranes like Nafion or cellulose acetate between the immobilized enzyme and substrate in aqueous solution can help minimize the electroactive interferences.
The second-generation of enzyme-based electrochemical biosensor (e.g. glucose biosensor) has addressed many issues in the first-generation by, for example, using a mediator as electron acceptor to eliminate the dependency of dissolved O$_2$ for H$_2$O$_2$ production (Figure 45B). In this new sensor layout, a mediator instead of dissolve O$_2$ is associated with the FAD regeneration and producing electric signal at the electrode surface.$^{169}$ The mediator is a small molecule, such as ferrocyanide, conducting organic salts or ferrocene derivative, which are redox active and rapidly associates with the enzymes.$^{171}$ Ideally, the mediator incorporated in the sensor construction is expected to be chemically stable and nontoxic, and have low solubility in aqueous solution and low detection potential. Although the second-generation electrochemical biosensor has resulted in improvements and became O$_2$ independent, the issue of mediator leaching at the electrode surface is a problem that often occurs over time.

The layout of the third-generation enzyme-based electrochemical biosensor is based on the principle of direct electron transfer between the enzyme and the electrode.$^{172}$ In this design, electron transfer occurs during the enzymatic transformation of substrate to product via the active site of the redox enzyme without the assistance of co-substrates or mediators (Figure 45C). The absence of mediator leads the third-generation biosensor to have very high selectivity especially at low potential applied onto the electrode surface with less interference. The function of the third-generation biosensor depends on direct mass transfer that strongly relies on the orientation of the immobilized enzyme at the electrode surface, and the optimal design is to ensure that the distance between the active site of the enzyme and the electrode surface to be as short as possible. The third-generation biosensor allows efficient electron transfer that can result in higher signal density with higher detection speed. However, only a few redox enzymes such as horseradish peroxidase have been reported to be able to perform the direct electron transfer to the electrode.$^{173,174}$
4.1 Enzyme

In the design and construction of an enzyme-based electrochemical biosensor, enzymes are usually employed to catalyze the non-electroactive molecules of interest like glucose, acetylcholine and glutamate into forming a reporting molecule like hydrogen peroxide (H$_2$O$_2$) that is electroactive and can offer electric signals with the assistance of an electrochemical instrument.

Enzymes are macromolecules that serve as biological catalysts to increase the rate of chemical reactions by decreasing their activation energy that has been mentioned in Section 3.3.2.3.2 and as shown in Figure 40. Although few enzymes are catalytic RNA molecules called ribozymes, most of the enzymes are proteins. Enzyme can convert one chemical species called a substrate into another chemical species called a product. The unique three-dimensional structure of an enzyme determines its specificity. The enzyme activity is affected by the experimental conditions like temperature and pH in aqueous solution, where the optimal enzymatic activity usually is associated with an optimal temperature and pH value, and where the enzyme activity decreases significantly beyond its optimal range of conditions. Other molecules can affect the enzymatic activity as well. Molecules called inhibitors decrease the enzyme’s activity, and molecules called activators increase the enzyme’s activity. Before catalysis, substrate must bind to the cavity in the enzyme structure called the active site where it binds with high specificity. The active site contains one or more binding sites that can orient the bound substrate, and a catalytic site usually sits next to the bind site. The mechanism of the whole catalytic process of a chemical reaction is illustrated in Figure 46.

Enzyme can accelerate the conversion of a substrate to a product multi-millions of times faster than the speed of a native spontaneous chemical reaction. For example, the enzyme orotidine 5’-phosphate decarboxylase catalyzes the conversion of orotidine monophosphate to uridine monophosphate via decarboxylation in millisecond timescale, otherwise the same chemical reaction

Figure 46. A simple mechanism of an enzyme-substrate reaction.
spontaneously occurs with a half-time of 78 million years in the same experimental conditions at the room temperature in the neutral aqueous solution.\textsuperscript{175,176} Carbonic anhydrase is reported as one of the fastest enzymes according to current knowledge. Each carbonic anhydrase enzyme can hydrate around 1000 molecules of CO\textsubscript{2} per millisecond.\textsuperscript{177} One type of acetylcholinesterase can hydrolyze about 25 molecules of neurotransmitter acetylcholine to acetate and choline per second.\textsuperscript{178,179}

4.1.1 Enzyme Assays
The rate of enzyme reactions is measured by laboratory procedures called enzyme assays, which usually measures the concentration changes of products or substrate with time. Figure 47 is an example of the progress curve for an enzymatic reaction in an enzyme assay. The rate of reaction is actually the slope of curve in Figure 47. The initial product formation increases linearly versus time with constant (and maximal) rate of enzyme reaction for a short time period upon the reaction initiation, and the rate slows down as the reaction continuously carries on with the consumption of substrate. The time of constant initial rate depends on the experimental conditions, and it can vary from hours to milliseconds.

4.1.2 Michaelis-Menten Kinetics
Enzyme kinetics is the study of how enzymes catalyze chemical reactions. A quantitative theory about enzyme kinetics was proposed by Leonor Michaelis and Maud Leonora Menten in 1913, and is called Michaelis-Menten kinetics,\textsuperscript{180} which is the well-known model of enzyme kinetics. They proposed that the enzymes firstly bind to the substrate to form an enzyme-substrate complex, and then proceed the catalysis of the chemical reaction to produce the products as illustrated in Figure 46.

The Michaelis-Menten equation (Equation 31) describes the variation of reaction rate (\(v\), i.e. the slope of curve in Figure 48) with the substrate concentration ([S]) as follows:

\[
\frac{v}{V_{\text{max}}} = \frac{[S]}{K_M + [S]}
\]

Figure 47. The progress curve of an enzymatic reaction.

Figure 48. Michaelis-Menten saturation curve that shows the relation between the reaction rate and substrate concentration of an enzyme reaction.
As shown in Figure 48, enzyme rate increases with the increasing substrate concentration at constant solution conditions until approaching a steady state. This steady state is called $V_{\text{max}}$ and stands for the maximum rate of an enzyme catalytic reaction. At the state of $V_{\text{max}}$, all enzymes are bound with a substrate and their total amount is the same as the amount of enzyme-substrate complex. $K_M$ is called Michaelis-Menten constant, and it represents the substrate concentration when the enzyme reaches the half of its maximum reaction rate ($V_{\text{max}}$). For a certain substrate, each enzyme is associated with a characterized $K_M$ value.

4.1.3 Immobilization of Enzymes

It has been realized that enzymes have enormous potentials of practical usage in different fields and applications, such as widespread industrial processes, pharmaceuticals, biofuel cells and biosensors. Since enzymes have a short lifetime that limits their usefulness, improving the enzyme stability is highly needed for further applications and it also becomes an interesting topic that draws substantial attention of scientists. Except protein engineering, enzyme modification and medium engineering, the strategy of enzyme immobilization is one well-used approach to maintain and improve the stability of enzymes.\textsuperscript{181} The concerns of enzyme stability are generally about thermal stability, pH stability, storage stability and recycling stability. And the stability of immobilized enzymes is usually enhanced compared to that of free enzyme in solution.

Enzyme immobilization is a procedure that fixes an enzyme to a support or matrix of a solid surface. Especially in the process of enzyme-based biosensor construction, enzyme immobilization is an important step. The operation of enzyme immobilization can affect the sensor’s performance like the working efficiency, temporal resolution, sensitivity, selectivity, stability, reproducibility
and reusability. In detail, there are several different strategies and techniques of enzyme immobilization onto electrode surface that have been developed and the major ones are briefly described and discussed as follows.

4.1.3.1 Adsorption

Adsorption is probably the easiest and simplest method to immobilize enzymes onto an electrode surface (Figure 49A). It is a straightforward method that is usually performed via dissolving enzymes in solution and placing the solid support into enzyme solution for a certain period of time, or drying enzyme solution on the electrode surface. In general, the mechanism of adsorption is based on weak non-covalent interactions such as van der Waals forces, hydrophobic effects and electrostatic interactions. Physical adsorption occurs through weak bond mainly via Van der Waals forces. Adsorption relies on electrostatic interaction when the enzyme and the support display opposite charges. The net charge of an enzyme can be adjusted by the pH value of its surrounding dissolving solution. Enzyme carries a net of positive charge when the surrounding pH is lower than the enzyme’s isoelectric point where enzyme is electrically neutral. If the support is negatively charged, enzyme that carries a net positive charge can be electrostatically immobilized onto it.

Since there is no chemical reaction involved in the adsorption process, the support surface may block the active site of the immobilized enzyme, which leads to the loss of enzyme activity. And the fact that the enzymes are loosely adsorbed onto the support via this immobilization method, it can cause the enzyme desorption due to the changes of environmental factors like temperature and pH value of surroundings. Besides, since the bonding between enzyme and support is not specific, adsorption of contaminants like other substance and proteins is another drawback of this immobilization method.

4.1.3.2 Entrapment

Entrapment is another immobilization method that traps the enzymes in a porous matrix such as polymer and sol-gel
glass.\textsuperscript{183} It is performed by initially co-culturing enzymes with monomer molecules of the support material in an aqueous solution, thereby simultaneously immobilizing them in the same sensing layer via polymerization process of the monomers added (Figure 49B). The polymerization process usually includes (1) electropolymerization using mostly conductive polymers such as polyaniline, polypyrrole or polythiophene;\textsuperscript{182} (2) photopolymerization using pre-polymer containing photo cross-linking groups with initiation of light exposition;\textsuperscript{184,185} (3) sol-gel process using for example, highly porous silica gels. Other materials are also often used in the entrapment method, for instance, polysaccharide-based hydrogels such as agarose, chitosan and alginate, carbon paste\textsuperscript{182} and amphiphilic network composed of an hydrophobic phase of polydimethylsiloxane and an hydrophilic phase of poly(2-dydropxyethyl acrylate).\textsuperscript{186,187}

Although the polymerization process sometimes relies on highly reactive monomers that may react with amino acid residues of the enzymes, in the most cases, enzymes are physically entrapped in the support matrix without modification, thus the activity of enzyme and its stability are usually well retained compared to other immobilization methods. However, when the pore size of matrix is too big the enzyme leakage may occur.\textsuperscript{188} Besides, the diffusion barriers limit the mass transfer of the substrate or analyte, which leads to a reaction delay and this barrier can cause signal detection postponement.\textsuperscript{182}

\textbf{4.1.3.3 Covalent Bonding}

Immobilization via covalent bonding depends on the strong chemical bond formed between a support and the enzyme (Figure 49C). The bonding strength relies on the amino acid side chain of the enzyme like histidine, aspartic acid and arginine. The degree of bonding reactivity is affected by different functional groups such as phenolic hydroxyl group (\(-\text{OH}\)) and imidazole (\(\text{C}_3\text{N}_2\text{H}_4\)) that do not have a function in the catalytic activity.\textsuperscript{189} Covalent immobilization can occur on both uncoated support surface and a modified
support. For example, a peptide-modified surface offers precise control of protein orientation and position, thereby improving the affinity, specific activity and stability of immobilized enzyme. The detail mechanism of covalent immobilization and the activation methods between enzyme and support surface via different functional groups have been well summarized in a review paper from Sassolas et al. Covalent immobilization has been widely used in the development of enzymatic sensors. This method offers the strongest bond between enzyme and support among different immobilization methods and it leads to the lowest leakage of enzyme during applications.

4.1.3.4 Cross-linking
Enzymes immobilized via cross-linking methods are also result in enzymes that are covalently bound to each other via the means of bi- or multifunctional reagents such as glyoxal and hexamethylenediamine (Figure 49D). Among all reagents, glutaraldehyde is the most commonly used cross-linking reagent since it can be economically and easily obtained in large quantities. The cross-linkers used in this method are usually aiming to ensure that their binding sites on enzyme do not occupy the enzyme active site where analyte catalysis occurs.

This method usually causes very little desorption from the support surface due to the strong chemical binding between biomolecules, which, in turn, leads to loss of enzymatic activity due to the distortion of enzyme conformation.

4.2 Nanomaterials as Immobilization Support for Enzyme and Applications in Electrochemical Biosensors
To improve the enzyme stability and catalytic efficiency for especially small-scale applications, modifying the structure of carrier materials to nanoscale has become a popular strategy for enzyme immobilization (Figure 50). Nanomaterials are referred to materials of which every single unit is between 1 to 1000 nm (however usually is between 1 to 100 nm) in size. Many types of nanomaterials...
such as nanoparticles, nanofibers or nanotubes and materials with nanoporous structure have remarkably captured people’s attention and been introduced for enzyme immobilization as support. Compared to materials with larger size, 1) nanomaterials offer high surface to volume ratio (or large surface area per unit mass), which can lead to high yield of enzyme immobilization per unit of support in weight; 2) the surface curvature of nanomaterials can assist resisting denaturation of immobilized biological macromolecules like proteins; 3) enzymes immobilized on nanomaterials create less possibilities of steric hindrances; 4) nanomaterials also fit in the requirement of design for reducing the size of applications like bioreactors and biosensors.\textsuperscript{192} Besides, nanomaterials have enormous potential in broad applications such as drug delivery as vehicles and electromechanical systems as components.

Moreover, in the application of electrochemistry, nanomaterials play an important role and are often employed in the novel design of enzyme-based biosensors. Specifically, to increase the surface area that can improve electrode sensitivity, to enable the detection of certain analytes (e.g. hydrogen peroxide), and/or to avoid enzyme denaturation in the case when an electrode is applied to construct an enzyme-based biosensor, the surface of electrode can be modified with nanoparticles such as silver (Ag) nanoparticles, gold (Au) nanoparticles,\textsuperscript{63,64} platinum (Pt) nanoparticles\textsuperscript{193} and alloy nanoparticles,\textsuperscript{194} and nanotubes like carbon nanotubes.\textsuperscript{195}

4.2.1 Nanoparticles
Nanoparticles (NPs) describe particles of which all three external dimensions are sized to nanoscale, usually within 100 nm, and there is no significant difference between the shortest and the longest axes. Nanoparticle synthesis has been explored with different types of materials including high-purity oxide ceramics such as aluminum oxide and copper oxide, polymers, composite materials like silicon carbides and aluminum nitrides, metals like Au and Ag and non-metals. Many researches have reported that enzyme
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\caption{Immobilization of enzyme at nanoparticle.}
\end{figure}
immobilization onto NPs (Figure 51) can reduce enzyme denaturation, improve enzyme stability and resistance to the changes of chemical environment (e.g. pH, temperature and ionic strength) and enzyme catalytic activities. Because of the unique characteristics of NPs like high surface-to-volume ratio, high curvature, overall low mass transfer resistance, high enzyme loading efficiency and fast electron transport rate for metal materials, it allows the enzyme-nanoparticle conjugates to apply into a wide range of applications. In addition, magnetic NPs have another property that they can be easily separated when an external magnetic power is applied.

The conjugation of protein to especially AuNPs that are electron dense has been widely employed in applications, for example, for visualizing immunostaining methods using electron microscopy, atomic force microscopy or light microscopy, and also has drawn a lot attention on the effect of conjugation to stability and activity of immobilized proteins. For example, the efficiency of trypsin increased by about 12% when immobilized onto AuNPs and maintained a higher stability compared to that of free trypsin in solution as shown by Lv et al. While Huang et al. observed that the biocatalytic activity of AuNP-trypsin was lower than that of native trypsin. The effects of conjugation to NPs on the activity and stability of immobilized proteins are not limited to AuNP, other NPs have also been reported. When trypsin was immobilized onto chitosan Fe₃O₄ magnetic NPs via covalent bonding, it performed active in a wider pH range and with a higher thermal stability than when free in solution. Besides, impact from other aspects of nanoparticle properties on the enzymatic performance was considered as well. The work from Vertegel et al. showed that the surface curvature of NPs contributed from their size may affect the catalytic activity of immobilized enzyme as well, better enzymatic activity was obtained when lysozymes were immobilized onto smaller silica NPs with higher curvature in comparison with bigger silica NPs with flatter surface.
The Cans group initiate the work on enzyme-nanoparticle bioconjugates from 2007 by immobilizing HRP and fluorophore-labeled HRP onto AuNP and comparing the enzymatic activities. Then the focus of bioconjugates work in Cans group was moved to the cases of monolayer enzyme immobilization and its applications in fabricating rapid enzyme-based electrochemical biosensors, based on the hypothesis that thin enzyme layer should minimize the distance of diffusion limited distance for detection of electrochemical reporter molecules. Specifically, enzyme-AuNP conjugates with monolayer coating of a two-enzyme system (i.e. acetylcholinesterase and choline oxidase) at their optimum ratios were built in 2014. The findings from this work and implementing a monolayer enzyme coating onto AuNP-modified carbon fiber surface for constructing a fast acetylcholine amperometric biosensor, showed that recording speed could be improved from seconds down to millisecond timescale using this strategy (Paper I). By employing the same concept, an ultrafast glutamate enzyme-based biosensor was developed in Paper III, which displays that temporal resolution could be improved and fast enough for real-time detection of individual sub-millisecond exocytosis events from spontaneous glutamate release in the nucleus accumbens of rodent brain tissue. Moreover, from the characterization of the glucose oxidase interaction when immobilized to the surface of AuNPs, we found that enzymes in crowdedness when attached as monolayer coatings at AuNP surface significantly improve the catalytic activity and stability of immobilized enzyme (Paper IV).

4.2.2 Nanotubes
Nanotubes are structures with tube-like shape and with cross-section in nanometer scale. There are nanotubes in different materials like silicon nanotube, titanium nanotube and even DNA nanotube. One example was recently reported that lipases immobilized onto glutaraldehyde functionalized SnO₂ nanotubes showed good activity with broader pH range and broader temperature range, in contrast to free lipases in solution.
Especially the thermal stability (or monitored by the residual activity) of lipases was improved using different immobilization methods from 4% (free lipase) to 42% (lipase immobilized via covalent binding) and 61% (immobilized lipase with additional cross-linking) at 70 °C, additionally the pH stability of the immobilized lipases was enhanced to 38% whereas free lipases totally lost its activity.

Among the wide varieties of nanotubes, carbon nanotube (CNT) is probably the most popular and well-known one. It is conductive and can be considered as a cylinder made up of rolled-up graphene sheets with diameter on the nanoscale and a length usually in microscale. In general, CNTs can be formed in either single-walled carbon nanotubes (SWCNT) or multi-walled carbon nanotubes (MWCNT). Since CNTs display excellent thermal, electrical, mechanical and biocompatible properties, they are used for enzyme immobilization in the applications, especially in constructing biofuel cells or biosensors. As illustrated, SWCNTs have a diameter roughly in 1-2 nm with a length of 0.2-5 µm (Figure 52A), while the diameter of MWCNTs varies between 2 to 25 nm (Figure 52B). Both SWCNT and MWCNT have been employed for immobilization of proteins or enzymes like horseradish peroxidase, trypsin, soybean peroxidase and proteinase K via adsorption. In the study of immobilizing phytase onto functionalized MWCNT via covalent bonding, the thermal stability of immobilized phytase was improved from 3% to 33% and from 27% to 51% at 90 °C and 80 °C, respectively, in comparison to the free phytase in bulk solution. Besides, the activity of immobilized phytase is higher than that of free phytase in pH 8-10.

**4.2.2.1 Carbon Nanotubes in Electrochemistry**

Because of the unique structures and excellent electrical, electrochemical and mechanical properties, for instance, CNT is able to behave as a semi-conductive or conductive materials due to the variations of structure (i.e. mainly regarding helicity and diameter), CNTs have been
integrated into the design of electrochemical sensor as key components.\textsuperscript{216} Basically, CNT-based sensors can offer faster electron transfer kinetics and higher sensitivity compared to traditional electrodes. There are several strategies to construct the CNT–based biosensors as following.\textsuperscript{217}

CNT paste electrodes are made by mixing CNT powder with bromoform, mineral oil and deionized water.\textsuperscript{217–219} For example, by using bromoform as binder, the CNT-paste electrode was constructed for detecting dopamine with both \textit{in vivo} and \textit{in vitro} models in 1996.\textsuperscript{218} CNTs can also be used to modify the surface of glassy carbon electrodes or metal electrode for electrochemical detection of analyte, to improve the electrodes’ sensitivity and stability, due to CNT’s ability to resist surface fouling and process fast electron transfer. Besides, electrodes composed of CNTs can be further fabricated with metallic nanoparticles (e.g. gold nanoparticles and platinum nanoparticles) nanowires via electrodeposition or other adsorption methods.\textsuperscript{220}

Besides, by immobilizing enzymes via different methods like direct adsorption, covalent-bonding, entrapment and encapsulation to CNT-based electrode, the sensitivity and selectivity of electrodes can be improved for detecting inert-electroactive compounds.\textsuperscript{217} For instance, enzymes lactate oxidase and polyphenol oxidase are immobilized within CNT paste electrode by dispersing into CNT with mineral oil to detect lactate and phenols and catechols with high sensitivity.\textsuperscript{219} As a further example, covalent attachment has been employed to immobilize glucose oxidase to CNT-modified gold electrode via flavin adenine dinucleotide as linker in between.\textsuperscript{221}

4.2.3 Nanopores
Nanopores describe the porous surface in solid materials, and the size of these pores or cavities is on the nanoscale. Specifically, porous materials with pore size among 2 nm to 50 nm are defined as mesoporous materials, which are usually made by different oxides like aluminum oxide (Al\textsubscript{2}O\textsubscript{3})\textsuperscript{222} titanium dioxide (TiO\textsubscript{2})\textsuperscript{223} and silicon dioxide (SiO\textsubscript{2})\textsuperscript{224}. The pore size is one of the key factors that can
affect the immobilized enzyme activity, loading efficiency and stability.

Mesoporous silica (Figure 53) is one of the promising nanoporous materials for enzyme immobilization as solid support. Improvement of thermal stability, storage stability, resistance to harsh conditions (e.g. high temperature and pH value) and catalytic activity of enzymes immobilized onto mesoporous silica via covalent binding has achieved in many researches. In the study of Åkerman group, enzymes were successfully immobilized and evenly distributed into the mesoporous silica. In their continued work, by co-immobilizing two enzymes (i.e. formate dehydrogenase and formaldehyde dehydrogenase) in siliceous mesostructured cellular foams, the activity of converting CO$_2$ to formaldehyde is increased to approximately 4 times compared to the free enzymes in the bulk solution state. Mesoporous silica with immobilized enzymes (e.g. HRP and GOx) has also been applied in the design of electrochemical biosensors with high stability. Dai et al. developed a phenol sensor that was constructed by fabricating the carbon electrode using mesoporous silica that had been loaded with HRP and tyrosinase, and provided a sensor with a long-term stability about 80 days.

In the study of protein immobilization with other porous materials, α-amylase immobilized onto nanoporous zeolite was retained around 48 % of its native activity, and its stability in wide range of pH, higher temperature and storage was improved as well compared to enzyme in free solution.
5. Methods for Nanomaterial Analysis

The studies of nanomaterials (e.g. nanoparticles and enzyme) presented in this thesis were fundamental to enable the design and construction of novel ultrafast enzyme-based electrochemical biosensors with nanomaterial-coated surfaces. The amount of enzyme needed for monolayer coating onto the AuNP-modified electrode surfaces was determined in three steps. 1) The study of enzyme-nanoparticle interaction using ultraviolet-visible spectrophotometry; 2) The size measurements of AuNP and enzyme-AuNP conjugates using the technique of dynamic light scattering (DLS) and nanoparticle tracking analysis (NTA); 3) The quantification measurement of the number of enzymes bound per AuNP in conjugates in bulk solution using fluorescence spectrophotometry.

5.1 Ultraviolet-Visible Spectroscopy

Ultraviolet-visible (UV-Vis) spectroscopy is a spectroscopy method that measures the absorbance of light in the region of ultraviolet (190 nm – 400 nm) and the near visible spectral region (400 nm-800 nm), by a sample containing molecules that absorb light at a certain wavelengths or a range of wavelengths.

Figure 54 illustrates the basic setup and principle of a UV-Vis spectrophotometer. A light source provides light covering visible and adjacent ultraviolet spectral regions (200 - 800 nm) and passes through a monochromator, which can split the incident light into narrow band of wavelengths. The split light then passes through the essentially transparent cuvette, which serves as the sample container, one wavelength at the time, or the light is passed through a reference cuvette, which functions as the blank and usually contains the sample solvent. When the intensity of transmitted light in the reference cuvette ($I_0$) is larger than that in the cuvette containing the sample solution ($I$), it indicates that the sample is absorbing some of the light at that specific wavelength. The sample absorbance ($A$) is related to the transmitted light intensity.
This technique can also be further quantitatively used to determine the sample concentration that is proportional to the sample absorbance based on the Beer-Lambert law (Equation 33):

$$A = \varepsilon \cdot l \cdot c$$ (33)

where $c$ is the sample concentration, $l$ is the length the light is passing through the sample, $\varepsilon$ is the molar extinction coefficient that is constant for a certain molecule at a particular wavelength.

5.2 Dynamic Light Scattering

Dynamic light scattering (DLS) is a technique that allows measuring the size distribution of small particles in suspension in the nano-range. The samples typically include micelles, emulsions, proteins, polymers and nanoparticles. The basic principle of DLS is to illuminate the sample under Brownian motion using a light source such as a laser beam, and the intensity fluctuations of the scattered light are captured at a certain scattering angle (e.g. 173°) via a photon detector to obtain the details on particle size (Figure 55). A fixed angle for detecting scattered light allows measuring the mean size of particles but in a limited range of sizes, multi-angle measurements might assist to further infer the particle size distribution. Analyzing the intensity fluctuation of scattered light can provide further information about particle physical properties, for instance, the diffusion coefficient of particles under Brownian motion.

Brownian motion describes the fast and random movement of nanoparticles in suspension due to their collision with solvent molecules. Usually smaller particles move faster than larger particles. The relation between the particle size and the nanoparticle movement under
Brownian motion can be linked by *Stokes-Einstein equation* (Equation 34),

\[ D = \frac{k_B T}{6\pi \eta r} \]  
(34)

where \( D \) is the diffusion coefficient of particles, determination of \( D \) depends on particle size and other properties as well as temperature and pressure, \( r \) stands for the hydrodynamic radius of particle, \( \eta \) is the dynamic viscosity of the fluid, \( T \) is the absolute temperature, \( k_B \) is the Boltzmann’s constant.

Figure 55 illustrates the basics of a typical DLS instrument. In order to generate a measurable scattered light, the intensity of the scattered light can be adjusted via modulating the sample concentration to optimum. Since the particles can scatter light in all directions after illuminated, the detector can theoretically be placed in any locations. However, the intensity of scattered light generated by particles with the same size depends on the scattering angle, which means that there is an optimal angle for detecting each size of particles. In this thesis, a detector located at 173° (Figure 55) was chosen for measurement of light scattering from enzyme-AuNP conjugates to avoid, for example, the signals from incident light that passes through sample, the side effects of contaminants and contributions from multiple scattering, which can lead to large errors in measurements.

### 5.3 Nanoparticle Tracking Analysis

Nanoparticle tracking analysis (NTA) is a technique that can profile the size distribution of particles and determine the particle concentrations in liquid suspension under Brownian motion, which is achieved by visualizing the individual particle movements and analyzing the information of Brownian motion and light scattering.\(^{231}\) The particle hydrodynamic radius related to the rate of particle movements can be calculated via the Stokes-Einstein equation. NTA allows determining the particle size distribution in the range of approximately 10 to 1000 nm in...
diameter. Compared to DLS that is an ensemble technique, NTA collects information from individual particles.\textsuperscript{232}

Figure 56 shows the basic mechanism of a NTA system. A laser beam passes through the sample chamber and illuminates individual particles suspended in a solvent using scattered light. The illuminated particles will scatter light to enable the microscope that is equipped with a video camera to visualize and track the particle movements. The recorded videos are used for data analysis using a software based on Stokes-Einstein equation. The NTA measurements of enzyme-AuNP conjugates performed in projects mentioned in this thesis were made in order to complement the information collected from DLS measurements. The data obtained via both of DLS and NTA measurements are similar and consistent for each experimental condition.

5.4 Fluorescence Spectroscopy
Fluorescence spectroscopy is a technique that measures the intensity of emitted fluorescent light from an analyte after absorbing light energy. By creating a calibration curve of fluorescence intensities versus standard solutions containing a series of analyte concentration, or knowing the absorbance and quantum yield, the concentration of an analyte in a sample solution can be determined. Usually a beam of ultraviolet light is used as light source to excite the molecules in sample. As illustrated in Figure 57, after absorbing a photon from the light source at a particular wavelength, the electrons in molecules are excited from the ground electronic state ($S_0$) at a low energy level to one of the vibrational states that are at higher electronic energy levels ($S_1$ and $S_2$). After that, there are several mechanisms for the absorbed energy of excited electrons to dissipate their energy. For example, vibrational relaxation, which is a nonradiative transition, usually relaxes the energy to the lowest vibrational level within the same excited state. Another type of nonradiative transition is called internal conversion, which is a process where the excited electron from one vibration level of a higher excited electronic state ($S_2$) can transit to another vibration
level of a lower electronic state ($S_1$). When the energy of molecules drops from the lowest vibrational level in the excited electronic state to any vibrational levels of the ground state, a photon is emitted. This optical phenomenon is called fluorescence. The whole process is illustrated in the Jablonski diagram (Figure 57).

Figure 58 shows the schematic diagram of a fluorescence spectrophotometer. A monochromator is placed before the sample cuvettes to subject the sample to light at a fixed wavelength. The emitted fluorescent light is examined by another monochromator to scan a range of wavelengths of light and to search for the optimal fluorescent wavelength. The other way around, an optimal wavelength of incident light for exciting an analyte can be found out by fixing the wavelength to collect the emitted light. At a fixed wavelength of incident light and a fixed wavelength of emitted light, the intensity of fluorescence is proportional to the sample concentrations. Thus, the fluorescent spectroscopy can perform quantitative measurements. To avoid the interferences from the incident light and optimize sensitivity, the detector is often positioned at 90° to the excitation light beam.

Figure 58. Schematic diagram of a typical fluorescence spectrophotometer with its basic components.
6. Summary of Papers

The projects presented in this thesis mainly focus on developing new analytical tools to the neuroscience field where there has been a limitation to what measurements current technology can achieve. We have in these projects presented aimed to improve the temporal resolution of sensors to allow real-time detection of rapid sub-millisecond fluctuations of key molecules in the brain that need detection schemes based on chemically selective biosensors. To meet this challenge, we have used a new approach for the development of ultrafast enzyme-based electrochemical biosensors where we used our knowledge in nanomaterial science, analytical chemistry, surface chemistry, physical chemistry and neuroscience to succeed. Amperometric microelectrodes have been one of the most popular tools for monitoring neuronal activity in brain tissue for detection of the sub-millisecond to millisecond events of neurotransmitter release at single cell exocytosis activity. However, conventional amperometry techniques are limited to detection of electroactive molecules like the catecholamines. The detection of non-electroactive neurotransmitters (e.g. acetylcholine and glutamate) and other important non-electroactive brain analytes e.g. glucose is only possible through the introduction of a biosensor scheme. However, the temporal resolution of traditional enzyme-based electrochemical biosensors has for long suffered from a temporal resolution that is on three orders of magnitude slower than needed to temporally resolve single exocytotic events. As presented by this thesis, we here introduce a new concept of improving the speed for enzyme-based biosensors. This was realized by limiting the coating of enzyme at the electrode surface into an ultrathin layer or monolayer, in comparison to the thick enzyme layers that are traditionally employed. Using this strategy, we improved detection speed of glucose, acetylcholine and glutamate 2-3 orders of magnitude compared to existing technology. The success of this sensor development was based on performing detailed studies of enzyme interactions to nanoparticle surfaces in bulk solution, where key knowledge on how to limit enzymes into ultrathin layers while maintaining optimal retained enzyme activity by the immobilized enzymes was implemented when designing and fabricating these novel enzyme-based nanoparticle-coated microelectrode sensors. Moreover, with this invention, the ultrafast sensors were used to show that the real-time detection of rapid single exocytosis events was possible. These new analytical biosensor tools were also used for establishing a novel method for quantifying glutamate content in single synaptic vesicles and to determine the amount of glutamate released at various different types of dynamic single exocytotic events.

In Paper 1, a fast acetylcholine sensor was fabricated using a two-enzyme system to detect the non-electroactive neurotransmitter, acetylcholine. The sensor was made up by a 33 µm (in diameter) carbon fiber microelectrode that was modified with electrochemically deposited AuNP hemispheres using a protocol, which we established and aimed to achieve a homogenous size distribution of 20 nm AuNPs at the carbon electrode surface. Then a two-
enzyme system composed of acetylcholinesterase (AChE) and choline oxidase (ChO) was immobilized onto the surface of the AuNP hemisphere at the electrode surface, using the findings from a previous study on what ratio of immobilized enzymes (i.e. 1:10 AChE/ChO) that provide the optimal efficiency of the sequential reaction by these two immobilized enzymes. The limit of detection for this acetylcholine sensor reached 10 μM and a linear detection range at physiological relevant concentrations. The sensor provided good chemical selectivity in the presence of other common interfering molecules in the brain like norepinephrine and dopamine, glutamate, glucose and ascorbic acid. Moreover, by testing the sensor using an artificial cell model for exocytosis, single vesicle release events of acetylcholine were temporally resolved on the millisecond timescale. The detection of acetylcholine was based on monitoring the reduction reaction for the enzymatic product $\text{H}_2\text{O}_2$ as a result to the enzyme sequential reactions of acetylcholine. This achievement showed that this new design of an ultrafast sensor allows detection of vesicular acetylcholine release and inspired us to the continuous work on applying this biosensor concept to other enzyme-based biosensor systems for detection of other important brain analytes.

In the development of these enzyme-based AuNP coated biosensors, it is important to characterize the AuNP size and density at the electrode surface while studying the interaction between enzymes and AuNPs for maximizing the sensor’s detection ability. Usually, nanoparticle density and size are characterized via imaging technique such as scanning electron microscopy, which is a time-consuming process. To quantify enzyme immobilized onto metal nanoparticles, enzymes were commonly labeled with fluorophore before immobilization, and then by dissolving the metal nanoparticle support using cyanide solution (e.g. potassium cyanide). Thereafter the number of enzymes left in solution is measured via fluorescent spectrophotometry. However, this process is toxic because of the cyanide used in this process and therefore the work in Paper II propose a faster, non-toxic and cheaper analytical method to characterize immobilized enzymes at the surface of AuNPs that were electrodeposited at glassy carbon electrode surface. Here AuNP size and density were characterized and enzymes immobilized onto this nanoparticle support were quantified. In this method, the size and density of nanoparticles deposited at a glassy carbon electrode were determined by electrochemically stripping off AuNPs from the electrode surface. Fluorophore-labeled enzymes immobilized onto the AuNP surface were collected into the stripping solution, and were quantified using fluorescence spectroscopy. By correlating the number of deposited AuNPs and immobilized enzymes, the average number of enzymes bound per AuNP was determined.

In Paper III, an ultrafast biosensor based on a carbon fiber microelectrode with AuNP modification for detection of glutamate, which is a non-electroactive neurotransmitter, was constructed by applying the concept of limiting the enzyme coating at the electrode surface to a monolayer. Before this achievement, there was a lack of a technique that was capable
to monitor real-time single exocytosis activity of glutamate during neuronal communication. In this work, the performance of monolayer enzyme coating onto AuNPs modified electrode was guided by the detail characterization of glutamate oxidase interaction with AuNP in bulk solution using a UV-Vis based flocculation assay and enzyme-AuNP size measurements using NTA and DLS technique. The glutamate sensor was then implemented for detection of glutamate activity ex vivo in brain slices of two rodent models. Here, detection of random bursts of single half-millisecond exocytosis events were temporally resolved from spontaneous glutamate activity in the core region of the nucleus accumbens of mouse and rat brain slice. The kinetics of glutamate exocytotic release events were carefully examined and summarized into six categories of current spikes depending on their shape. The relative quantification of the quantal content of these spikes suggested that more than one mode of exocytosis was detected and that the frequency of the different kinds of spikes were strikingly similar in both rodents.

Immobilization of enzymes onto the nanomaterial support is often utilized in catalysis and different biotechnological applications including biosensor technologies. For example, the construction of an electrochemical glucose biosensor, the enzyme glucose oxidase (GOx) is incorporated in the detection scheme for blood sugar. For the sensor’s function and working efficiency, the stability and retained enzyme activity of immobilized enzymes is of great importance. However, enzymes often suffer from denaturation upon immobilization at solid surfaces, especially at flat surfaces, due to deformation of their tertiary structure upon binding. To optimize the performance of sensors coated with enzyme-nanomaterial conjugates, the interaction of enzyme to AuNP needs to be considered. The interactions of GOx with AuNPs are explored in Paper IV and showed how a careful pre-study of the enzyme interaction can have significant outcome on the efficiency of the final enzyme-AuNP conjugate. By increasing the density of immobilized enzymes onto 20 nm AuNPs while limiting the coating to a monolayer, the activity of immobilized enzymes was studied as a function of enzyme density at the AuNP surface. Here we found that when enzymes are bound at molecularly crowded conditions, where the enzyme was attached with a minimal size of its molecular footprint at a AuNP surface, the specific enzyme activity was improved approximately 300% compared to that of native GOx in aqueous solution. A glucose electrochemical biosensor that relies on such stable enzymes with excellent catalytic performance was implemented and was tested using the vesicle content analysis method developed in Paper V, which showed that glucose release from individual glucose-loaded liposome could be temporally resolved on the sub-millisecond timescale.

After creating an ultrafast sensor for glutamate, we utilized our new technology to address another challenge in neurochemistry regarding quantification of rapid glutamate fluctuations. In Paper V, the ultrafast glutamate sensor (Paper III) was utilized to establish a new method for quantification of glutamate in single synaptic vesicles. This method was based on the placement of the glutamate sensor in a solution of either isolated synaptic vesicles or glutamate-loaded LUVs and by applying a negative potential to the sensor surface,
vesicles in contact with the sensor surface randomly were triggered to burst and release their glutamate content onto the electrode surface upon rupture. Here the vesicle quantal content of glutamate was detected by the sensor. These measures were then related to a calibration curve that was generated from monitoring the charge detected from the glutamate released by LUVs pre-filled with different concentrations of glutamate. This calibration was then also used to determine the amount of vesicular content in isolated synaptic vesicles and the amount of vesicular glutamate released at different categories of single exocytotic release events in rodent brain slice.
7. Future Outlook

The brain is the most complex organ in human body and together with the central nervous system. It regulates most of the body activities, such as speech, emotion, cognition, motion and senses of smell, hearing, vision and taste. To deeper understand the brain function and malfunction especially in neurologic diseases, further development of advanced analytical tools is really needed and is of great importance for clinical diagnosis and medical treatment. The development of novel enzyme-based ultrafast electrochemical biosensors in our group allows for the real-time detection of vesicular release of non-electroactive neurotransmitters glutamate and acetylcholine during exocytotic events in neuronal communication using amperometry, which previously was limited to electroactive neurotransmitters (e.g. dopamine) detection only.

The real-time ex vivo measurements of single glutamate vesicular releases in rodent brain slices was achieved in Paper III, which showed a variety of current shape spikes with various quantal release that indicates more than one type of mechanism are involved, and the relative occurrence and magnitude of amperometric spikes were very similar on both types of rodent recordings. To deepen the understanding of the exocytosis mechanisms behind these categorized events and what they mean, more work is needed, the collected amperometric data need to be further characterized and connected to what mechanisms are behind altering the dynamic of spikes and the quantal release. In addition, the release patterns identified not only need to be better understood, but also find how alterations of these might correlate to neuronal activity and disease. Moreover, for gaining better knowledge of brain related diseases and behavior with neurologic pathways with glutamate, the ultrafast biosensor schemes developed in our group provide great promise for application to in vivo measurements using living animal models such as rodents to study glutamate activity coupled to behavior. Although the damage on biological tissue caused by our ultra-small sensors that were constructed by biocompatible materials is negligible, to eliminate the low possibilities of tissue damage and immune response, the size of sensor surface can be further reduced.

To ensure and enhance the stability and sensitivity of enzyme-based biosensor for in vivo or ex vivo measurements, it is of importance to maximize the activity of immobilized enzyme and that the enzymes are well protected during long periods of measurement. Herein, we are interested in exploring different strategies to modify the sensor surface to physically protect the immobilized enzymes at the sensor surface before the insertion process and measurement in tissue, where some of key findings we would like to implement relate to our studies in Paper IV. Here, both physical and chemical protection strategies for the sensor electrode surface can be explored, where we can combine our expertise in nanomaterial science, surface chemistry and analytical chemistry to find new solutions and create robust and reliable in vivo sensor probes.
As we know, neurotransmitters and related chemical compounds are deeply involved in various neuronal pathways in the brain, and many are strongly correlated with the neurological diseases and disorders. The needs for early diagnosis via real-time monitoring device as implant in the brain are an interesting thought. Because the sensors developed in this thesis are made of electrodes that have the ability also for multi-analyte detection with ultrahigh temporal and spatial resolution, these sensors have great potential to be integrated into future brain microchip as a multi-sensing array to perform brain or mind reading with efficient feedback in real-time to computers or mobile phones. In addition, this device can also be exploited with other functions like monitoring the general health, such as combining daily read-out of physiological compounds that are electroactive and blood sugar fluctuations through-out the days.
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