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ABSTRACT

In the last two decades, the field of circuit quantum electrodynamics, that studies the interaction between superconducting qubits and 1-dimensional waveguides, has been of great interest. It provides a great potential to build quantum devices, which are important for quantum computing, quantum communication and quantum information. The restriction to one dimension decreases losses and information can be transferred efficiently. Superconducting qubits are artificial atoms that consist of a non-linear Josephson element and work in the microwave regime. These superconducting qubits make on-chip tunable quantum experiments possible. In the appended paper, we investigate the spontaneous emission of an initially excited artificial atom (superconducting transmon qubit) which is capacitively coupled to a semi-infinite transmission line (atom in front of a mirror). We can choose the distance to the mirror arbitrarily so the interaction with the reflected field is delayed if the qubit is far away from the mirror and we have to take time-delay effects into account. We derive equations of motion for the transmon by circuit quantization and solve them semi-classically. In this thesis we give an introduction to circuit quantization, transmission lines and superconducting qubits. Then we discuss the methods and results of the appended paper which are based on the topics introduced.
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1 Introduction

The interaction between light and matter has been of interest for more than a century. In more specific terms, the emergence of quantum mechanics has given many fundamental insights of light, its wave-particle duality, its discrete energy spectrum and its interaction with quantum systems. This has led to many of the most important inventions of the last century such as lasers and transistors. However, the devices that are commonly used work in a classical or semi-classical regime. In the last few decades, there has been growing interest in building devices that work on a quantum level using entanglement and superpositions. Alongside of quantum computation, quantum information and quantum simulation, a new field has arisen encompassing all three of them. This new field is referred to as Quantum Technology. One part of quantum technology is the investigation of superconducting artificial atoms which can be used as quantum bits to build quantum computers. In the following we give an introduction to circuit quantum electrodynamics (circuit QED), where the interaction of superconducting qubits and photons is studied [1–3].

1.1 Circuit Quantum Electrodynamics

In quantum optical systems, where the interaction between light and matter, such as atoms or molecules, is studied, the coupling between the electromagnetic field and matter is rather weak since it is limited by the size of the fine structure constant [4]. In many experiments, unwanted losses to the environment exceed the coupling strength between atoms and photons, hence making information transfer difficult. To reduce the information loss, it is of advantage to engineer the environment, e.g. to restrict the system to fewer dimensions. Waveguide quantum electrodynamics (waveguide QED) studies the interaction of light and matter in one dimension [5–7], which makes it possible to reach higher coupling regimes by increasing directionality [8, 9]. It includes the investigation
of, for instance, trapped ions, Rydberg atoms in cold gases or superconducting qubits in transmission lines is studied [10]. In this work we will focus on the latter, a new field called circuit quantum electrodynamics (circuit QED), where the interaction of superconducting qubits with one-dimensional microwave transmission lines [11–14]. These artificial atoms work in the microwave regime and consist of Josephson junctions, a non-linear element, which makes the energy spectrum anharmonic, just like the energy spectrum of real atoms [15]. With superconducting qubits it is possible to reach strong and ultra-strong coupling regimes [4, 16–19], which gives the possibility to observe interesting effects, for example the superradiant phase transition [20–22].

1.2 Organization of the thesis

This thesis is organised as follows. In chapter 2, we give an introduction to circuit quantization. More specifically, we introduce superconducting circuits and their elements - transmission lines and superconducting qubits. Then we proceed in chapter 3 by demonstrating the methods and results of the appended paper, where the spontaneous emission of a superconducting artificial atom in a semi-infinite transmission line is studied. Finally, in chapter 4, we summarize the thesis and give an outlook on further research.
2 Circuit Quantization

In the appended paper, we investigate the spontaneous emission of an artificial atom connected to a one-dimensional microwave transmission line. A transmission line is a "squashed" coaxial cable that transports microwaves. It is modelled with coupled LC-oscillators. The artificial atom, that we use in the appended paper and therefore demonstrate here, is a so-called Transmon. It is a superconducting charge qubit with a transition frequency in the GHz regime. The transmon can be coupled to a transmission line, which recreates an engineerable 'emitter-bath' set-up. In the following, we introduce the most important elements of superconducting circuits, such as transmission lines and superconducting qubits, and show how to quantize them [23, 24].
2.1 Lagrangian and generalised coordinates

The first step in the circuit quantization process is to define generalised coordinates $\phi_n$ of the system and write down the Lagrangian $\mathcal{L}$ of the circuit that contains the kinetic $\mathcal{T}$ and potential energies $\mathcal{V}$,

$$\mathcal{L}(\phi_n, \dot{\phi}_n, t) = \mathcal{T} - \mathcal{V}. \quad (2.1)$$

The kinetic energies depend on the time derivative of the generalised coordinates $\dot{\phi}_n$ and the potential energies - in a non-dispersive system - depend on the generalised coordinates $\phi_n$ themselves. For an electrical circuit it is convenient to use the node fluxes $\phi_n$ as generalised coordinates. The node fluxes are defined as the time integral of the voltage $V_n$ at a node $n$,

$$\phi_n = \int_{-\infty}^{t} V_n(t) \, dt. \quad (2.2)$$

In the table below we summarised some of the most important non-dispersive elements with their circuit symbols and their contribution to the energies.

<table>
<thead>
<tr>
<th>Circuit Element</th>
<th>Symbol</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitor</td>
<td>![Capacitor Symbol]</td>
<td>$\mathcal{T} = \frac{1}{2} C \dot{\phi}^2$</td>
</tr>
<tr>
<td>Inductor</td>
<td>![Inductor Symbol]</td>
<td>$\mathcal{V} = \frac{1}{2L} \phi^2$</td>
</tr>
<tr>
<td>Josephson Junction</td>
<td>![Josephson Symbol]</td>
<td>$\mathcal{V} = E_J \left(1 - \cos \left(\frac{2\pi \phi}{\phi_0}\right)\right)$</td>
</tr>
</tbody>
</table>
2.2 Quantization of an LC-oscillator

We demonstrate the quantisation process of an electrical circuit by means of an LC-oscillator, depicted in Fig 2.1. The Lagrangian of this system is given by

\[ L(\phi, \dot{\phi}) = \frac{1}{2} C \dot{\phi}^2 - \frac{1}{2L} \phi^2, \]  

(2.3)

with a kinetic energy term, \( T = \frac{1}{2} C \dot{\phi}^2 \), coming from the capacitive part and the potential energy term, \( V = \frac{1}{2L} \phi^2 \), coming from the inductive part of the circuit. The next step is to calculate the Hamiltonian \( H \) of the system. The Hamiltonian is a function of the node flux and its conjugate momentum, which is defined by

\[ p_n = \frac{\partial L}{\partial \dot{\phi}_n}, \]  

(2.4)

and here corresponds to the node charge

\[ p_n = \int_{-\infty}^{t} I_n(t) \, dt, \]  

(2.5)

where \( I_n \) is the node current. For the LC-oscillator, the conjugate momentum is given by the charge on the capacitor,

\[ p = \frac{\partial L}{\partial \dot{\phi}} = C \dot{\phi}. \]  

(2.6)

In general, the Hamiltonian can be calculated by performing a change of variables using the Legendre transformation of the Lagrangian,

\[ \mathcal{H}(\phi_n, p_n, t) = \sum_n p_n \dot{\phi}_n - L(\phi_n, \dot{\phi}_n, t). \]  

(2.7)

However, in the case of the LC-oscillator it is even simpler since the system is non-dispersive and holonomous-scleronomous. This means that the potential energies do not depend on the time derivative of the conjugate variable, \( \partial V/\partial \dot{\phi} = 0 \), and the kinetic energies are quadratic in the generalised velocities \( T(a \dot{\phi}) = a^2 T(\dot{\phi}) \), where \( a \) is an arbitrary real number [25]. So the Hamiltonian is simply given by the total energy of the system

\[ \mathcal{H}(\phi, q) = T(p) + V(\phi) = \frac{p^2}{2C} + \frac{\phi^2}{2L}. \]  

(2.8)
This resembles the Hamiltonian of a harmonic oscillator \( \mathcal{H} = \frac{p^2}{2m} + \frac{m}{2} \omega^2 x^2 \) with frequency \( \omega = 1/\sqrt{LC} \) which is the resonance frequency of the LC-oscillator and "mass" \( m = C \). Now we quantise the system by promoting \( \phi \) and \( p \) to operators

\[
\phi \rightarrow \hat{\phi}, \quad p \rightarrow \hat{p},
\]

which fulfil the canonical commutation relation

\[
[\hat{\phi}, \hat{p}] = i\hbar.
\]

Now we can rewrite the Hamiltonian in terms of ladder operators \( a \) and \( a^\dagger \) by defining

\[
\hat{\phi} = \sqrt{\frac{\hbar}{2 C \omega}} (a^\dagger + a) = \sqrt{\frac{\hbar}{2 Z}} (a^\dagger + a),
\]

\[
\hat{p} = i \sqrt{\frac{\hbar}{2 C \omega}} (a - a^\dagger) = i \sqrt{\frac{\hbar}{2 Z}} (a - a^\dagger),
\]

where we have introduced the characteristic impedance of the oscillator \( Z = \sqrt{L/C} \).

The ladder operators \( a \) and \( a^\dagger \) obey the bosonic commutation relation \( [a, a^\dagger] = 1 \) and operate on the energy eigenstates \( |n\rangle \) in the following way

\[
a |n\rangle = \sqrt{n} |n - 1\rangle \quad \text{and} \quad a^\dagger |n\rangle = \sqrt{n + 1} |n + 1\rangle.
\]
The rewritten Hamiltonian is given by

\[ \mathcal{H} = \hbar \omega \left( a^\dagger a + \frac{1}{2} \right), \]  

(2.16)

where \( a^\dagger a = N \) is the number operator which fulfils the eigenequation \( N|n\rangle = n|n\rangle \) and \( \frac{\hbar \omega}{2} \) is the energy of the vacuum fluctuations.
2.3 Transmission Line

Transmission lines are one-dimensional waveguides and an important part of circuit QED, since they provide channels for the transmission of signals and they can also be used as quantum optical "baths", dissipatively removing energy from the system. They can be open systems, resonators or semi-infinite resonators with one "mirror". The differences are given by the boundary condition of the circuit configuration. We will first discuss the open transmission line and then describe possible boundary conditions.

In our system, a transmission line can be modelled with many coupled LC-oscillators, depicted in Fig 2.2 [26, 27]. The Lagrangian is given by the sum over the energies of all nodes,

$$\mathcal{L}_{TL} = \sum_n \left[ \frac{1}{2} \Delta x C_0 \dot{\phi}_n^2 - \frac{1}{2} \left( \frac{\phi_n - \phi_{n-1}}{\Delta x L_0} \right)^2 \right]. \quad (2.17)$$

Here, the capacitances $C_0$ and inductances $L_0$ are the capacitance and inductance per unit length, since we start with a discrete circuit model. In the continuum limit $\Delta x \to \infty$, the Lagrangian becomes

$$\mathcal{L}_{TL} = \int_{-\infty}^{\infty} \left[ \frac{C_0}{2} \left( \frac{\partial \phi(x,t)}{\partial t} \right)^2 + \frac{1}{2L_0} \left( \frac{\partial \phi(x,t)}{\partial x} \right)^2 \right] \mathrm{d}x. \quad (2.18)$$

Now we can calculate the Euler-Lagrange equations of motion

$$\frac{\partial}{\partial t} \frac{\partial \mathcal{L}}{\partial \dot{\phi}} - \frac{\partial \mathcal{L}}{\partial \phi} = 0. \quad (2.19)$$
For the Lagrangian (2.18) we receive two equations which can be combined to

$$\frac{\partial \phi^2(x, t)}{\partial t^2} - c^2 \frac{\partial \phi^2(x, t)}{\partial x^2} = 0. \quad (2.20)$$

This resembles the massless Klein-Gordon equation with velocity $c = 1/\sqrt{C_0L_0}$. Alternatively, we obtain the same equation of motion by deriving the Hamiltonian and calculating the Heisenberg equations of motion. The conjugate momenta are charges given by

$$p_n = \frac{\partial L}{\partial \dot{\phi}_n} = \Delta x C_0 \dot{\phi}_n \quad (2.21)$$

so the Hamiltonian becomes

$$H_{TL} = \sum_n \left[ \frac{1}{2} \frac{p_n^2}{\Delta x C_0} + \frac{1}{2} \frac{\left( \phi_n - \phi_{n-1} \right)^2}{\Delta x L_0} \right] \quad (2.22)$$

and in the continuum limit

$$H_{TL} = \int_{-\infty}^{\infty} \left[ \frac{1}{2C_0} p^2(x, t) + \frac{1}{2L_0} \left( \frac{\partial \phi(x, t)}{\partial x} \right)^2 \right] \, dx, \quad (2.23)$$

where we introduced the flux field $\phi(x, t)$ and the charge density field $p(x, t)$. Now we quantise the system by promoting the generalised coordinates to operators which fulfil the commutation relations

$$[\phi(x, t), \phi(x', t)] = [p(x, t), p(x', t)] = 0 \quad (2.24)$$

$$[\phi(x, t), p(x', t)] = i\hbar \delta(x - x'). \quad (2.25)$$

We can solve the Klein-Gordon equation (2.20) by introducing the Fourier transform of the flux field and charge density field

$$\phi(x, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \phi(k, t) e^{ikx} \, dk, \quad (2.26)$$

$$p(x, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} p(k, t) e^{ikx} \, dk. \quad (2.27)$$

The Klein-Gordon equation then becomes

$$\frac{\partial \phi^2(k, t)}{\partial t^2} + \omega_k^2 \phi(k, t) = 0 \quad (2.28)$$
where we used the dispersion relation $\omega_k = ck$. Now we introduce creation and annihilation operators $a_k^\dagger, a_k$, which create and annihilate a mode with wave vector $k$, respectively. They obey the bosonic commutation relations

$$[a_k, a_{k'}^\dagger] = \delta (k - k'),$$  \hfill (2.29)  
$$[a_k, a_{k'}] = [a_k^\dagger, a_{k'}^\dagger] = 0,$$  \hfill (2.30)  

and have the dimension $1/\sqrt{k}$. We rewrite the flux and charge density in terms of these operators for every mode

$$\phi(k,t) = \sqrt{\frac{\hbar}{2C_0\omega_k}} \left( a_{-k}^\dagger(t) + a_k(t) \right),$$  \hfill (2.31)  
$$p(k,t) = i\sqrt{\frac{\hbar C_0\omega_k}{2}} \left( a_{-k}^\dagger(t) - a_k(t) \right).$$  \hfill (2.32)  

The flux field and charge density field in real space are given by

$$\phi(x,t) = \sqrt{\frac{\hbar}{4\pi C_0}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\omega_k}} \left( a_{-k}^\dagger(t) + a_k(t) \right) e^{ikx} \, dk,$$  \hfill (2.33)  
$$p(x,t) = i\sqrt{\frac{\hbar C_0}{4\pi}} \int_{-\infty}^{\infty} \sqrt{\omega_k} \left( a_{-k}^\dagger(t) - a_k(t) \right) e^{ikx} \, dk.$$  \hfill (2.34)  

Inserting this into the Hamiltonian (2.23) we obtain

$$\mathcal{H}_{TL} = \hbar \int_{-\infty}^{\infty} \omega_k \left( a_k^\dagger a_k + \frac{1}{2} [a_k, a_k^\dagger] \right) \, dk$$  \hfill (2.35)  

where the commutator $\frac{1}{2} [a_k, a_k^\dagger] = \frac{1}{2} \delta(0)$ gives the (infinite) sum over the zero point energies $\hbar \omega_k/2$ of all modes [28, 29].

2.3.1 Resonator

So far we considered an open transmission line with free propagating electromagnetic waves. Now we want to restrict the propagation by considering a resonator. This can be achieved by shorting the ends of the transmission line to ground, which we demonstrate here. The circuit model and a sketch of the field of this configuration are depicted in Fig. 2.3. In this case, the field at both ends of the transmission line is zero, so the
2.3 Transmission Line

**Figure 2.3:** a) Circuit model of a transmission line that is shorted to ground at both ends. By doing so the boundary conditions are restricted and the electro-magnetic field has a node at the ends. b) Two modes of the field that fulfil the boundary condition.

The field contains only modes that fulfill $\omega_n = n\pi c/L$, with $n \in \mathbb{Z}$, the length of the resonator $L$ and the velocity of the field in the transmission line $c = 1/\sqrt{L_0 C_0}$. With this restriction, the Hamiltonian $H_R$ of the resonator becomes

$$H_R = \sum_n \hbar \omega_n \left( a^{\dagger}(\omega_n) a(\omega_n) + \frac{1}{2} \right),$$

(2.36)

where the operators now are dimensionless. If we only consider one mode in the field, we obtain the Hamiltonian of a single-mode quantum harmonic oscillator,

$$H = \hbar \omega \left( a^{\dagger} a + \frac{1}{2} \right).$$

(2.37)

### 2.3.2 Semi-infinite transmission line

Now we consider the case, where the transmission line is open at one side and shorted to ground on the other. The shorted end of the semi-infinite transmission line has the role of a 'mirror' where the electromagnetic field
is reflected and the value of the field is zero. The circuit model of a semi-infinite transmission line is depicted in Fig. 2.4. The modes of the field are still continuous but the massless Klein-Gordon equation (2.20) has to be solved with the boundary condition $\phi(x = x_0) = 0$, were the "mirror" is located at $x = x_0$. The solution therefore contains a sine function and is given by

$$\phi(x, t) = \sqrt{\frac{2}{\pi}} \int_{0}^{\infty} \phi(k, t) \sin k(x - x_0) dk$$  \hspace{1cm} (2.38)$$

$$p(x, t) = \sqrt{\frac{2}{\pi}} \int_{0}^{\infty} p(k, t) \sin k(x - x_0) dk,$$  \hspace{1cm} (2.39)$$

where $\phi(k, t)$ and $p(k, t)$ can again be written in terms of bosonic creation and annihilation operators, see Eq. (2.31)-(2.32). Using this, the field becomes

$$\phi(x, t) = \sqrt{\frac{\hbar}{\pi C_0}} \int_{0}^{\infty} \frac{1}{\sqrt{\omega_k}} \left( a_k^\dagger(t) + a_k(t) \right) \sin k(x - x_0) dk, \hspace{1cm} (2.40)$$

$$p(x, t) = i \sqrt{\frac{\hbar C_0}{\pi}} \int_{0}^{\infty} \sqrt{\omega_k} \left( a_k^\dagger(t) - a_k(t) \right) \sin k(x - x_0) dk. \hspace{1cm} (2.41)$$

In contrast to the open transmission line, the integral only goes from 0 to infinity because the right- and left-moving modes are connected by the mirror. We rewrite these expressions in terms of $\omega = ck$ and put it into the Hamiltonian

$$\mathcal{H}_{\text{Mirror}} = \int_{-\infty}^{x_0} \left[ \frac{1}{2C_0} p^2(x, t) + \frac{1}{2L_0} \left( \frac{\partial \phi(x, t)}{\partial x} \right)^2 \right] dx \hspace{1cm} (2.42)$$

$$= \int_{0}^{\infty} \hbar \omega a^\dagger(\omega) a(\omega) d\omega. \hspace{1cm} (2.43)$$
2.4 Artificial Atoms

So far, we have investigated different set-ups of a one dimensional transmission line, that can act as different types of baths or cavities. Now we introduce emitters that can interact with the bath built of circuit elements. More specifically, we are interested in so-called artificial atoms or superconducting qubits with anharmonic energy spectrum so they can mimic real atoms and be used as qubits. There are many types of superconducting qubits with different circuit configurations and properties [13, 30]. Some examples are the flux qubit, phase qubit or the one that we are going to introduce, the transmon. The transmon is a charge qubit that consists of a Cooper pair box that is insensitive to charge noise [15]. In the following we are going to explain the basic elements of a superconducting qubit, such as the Josephson junction and the simplest version of a superconducting charge qubit, a single Cooper pair box (SCPB).


2.4.1 Josephson Junction

The Josephson junction consists of two superconductors isolated by a weak link. The weak link can consist of a thin insulator, normal metal or another superconductor [24, 31]. A sketch of a Josephson junction and the electrical circuit symbol are depicted in Fig. 2.5. The Cooper pairs can tunnel coherently through the insulator, leading to a current that varies with the phase difference across the junction,

\[ I(t) = I_c \sin \varphi(t), \quad (2.44) \]

where \( I_c \) is the critical current.

The voltage across the junction is also given by the phase difference between the two superconducting leads

\[ V(t) = \frac{2e}{h} \frac{\partial \varphi}{\partial t}. \quad (2.45) \]

Using this, we see that the phase difference between the two superconductors \( \varphi \) is given by the time-integral of the voltage across the Josephson junction, which is also a magnetic flux,

\[ \varphi(t) = \frac{2e}{h} \int_0^t V(t') dt' = \frac{2e}{h} \Phi = 2\pi \frac{\Phi}{\Phi_0}, \quad (2.46) \]

where \( \Phi_0 = \frac{\hbar}{2e} \) is the magnetic flux quantum. By comparing Eq. (2.44)-(2.45) to the general relation between the current and voltage of an inductor \( \dot{I} = \frac{1}{L} V \),

\[ \dot{I} = I_c \cos \varphi \frac{\partial \varphi}{\partial t} \]

\[ = \frac{2\pi}{\Phi_0} I_c V \cos \varphi, \quad (2.48) \]

we find that a Josephson junction acts as a non-linear inductor with inductance

\[ L_J = \frac{2\pi}{\Phi_0 I_c \cos \varphi}. \quad (2.49) \]
Figure 2.6: Circuit model of a single Cooper pair box. A Josephson junction with tunnel junction capacitance $C_J$ and Josephson coupling energy $E_J$ is coupled to a control gate voltage $V_g$ through a gate capacitance $C_g$. A number $n$ of Cooper pair charges sit on a superconducting island ("box") between the gate capacitor and the junction capacitance.

Now we calculate the energy that is accumulated in the Josephson junction

\[
U = \int_0^t I(t)V(t)\,dt \\
= \Phi_0 \int_0^t I(t)\frac{\partial \varphi}{\partial t} \,dt \\
= \Phi_0 \int_0^\varphi I_c \sin \varphi \,d\varphi \\
= E_J (1 - \cos \varphi)
\]

where we introduced the Josephson energy $E_J = \frac{\Phi_0 I_c}{2\pi}$. We see that the Josephson junction has an anharmonic potential energy which opens the possibility to build an anharmonic circuit element to create an artificial atom.

The Lagrangian of a Josephson junction is given by

\[
\mathcal{L}_{JJ} = \frac{1}{2}C_J \dot{\varphi} + E_J \cos \left(2\pi \frac{\Phi}{\Phi_0}\right),
\]

where we neglected the constant term in the potential energy.

2.4.2 Single Cooper pair box

The single Cooper pair box (SCPB) is a simple and fundamental design for a superconducting qubit [31, 32]. It consists of a superconducting island with a number of $n$ Cooper pair charges that is connected through
a Josephson junction to a superconducting electrode. The number of Cooper pairs can be controlled by a gate voltage that is connected to the island through a gate capacitance. A circuit model for a single Cooper pair box is depicted in Fig 2.6. The Lagrangian of the single Cooper pair box is given by

\[ L_{SCB} = \frac{1}{2} C_J \dot{\Phi}_J + \frac{1}{2} C_g (\dot{\Phi}_J + V_g) + E_J \cos \left( 2\pi \frac{\Phi_J}{\Phi_0} \right). \]  

(2.55)

The conjugate momentum to the node flux is given by

\[ q_J = \frac{\partial L}{\partial \dot{\Phi}_J} = C_J \dot{\Phi}_J + C_g (\dot{\Phi}_J + V_g) = 2en, \]  

(2.56)

where \( n = \frac{q_J}{2e} \) is the number of Cooper pairs on the island. The Hamiltonian becomes

\[ H_{SCB} = 4E_C (n - n_g)^2 - E_J \cos \left( 2\pi \frac{\Phi_J}{\Phi_0} \right), \]  

(2.57)

where \( E_C = \frac{e^2}{2(C_g + C_J)} \) is the electron charging energy and \( n_g = C_g V_g / 2e \) is the (possibly fractional) number of electrons pairs that is induced on the island by the control gate. Now we quantize the Hamiltonian by promoting the number of Cooper pairs \( n \) and the node flux \( \Phi_J \) to operators with commutation relation

\[ e^{i2\pi \frac{\Phi_J}{\Phi_0}}, \hat{n} \left[ e^{-i2\pi \frac{\Phi_J}{\Phi_0}}, \hat{n} \right] = -e^{i2\pi \frac{\Phi_J}{\Phi_0}}. \]  

(2.58)

In the charge basis \(|n\rangle\) which are eigenstates of the number operator \( \hat{n} \), \( \hat{n}|n\rangle = n|n\rangle \), the Hamiltonian can be rewritten as follows [29, 31–33]

\[ H_{SCB} = \sum_n \left[ 4E_C (n - n_g)^2 |n\rangle\langle n| - \frac{1}{2} E_J (|n + 1\rangle\langle n| + |n - 1\rangle\langle n|) \right]. \]  

(2.59)

Having this Hamiltonian, we can calculate the energy spectrum of the single Cooper pair box. For the set-up we presented in this chapter, the charging energy \( E_C \) is usually much bigger than the Josephson energy \( E_J \) which leads to a charge-sensitive energy spectrum. We discuss this in more detail in the next section and present a charge-insensitive qubit, the Transmon.
2.4 Artificial Atoms

2.4.3 The Transmon

The Transmon is a charge-insensitive superconducting qubit which was first introduced by Koch et al. [15] in 2007. The Transmon is a modified version of the single Cooper pair box described in the previous section. The main difference is an additional capacitance shunting the two superconductors, see Fig. 2.7 a). It is also important to mention that instead of only using one Josephson junction to create a superconducting island, the Transmon often consists of a superconducting quantum interference device (SQUID), which makes the transition frequency tunable. A sketch of a SQUID is depicted in Fig 2.7 b). By using a SQUID, the Josephson energy $E_J$ can be manipulated through an external magnetic field, with flux $\Phi_{\text{ext}}$, since the phases of the two Josephson junctions $\Phi_{1,2}$ depend on each other [34],

$$\Phi_1 - \Phi_2 + \Phi_{\text{ext}} = n\Phi_0,$$

where the integer number $n$ is the number of flux quanta in the loop. The total potential energy of a SQUID (with two identical Josephson junctions) becomes

$$U = -E_J \cos \left( 2\pi \frac{\Phi}{\Phi_0} + \pi \frac{\Phi_{\text{ext}}}{\Phi_0} \right) - E_J \cos \left( 2\pi \frac{\Phi}{\Phi_0} - \pi \frac{\Phi_{\text{ext}}}{\Phi_0} \right)$$

Figure 2.7: a) Circuit model of a Transmon. A SQUID, consisting of two Josephson junctions $J_1$ and $J_2$, with an additional shunted capacitor $C_S$ is coupled to a voltage source $V_g$ through a gate capacitance $C_g$. b) Sketch of a SQUID. Two (here identical) Josephson junctions are connected in a loop. An external magnetic field induces a current in the SQUID and makes its energy controllable.
\begin{equation}
= -E_J(\Phi_{\text{ext}}) \cos \left( 2\pi \frac{\Phi}{\Phi_0} \right), \tag{2.62}
\end{equation}

where \( E_J(\Phi_{\text{ext}}) = 2E_J \cos \left( \pi \frac{\Phi_{\text{ext}}}{\Phi_0} \right) \) is the tunable Josephson energy. Using a SQUID instead of a single Josephson junction, thus leads to the same Hamiltonian (2.57) but with a tunable Josephson energy. However, the important element in the transmon that leads to reducing the sensitivity to charge noise, is the additional shunting capacitance, as mentioned before. With this capacitance, the charging energy \( E_C = \frac{e^2}{2C_\Sigma} \), \( C_\Sigma = C_J + C_g + C_S \) can be made small compared to the Josephson energy \( E_J \). Both energies are now engineerable and the ratio \( E_J/E_C \) can be manipulated. Both the anharmonicity of the qubit and the sensitivity to charge noise depend on this ratio. In Fig 2.8 we show the energy spectrum of the Transmon as a function of the gate charge \( n_g \). One can clearly see the reduction of sensitivity to fluctuations in gate charge by increasing the ratio \( E_J/E_C \), since the energy levels become flat. The anharmonicity of the energy levels decreases too but it is still sufficient that the Transmon can be used as a qubit.

In the limit of small excitation amplitude \( |\Phi_J/\Phi_0| \ll 1 \) and \( E_J \gg E_C \), where the zero point fluctuations are small, the Transmon can be approximated as a harmonic oscillator \([24]\), where we expand the cosine term of the potential for small \( \Phi_J \),

\begin{equation}
\mathcal{H} = \frac{1}{2C_\Sigma}q_j^2 - E_J \cos \left( 2\pi \frac{\Phi_J}{\Phi_0} \right) \tag{2.63}
\end{equation}

\begin{equation}
\approx \frac{1}{2C_\Sigma}q_j^2 + \frac{1}{2L_J} \Phi_J^2, \tag{2.64}
\end{equation}

where \( L_J = \left( \frac{\hbar}{2e} \right)^2 \frac{1}{E_J} \) is the effective inductance of the oscillator. The frequency

\begin{equation}
\Omega_J = \frac{1}{\sqrt{C_\Sigma L_J}} = \frac{1}{\hbar} \sqrt{8E_JE_C} \tag{2.65}
\end{equation}

is the resonance frequency of the harmonic oscillator and the transition frequency from the ground state to the first excited state of the Transmon.
Figure 2.8: The first three energy levels of a Transmon $E_m$, $m = 0, 1, 2$ normalized by the energy of the first transition $E_{01}$ at $n_g = 0$ as a function of the charge noise $n_g$. The sensitivity to charge noise clearly decreases by increasing $E_J/E_C$. 
3 Atom in front of a mirror

In chapter 2 we introduced the quantization of electrical circuits. We discussed elements of a circuit such as transmission lines with different boundary conditions which can be viewed as a "bath". We also introduced the circuit equivalent of an atom, superconducting qubits. In the following, we investigate the combination of these two elements: A superconducting transmon qubit coupled to a semi-infinite transmission line. Strictly speaking, we investigate the spontaneous emission of an initially excited transmon coupled to a semi-infinite transmission line. In quantum optics we know that the presence of a mirror can enhance or suppress the spontaneous emission rate depending on the position of the emitter by placing it at an anti-node or node of the electromagnetic field, respectively [35]. In circuit QED, there have been experiments investigating the decay rate of an artificial atom in front of a mirror. For instance, Hoi et al. [36] showed theoretically that the decay rate becomes zero if the qubit is located at the node and twice as big if it is located at the anti-node of the field. Experimentally, the qubit was completely hidden when located at the node so no signal could be measured by probing the qubit. However, in this work the qubit was located very close to the mirror and the time-delay that occurs from the electromagnetic travelling to the mirror and back was neglected. Here, we take the time delay into account and investigate the transient dynamics of the qubit. We start off with a circuit QED model of the system and calculate the equations of motion. We solve the equations analytically and numerically in a semi-classical regime.
3.1 Circuit QED Model

The system we investigate consists of a transmon coupled to a 1D semi-infinite transmission line. A sketch of the system is depicted in Fig 3.1. The Hamiltonian of the system is given by the sum of all capacitive and inductive energies,

\[
H(\phi_i, p_i) = \frac{1}{2C_0 \Delta x} \sum_{n \neq 0} p_i^2(t) + \frac{1}{2C_c} p_0^2(t) + \frac{1}{2C_J} (p_J(t) + p_0(t))^2 + \frac{1}{2L_0 \Delta x} \sum_{n=\infty}^N (\phi_{n+1}(t) - \phi_n(t))^2 - E_J \cos\left(\frac{2e}{\hbar} \phi_J(t)\right). \tag{3.1}
\]

The Hamiltonian is a function of the generalised coordinates: \(\phi_i\), the node fluxes and \(p_i\), the node charges. For details on how to derive the Hamiltonian, see the previous chapter 2. We now promote the generalised coordinates to operators that fulfill the canonical commutation relations

\[
[\phi_i, p_j] = i\hbar \delta_{i,j}, \tag{3.2}
\]
\[
[\phi_i, \phi_j] = [p_i, p_j] = 0, \tag{3.3}
\]

and calculate the Heisenberg equations of motion

\[
\frac{d}{dt} A(t) = \frac{i}{\hbar} [H, A(t)] + \frac{\partial A(t)}{\partial t}, \tag{3.4}
\]
where $A(t)$ is an arbitrary time-dependent operator. The equations of motion at the coupling point $x_0$, where the transmon is coupled to the TL, become

$$\partial_t \phi_0(t) = \frac{C_c + C_J}{C_c C_J} p_0(t) + \frac{1}{C_J} p_J(t), \quad (3.5)$$

$$\partial_t \phi_J(t) = \frac{1}{C_J} (p_J(t) + p_0(t)), \quad (3.6)$$

$$\partial_t p_J(t) = -E_J \frac{2e}{\hbar} \sin \left( \frac{2e}{\hbar} \phi_J(t) \right), \quad (3.7)$$

$$\partial_t p_0(t) = \frac{1}{L_0 \Delta x} (-2 \phi_i(t) + \phi_{i+1}(t) + \phi_{i-1}(t)). \quad (3.8)$$

These are discrete equations of motion since they are derived by a discrete circuit model. We want to make these equations continuous by taking the limit $\Delta x \to 0$. Eq. (3.5)-(3.7) remain unchanged, but Eq. (3.8) can be rewritten as

$$\partial_t p_0(t) = \lim_{\Delta x \to 0} \frac{1}{L_0 \Delta x} \left( -2 \phi(x_0, t) + \phi(x_0 + \Delta x, t) + \phi(x_0 - \Delta x, t) \right)$$

$$= \lim_{\Delta x \to 0} \frac{1}{L_0} \left( \frac{\phi(x_0 + \Delta x, t) - \phi(x_0, t)}{\Delta x} - \frac{\phi(x_0, t) - \phi(x_0 - \Delta x, t)}{\Delta x} \right)$$

$$= \frac{1}{L_0} \left( \partial_x \phi(x_0^+, t) - \partial_x \phi(x_0^-, t) \right), \quad (3.9)$$

where we identified the two terms of the second row as first order spatial derivatives. $\phi(x_0^+, t)$ denotes the flux field of the right side of the qubit and $\phi(x_0^-, t)$ denotes the field on the left side of the qubit.

### 3.1.1 Linearisation of the Qubit

One important step we take to simplify our system is the linearisation of the qubit. As we showed in section 2.4, the Transmon has an anharmonic energy spectrum. In the limit $E_J \gg E_C$, the energy spectrum is only slightly anharmonic and can be approximated by a harmonic oscillator. However, we want to treat the transmon as a qubit, where only the first two energy levels are considered. In general, one has to be careful not to drive the qubit too strongly, so that the higher energy levels are not affected. In our case, we work in the single excitation regime without
driving, where the qubit can indeed be treated as a harmonic oscillator. To linearise the qubit, we expand the potential energy up to second order:

\[
\mathcal{V}(\phi_J) = -E_J \cos \left( \frac{2e}{h} \phi_J \right) \\
= -E_J \left( 1 - \frac{1}{2!} \left( \frac{2e}{h} \right)^2 \phi_J^2 + \mathcal{O} \left( \left( \frac{2e}{h} \right)^4 \phi_J^4 \right) \right) \\
\approx \frac{\phi_J^2}{2L_J} \tag{3.10}
\]

with the inductance \( L_J = \frac{\hbar^2}{4e^2E_J} \). In the last line, we neglected the constant term of the potential energy. Doing this approximation basically means, we replace the non-linear Josephson element in the circuit by an inductive element, see Fig 3.2. After the linearisation, Eq (3.7) becomes

\[
\partial_t p_J(t) = -\frac{1}{L_J} \phi_J(t) \tag{3.11}
\]

and we obtain a new set of differential equations for the generalised coordinates at the coupling point

\[
\begin{align*}
\partial_t \phi_0(t) &= \frac{C_c + C_J}{C_c C_J} p_0(t) + \frac{1}{C_J} p_J(t), \tag{3.12} \\
\partial_t \phi_J(t) &= \frac{1}{C_J} (p_J(t) + p_0(t)), \tag{3.13} \\
\partial_t p_J(t) &= -\frac{1}{L_J} \phi_J(t), \tag{3.14} \\
\partial_t p_0(t) &= \frac{1}{L_0} \left( \partial_x \phi(x^+, t) - \partial_x \phi(x^-, t) \right). \tag{3.15}
\end{align*}
\]

These equations can be further reduced as we will show in the following section.
3.2 Impedance of the Transmission line

We discuss the impedance of the TL by introducing an effective circuit model, where an harmonic oscillator is coupled to an open TL which is represented by its characteristic impedance $Z_0$, see Fig. 3.3. The transmon is replaced by an LC-oscillator with capacitance $C_J$ and inductance $L_J$ and characteristic impedance $Z_J = \sqrt{L_J/C_J}$. We consider an undriven initially excited oscillator whose emitted photons can escape to both sides of the transmission line which are represented by parallel-connected resistors. In the following we want to discuss the behaviour of the system demonstrated in Fig. 3.3 by comparing the impedance of the transmission line $Z_0$ to the characteristic impedance of the LC-oscillator $Z_J$. If $Z_0/Z_J \ll 1$, the cou-
pling capacitance $C_c$ is grounded and the system describes an undamped oscillator with resonance frequency $\omega_0 = 1/\sqrt{L_J(C_J + C_c)}$. When we on the other hand consider the opposite case $Z_0/Z_J \gg 1$, we find an undamped oscillator with resonance frequency $\omega_J = 1/\sqrt{L_J C_J}$. A common transmission line has an impedance of $Z_0 \approx 50 \Omega$ and the impedance of a transmon is given by $Z_J \approx 2 \text{k}\Omega/\sqrt{E_J/E_C}$. The ratio $E_J/E_C$ does usually not exceed $E_J/E_C \approx 100$, so usually we can assume that $Z_0/Z_J \leq 1$, but it has a finite value. So, in general, we have a dissipative system where energy is lost through the resistors. We are interested in the energy that is dissipated, since it gives an insight to the properties of the transmon (LC-oscillator), more specifically, its decay rate. The decay rate is defined by the energy dissipation of the LC-oscillator,

$$E(t) = E(0)e^{-\gamma t},$$

(3.16)

where $E(0)$ is the initial energy of the LC oscillator. Through analysis of the circuit we find that the decay rate for $Z_0 \leq Z_J$ is given by

$$\gamma = \frac{Z_0 \omega_0^2}{2} \frac{C_c^2}{C_c + C_J}.$$  

(3.17)

For a detailed analysis, see the appended paper. In the following, we focus on the case $Z_0/Z_J \leq 1$ if not mentioned otherwise.
Now we take a closer look at the field inside the transmission line. The presence of the mirror creates a boundary condition and the field cannot propagate freely. We want to get a close insight how the presence of the mirror affects the dynamics of the qubit. Therefore, we derive the equations of motion for the field and formulate boundary conditions. With these we are able to reduce the four equations (3.12)-(3.15) to only two equations.

The Heisenberg equations of motion of the transmission line part of the Hamiltonian are given by

$$\begin{align*}
\partial_t \phi_n(t) &= \frac{1}{C_0 \Delta x} p_n(t), \quad (3.18) \\
\partial_t p_n(t) &= \frac{1}{L_0 \Delta x} \left( -2\phi_n(t) + \phi_{n+1}(t) + \phi_{n-1} \right). \quad (3.19)
\end{align*}$$

Again we apply the continuous limit by defining the flux field $\phi(x_n) = \phi_n(t)$ and charge density field $p(x_n, t) = p_n(t)/\Delta x$ with the spatial coordinates $x_n = n\Delta x$. In the continuum limit $\Delta x \to 0$, giving $x_n \to x$, Eq. (3.18) and (3.19) become

$$\begin{align*}
\partial_t \phi(x, t) &= \frac{1}{C_0} p(x, t), \quad (3.20) \\
\partial_t p(x, t) &= \lim_{\Delta x \to 0} \frac{1}{L_0 \Delta x} \left( -2\phi(x, t) + \phi(x + \Delta x, t) + \phi(x - \Delta x, t) \right) \\
&= \lim_{\Delta x \to 0} \frac{1}{\Delta x L_0} \left( \frac{\phi(x + \Delta x, t) - \phi(x, t)}{\Delta x} - \frac{\phi(x, t) - \phi(x - \Delta x, t)}{\Delta x} \right) \\
&= \frac{1}{L_0} \partial_x^2 \phi(x, t), \quad (3.21)
\end{align*}$$

where we identified the terms in the second row of Eq. (3.21) as second spatial derivatives. As we already showed in section 2.3, $\phi(x, t)$ and $p(x, t)$ obey the massless Klein-Gordon equation

$$\left( \partial_t^2 - c^2 \partial_x^2 \right) \phi(x, t) = 0, \quad (3.22)$$

with the velocity $c = 1/\sqrt{L_0 C_0}$ inside the transmission line. We write the solution in terms of right ($\rightarrow$) and left ($\leftarrow$) moving terms

$$\phi^{\leftrightarrow}(x, t) = \sqrt{\frac{\hbar}{4\pi C_0}} \int_0^\infty \frac{dk}{\omega_k} \left( a_k^{\leftrightarrow} e^{-i(\omega_k t + kx)} + h.c. \right), \quad (3.23)$$

where $a_k^{\leftrightarrow}$ are the annihilation operators for right and left moving quanta of the field.
where \( a_k^\dagger \) and \( a_k \) are creation and annihilation operators that create or annihilate a photon with wave vector \( k \), respectively. They fulfil the commutation relations

\[
\begin{align*}
[a_k, a_{k'}^\dagger] &= \delta (k - k'), \\
[a_k, a_{k'}] &= [a_k^\dagger, a_{k'}^\dagger] = 0.
\end{align*}
\]

The solutions can be rewritten in terms of frequencies \( \omega \) and we obtain

\[
\phi^{\dagger}(x, t) = \sqrt{\frac{\hbar Z_0}{4\pi}} \int_0^\infty \frac{d\omega}{\sqrt{\omega}} \left( a_\omega^{\dagger} e^{-i(\omega t k_\omega x)} + h.c. \right),
\]

where \( k_\omega = \omega/c \). In order to be able to formulate boundary conditions for the field inside the semi-infinite transmission line, we calculate the voltage \( V(x, t) = \partial_t \phi(x, t) \),

\[
\begin{align*}
V^{\dagger}(x, t) &= -i \sqrt{\frac{\hbar Z_0}{4\pi}} \int_0^\infty d\omega \sqrt{\omega} \left( a_\omega^{\dagger} e^{-i(\omega t k_\omega x)} - h.c. \right), \\
I^{\dagger}(x, t) &= -i \sqrt{\frac{\hbar}{4\pi Z_0}} \int_0^\infty d\omega \sqrt{\omega} \left( a_\omega^{\dagger} e^{-i(\omega t k_\omega x)} - h.c. \right).
\end{align*}
\]

We find the relation between the voltage and the current

\[
I^{\dagger}(x, t) = \frac{V^{\dagger}(x, t)}{Z_0}.
\]

Now we take a look at the voltage \( V_0 \) at the coupling point \( x_0 \). Since the voltage is continuous, it can be written as the sum of the ingoing \( V_0^{\text{in}} \) and outgoing \( V_0^{\text{out}} \) voltage field on the left (L) and the right (R) sides of the qubit

\[
V_0(t) = V_0^{\text{in}}(t) + V_0^{\text{out}}(t) = V_R^{\text{in}}(t) + V_R^{\text{out}}(t) = \partial_t \phi_0(t),
\]

where \( \phi_0 \) is the flux field at the coupling point. In the following we investigate the connection between the field in the TL and the transmon degrees of freedom for two different cases: An open TL and a semi-infinite TL with a mirror.
3.3.1 Open transmission line

We consider an initially excited atom with no external driving. For this reason, we assume that the average incoming vacuum field to the transmon is zero. Therefore, we find from Eq. (3.30) that the outgoing fields to the left and the right are equal,

\[ V_0(t) = V_{L}^{\text{out}}(t) = V_{R}^{\text{out}}(t) = \partial_t \phi_0(t). \] (3.31)

Note, that we now consider average fields and solve semi-classical equations for the system. Using that the current inside the TL is conserved we find

\[ I_0 = \frac{1}{Z_0} (V_\text{in} - V_\text{out}) = -\frac{1}{Z_0} V_\text{out} \] (3.32)

\[ = -\frac{1}{Z_0} \left( V_{L}^{\text{out}}(t) + V_{R}^{\text{out}}(t) \right) \] (3.33)

\[ = -\frac{2}{Z_0} V_{R}^{\text{out}}(t) \] (3.34)

and finally arrive at

\[ \partial_t \phi_0(t) = -\frac{Z_0}{2} \partial_t p_0(t). \] (3.35)

With this relations, the equations of motion (3.12)-(3.15) can be reduced to two equations only containing the charges \( p_0 \) and \( p_J \),

\[ \frac{C_c + C_J}{C_c C_J} p_0(t) + \frac{1}{C_J} p_J(t) = -\frac{Z_0}{2} \partial_t p_0(t), \] (3.36)

\[ \partial_t^2 p_J(t) = -\omega_J^2 \left( p_0(t) + p_J(t) \right). \] (3.37)

3.3.2 Semi-infinite transmission line

Since the mirror is located at the right side, see Fig. 3.1. the incoming field on the right side of the qubit is given by the reflected field at the mirror. Therefore, we can write it in terms of the outgoing field on the right side with a time-delay \( T \),

\[ V_{R}^{\text{in}}(t) = \pm V_{R}^{\text{out}}(t - T), \] (3.38)

where the delay-time \( T \) is given by the time it takes for the field to travel to the mirror and back. The sign is determined by the type of mirror, where
the negative sign belongs to the shorted end that we consider. Now we calculate the current at the coupling point and use current conservation

\[ I_0 = \frac{2}{Z_0} (V_{\text{in}} - V_{\text{out}}) \]  

(3.39)

where \( V_{\text{in}} = V_{L}^{\text{in}} + V_{R}^{\text{in}} \) is the sum of the incoming fields on the left and the right side of the qubit and \( V_{\text{out}} = V_{L}^{\text{out}} + V_{R}^{\text{out}} \) is the sum of outgoing fields on the left and the right side of the qubit. In our system, there is no incoming field from the left side, since we only look at the spontaneous emission without any driving, which means that \( V_{L}^{\text{in}} = 0 \). Therefore we find from Eq. (3.30) that

\[ V_{L}^{\text{out}}(t) = V_{R}^{\text{out}}(t) + V_{R}^{\text{in}}(t) = V_{R}^{\text{out}}(t) - V_{R}^{\text{out}}(t - T). \]  

(3.40)

Inserting this into Eq. (3.39) and using that the current \( I_0 \) is given by the time derivative of the charge at the coupling point, we obtain

\[
\partial_t p_0 = I_0 = \frac{1}{Z_0} (V_{\text{in}} - V_{\text{out}}) \\
= \frac{1}{Z_0} (V_{L}^{\text{in}} + V_{R}^{\text{in}} - V_{L}^{\text{out}} - V_{R}^{\text{out}}) \\
= \frac{1}{Z_0} (-V_{R}^{\text{out}}(t - T) - (V_{R}^{\text{out}}(t) - V_{R}^{\text{out}}(t - T)) - V_{R}^{\text{out}}(t)) \\
\partial_t p_0 = -\frac{2}{Z_0} V_{R}^{\text{out}}(t). 
\]  

(3.41)

We insert this into Eq. (3.30) and find

\[ \partial_t \phi_0(t) = -\frac{Z_0}{2} \partial_t (p_0(t) - p_0(t - T)). \]  

(3.42)

Similar to the open TL case, the equations of motion (3.12)-(3.15) can be rewritten as

\[ \frac{C_c + C_J}{C_c C_J} p_0(t) + \frac{1}{C_J} p_J(t) = -\frac{Z_0}{2} \partial_t (p_0(t) - p_0(t - T)), \]  

(3.43)

\[ \partial_t^2 p_J(t) = -\omega_J^2 (p_0(t) + p_J(t)). \]  

(3.44)

These equations can be reduced even more by assuming that the impedance of the TL and the coupling between the qubit and the TL is small allowing us to calculate an analytical solution, which we demonstrate in the following.
### 3.3.3 Weak coupling

If the impedance $Z_0$ is small, we find that the contribution of the right-hand side of Eq. (3.43) becomes small and we can make the following ansatz for the charge $p_0(t)$

$$ p_0(t) = -\frac{C_c}{C_c + C_J} p_J(t) - \delta p_0. \tag{3.45} $$

This ansatz means that the charge on the coupling capacitance is equal to the charge of the undamped LC-oscillator plus a small perturbation. Putting this ansatz into Eq. (3.44) we find

$$ \partial_t^2 p_J = -\omega_0^2 p_J + \omega_J^2 \delta p_0. \tag{3.46} $$

We solve for $\delta p_0$,

$$ \delta p_0(t) = -\frac{Z_0}{2} C_J \left( \frac{C_c}{C_c + C_J} \right)^2 \partial_t (p_J(t) - p_J(t - T)) \tag{3.47} $$

$$ - \frac{Z_0}{2} \frac{C_c C_J}{C_c + C_J} \partial_t (\delta p_0(t) - \delta p_0(t - T)) \tag{3.48} $$

and assume that the time derivative of the perturbation is very small, $\partial_t \delta p_0 \approx 0$ and the perturbation depends only on the charge $p_J$. This approximation holds in the weak coupling regime and the result coincides with methods that are commonly used in quantum optics. For details, see the appended paper. Finally, we are able to reduce Eq. (3.43) and Eq. (3.43) to

$$ \partial_t^2 p_J(t) = -\omega_0^2 p_J(t) - \gamma \partial_t (p_J(t) - p_J(t - T)) \tag{3.49} $$

with the coupling strength

$$ \gamma = \frac{Z_0 \omega_0^2}{2} \frac{C_c^2}{C_c + C_J}. \tag{3.50} $$

Eq. (3.49) can be solved analytically by Laplace transformation,

$$ \mathcal{F}(s) = \int_0^\infty f(t)e^{-st} \, dt, \tag{3.51} $$

with $s \in \mathbb{C}$. The Laplace transform of Eq. (3.49) is given by

$$ s^2 \tilde{p}_J(s) - sp_J(0) - p_J'(0) = -\omega_0^2 \tilde{p}_J(s) - \gamma s \tilde{p}_J(s) $$

$$ + \gamma p_J(0) + \gamma s e^{-sT} \tilde{p}_J(s) - \gamma p_J(-T), \tag{3.52} $$
and by assuming that $p'_J(0) = 0$ and $p_J(-T) = 0$ we find

$$
\tilde{p}_J(s) = \frac{(\gamma + s)p_J(0)}{s^2 + \gamma s (1 - e^{-sT}) + \omega_0^2}.
$$

(3.53)

So by applying an inverse Laplace transformation we finally arrive at

$$
p_J(t) \over p_J(0) = \sum_{n=0}^{\infty} \Theta (t - nT) \frac{\gamma^n}{n!} \left[ e^{s_+(t-nT)} \left[ \frac{d^n}{ds^n} \left( \frac{(s + s_+)^n (s + s_+ + \gamma) e^{s(t-nT)}}{(s + s_+ - s_-)^{n+1}} \right) \right]_{s=0} + e^{s_-(t-nT)} \left[ \frac{d^n}{ds^n} \left( \frac{(s + s_-)^n (s + s_- + \gamma) e^{s(t-nT)}}{(s + s_- - s_+)^{n+1}} \right) \right]_{s=0} \right].
$$

(3.54)

More details of this calculation can be found in the appendix of the appended paper and we will discuss the validity of this approximation later in section 3.4.1. In this regime we found a rigorous connection of the circuit QED model and a quantum optical emitter-bath system, see the appended paper.
3.4 Energy of the Qubit

To get an insight in the spontaneous emission of the initially excited qubit (harmonic oscillator), we calculate its energy as a function of time

\[ E_q = \frac{1}{2(C_J + C_c)} p_J^2 + \frac{1}{2L_J} \phi_J^2. \]  

(3.55)

We find a solution by numerically solving Eq. (3.43) and Eq. (3.44) and using \( \phi_J = -L_J \partial_t p_J \). In Fig. 3.4, we depict the energy of the qubit as a function of time for different qubit positions with respect to the mirror compared to the open TL case (orange), which shows an exponential decay. Before we focus on the two other cases, let us discuss the influence of the mirror in general. A undriven initially excited atom in a 1-D semi-infinite TL emits photons into both directions. The photons that escape to the open side do not come back and the energy is lost. The photons that escape to the side with the mirror are reflected at the mirror and come back after a delay time \( T \) to interact with the atom again. We call one of these cycles a "round-trip". The position of the atom with respect to the mirror and the wavelength of the electromagnetic field plays a crucial roll for the dynamics of the atom. If located at an anti-node (yellow), the interaction with the reflected field enhances the emission and the decay rate increases, which can be clearly seen after the first round-trip at \( t/T = 1 \). This effect is known as the Purcell-effect [35]. On the other hand, if the atom is positioned at a node of the electromagnetic field, the opposite happens and the spontaneous emission is suppressed and the decay rate decreases. It even decreases so far that it becomes zero in the steady state. The energy of the qubit converges to a dark state, a state with finite excitation probability for \( t \to \infty \). In the following, we discuss the dynamics of the dark state in more detail.

3.4.1 Dark State

The energy of an undriven initially excited qubit converges into a dark state if it is positioned at a node of the electromagnetic field, which means that the relationship between the transition frequency of the qubit \( \omega_0 \) and the delay time \( T \) is given by \( \omega_0 T = 2n\pi, n \in \mathbb{N} \). The reflected light from the mirror interacts destructively with the electromagnetic field in the TL leaving no states for the qubit to emit photons in. There are no other
decay channels in our system so the steady state has a finite energy. We calculate the energy of the steady state by

\[ \lim_{t \to \infty} f(t) = \lim_{s \to 0} s\mathcal{F}(s), \] (3.56)

which we apply to Eq. (3.53). The energy of the steady state then becomes

\[ \frac{E_J}{E_0} = \frac{1}{\left(1 + \frac{\gamma_2 T}{2}\right)^2}. \] (3.57)

This coincides with the result of [37]. In Fig. 3.5 we depict the energy of the qubit for different values of the ratio of the coupling strength and the delay time \( \gamma T \). If the coupling-delay-time-ratio \( \gamma T \) is small (green), only a small amount of energy is lost during the first round trip and the qubit reaches the dark state very quickly. For higher \( \gamma T \) (cyan), the qubit emits all its energy during the first round-trip and the energy goes to zero. After the reflected light comes back to interact with the qubit again (at \( t/T = 1 \)), it is re-excited and we see a revival of the energy until it reaches a steady state after several round-trip times. We note that the energy of the dark state only depends on the ratio of the coupling strength \( \gamma = \frac{Z_0\omega_0^2}{2}C_c^2C_{\xi}C_J \) and the delay time \( T \). In section 3.3.3 we made an assumption that the impedance should be small. Here, it seems that only the value of \( \gamma \propto Z_0C_c^2\omega_0 \) is important since it is proportional to the
3.4 Energy of the Qubit

Figure 3.5: The energy of the qubit as a function of number of round-trips $t/T$ for different values of the coupling strength. The transient dynamics differ a lot depending on the ratio $\gamma T$. For $\gamma T = 0.01 \cdot 2\pi$ only a small amount of energy is lost during the first round-trip before the qubit reaches the dark state. For $\gamma T = 1 \cdot 2\pi$ the qubit regains energy during the first few round-trips until it converges to a dark state.

RC-time. So the value of $\gamma$ can be changed by both changing the coupling capacitance $C_c$ or the transmission line impedance $Z_0$. Since we did our previous analysis with the assumption that $Z_0 \leq Z_J$, we now investigate the validity of this assumption and the approximation in section 3.3.3. In Fig. 3.6 we depict the energy of the initially excited qubit in front of a mirror for the case $Z_0 \leq Z_J$ (left) and for $Z_0 \gg Z_J$ (right), where the solid blue line corresponds to the unapproximated numerical solution and the dotted pink line corresponds to the analytical solution of Eq. (3.49), where we assumed small $Z_0$. In both plots the value of $\gamma$ is the same. For $Z_0 \leq Z_J$ on the left, which is the case for most common transmission lines, both solutions coincide and our approximation is valid. If $Z_0 \ll Z_J$, we see that the transient dynamics differ significantly and the approximation is not valid anymore. However, both solutions converge into the same dark state, which can be easily understood by the fact that it only depends on $\gamma \propto Z_0 C_c^2 \omega_0$. So far, we only have thoroughly investigated the more common case where the TL impedance $Z_0$ is small. But in recent studies a new type of high-impedance transmission lines were developed, where $L_0$ is increases using Josephson junctions or kinetic inductances [38–40]. We leave the investigation of these open for further research.
Figure 3.6: The energy of an initially excited qubit as a function of round-trip times for the unapproximated numerical solution (solid blue line) and the approximated solution (dashed pink line). In both figures the value $\gamma T = 1.25 \cdot 2\pi$ but on the left the TL impedance is small, $Z_0/Z_J = 1/\sqrt{2}$, where our approximation is valid and on the right the TL impedance is big, $Z_0/Z_J = 100$, and our approximation breaks down.
4 Conclusion

4.1 Summary

In this thesis, we first demonstrated how to quantize electrical circuits and introduced important parts of circuit QED, such as transmission lines and superconducting qubits (chapter 2). We demonstrated the transmission line with different boundary conditions: open transmission line, semi-infinite transmission line and a resonator. Then we introduced superconducting qubits: the single Cooper pair box and the transmon. After this, we studied their most important components, Josephson junctions, that are responsible for the anharmonic energy spectrum of artificial atoms. Then, in chapter 3, we proceeded to show results of paper 1, which is based on the theory we introduced before. We investigated an initially excited artificial atom in front of a mirror and semi-classically analysed its spontaneous emission. We explored the dynamics of the system for different positions of the atom with respect to the mirror and different coupling strengths. We also analysed the electrical circuit regarding its impedance. We found that if the atom is located at a node of the electromagnetic field, it converges into a dark state, a steady state with finite excitation probability. The value of the energy depends on the ratio between the coupling strength and the delay time, which is given by the distance to the mirror. In this thesis, we focused on the circuit QED part of the appended paper, where we also derived a quantum optical model of the system.
4.2 Open questions

We investigated the spontaneous emission of an artificial atom in front of a mirror in a semi-classical regime. This means, we neglected dephasing, which leads to fluctuations in the transition frequency of the qubit, so a dark state could be difficult to reach. Including dephasing in the system would be a matter of further research. Moreover, we linearised the qubit, by replacing the Josephson element in the circuit by an inductor. This leads to a harmonic energy spectrum. Since we work in the single excitation limit, we assume that this approximation is valid. However, including the non-linearity could be investigated further. Another interesting question is the investigation of high-impedance transmission lines. With our method, we are able to calculate the dynamics of an artificial atom coupled to a high-impedance transmission line, which means that we can reach strong and ultra-strong coupling regimes.
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