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Abstract
The fact that accessibility shapes the geographic distribution of activity needs to be addressed

in any lang-term policy and planning for urban systems. One major problem is that current
accessibility measures rely on the identification and quantification of attractions in the system.

We propose that it is possible to devise a network centrality measubgphates this reliance
andpredicts the distribution of urban activity directly from the structure of the infrastructure
networks over which interactions take place. From a basis of spatial interaction modelling and
eigenvector centrality measures we depeldat we call greferential centralityneasure that
recursively and selfonsistently integrates activity, attraction and accessibility. Derived from

the same | ogic as Googl edbs PageRank algorith
parallel: Goog e 6s PageRank algorithm rankswithdue i mpo
the need to perform amnalyss oftheir conterd. Instead it considers the topological structure

of the network and piggybacks thereby on contextualized and deep evaluaticorokdts by

the myriad distributed agents that constructed the netWdekdo the same thing with regard

to networked geographical zones. Our approach opens up new applications of modelling and
promises to alleviate a host of recalcitrant problems, asedaidth integrated modelling, and

the need for large volumes of socioeconomic déta. present an initial validation of our
proposed measure by using land taxation values in the Gothenburg municipality as an empirical
proxy of urban activityThe resultingneasure shows a promising correlation ihtaxation

values
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1  Introduction

Spatial interaction is essential for urban activity and is ultimately afforded by the transportation
network. Can the geographical distribution of urban activity thereby be inferred directly from
some measure of centralitierived fromthe transportation system? In this paper e@nbine
theories from spatial interaction whaling (e.g. Wilson, 200Q)and network centralitye.g.
Newman, 2008}Yo develop a model to test this hypothesis with encouraging resslta.
framing, we begin by subdividing the problems faced by planners and theoristsqlatoning
problemthat carries with i modelling problemanda data problem

The planning problerooncerns the need to integratsport and land usetiandle dynamical
consequences of change. At its heart, the planning problem stems from thgalessen
unpredictability of complex interactions within and between dom&aos.example, a newly
constructed road may itself increase traffic by inducing new development attracted to improved
accessibility along its extent.

Computational models are attra&ias tools for studying these dependenacidschleads us

to the modelling problemnif we begin unpacking the transportation and land use domains, many
levels of finegrained subsystems appdarg. lacono et al.,, 2008To make matters worse,

these subsystems are not as internally integrated and externally separated as we may wish.
Integrated models are nedecomposablgSimon, 1962)in a complicated machinelike

manner, while urban systems avecked(Andersson et al., 2014ntegrated model systems

and urban systems are not complex in the samgTwaymermans, 2003)

However, even if we were to solve the modelling problem, we would still be left wittiaa
problem Attempging to improve realism byntegratingas much theoretical and empirical detail
as possibl¢e.g. Waddell et al., 2008)ads to a twdold problem First, suitable and consistent
data must be obtained. Second, empirical patterns must be expentethio valid even as
planning parameters are changed, which is particularly problematic for long term forecasts.

Our approach is to strike at the modelling and data problems simultaneously by exploring an
alternative approaciWe aim to infer the distriiion of urban activitypy modelling onlythe
physical characteristics of geographical zones and their interactionsjtheut reliance on

any demographic data. Our centralityeasursared er i ved fr om t he s ame
PageRank algorithrfBrin and Page, 1998)ut in our cas¢éhe main input is theansportation
network which is usedo infer the importancé or centralityi of the zones that it link©ur
hypothesis is that this centrality concept is intimately linked with the concept of urban activity.
The result is an expandable, scalable and portable model based on new princifdgpdlkaes

some of thes&ey modelling and data problems in planning. The model may -bepied
anywhere in the world, and, with regard to data availability, it may be scaplexltbe global

level, opening up new vistas of possible applications besides those of traditional planning.

Thefirst part of thepaperconcerngheoreticabackground anderivation of centrality models
for predicting urban activity. We then present data sources, followed by methods and results
sections where the model implementation and empirical validation processes are described.
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2  Theory

2.1  Background

From the common wisdom that cities tended, from early on, to be established on trade routes,
naturd ports or river crossings stems the fundamental assumption of all spatial economic
theories: a location with good accessibility is more attractive than locations with bad access.
This is a fundamental assumption that theoretically goes back téhioren (1826)A break
through study byHansen (1959@demonstrated that locations with high accessibility were
devebped earlier and more densely than less accessible locations. On the sarA®psth,
(1964)formulated a theory linking accesdityi and land use. Followingrugman (1996 and

Fujita et al. (1999)a great part of spatial development can be explained by the interplay
between two major driving forces, (i) economies of scale and gajia factors such as
transport costs and land prices.

To take the leap frortheseconceptdowardsan urbancentrality measurenve propose taisea
simplified modelof urbaneconomicactivity in combination with a much moudetaled spatial
representationThis makesit possible to view tha@irbansystem as a network dafteractng
locations(Barthélemy, 2011; De Montis et al., 2013; Andersson et al., 2006)

2.2 Urban activity

A central concept in this paper is the notion of urban actidién¢tedw, for zone QR In our
definition, urban activity is fundamentally tied to a locatiand to interactiondVe do not
differentiate between activity types but leave it as an aggregated intensity rheasure
correspondingo the sum of all interactions between a location and all other locations. Since it
includes both social and economic interactions, it cannot be easily measured in total, which
means that any modelling and empirical studies must resort to studying $evaatreroxies.

The monetary part of urban activity can be understood as a concept close to GDP, so that
activity can be approximated by the sum of the market value of all (edidieg) production

of goods and services taking place at a location at aircgrbint in time.

2.3 Local characteristics

A fundamental property of a location is its capaititlye adapted to human activity, determined

by basic usability such as local access to buildable land and infrastructure. These local
characteristics (denotetd correspond to the attractivity
how we have calculated the local attractivity characteristics are described in the Methods
section.

2.4  Accessibilitand centrality
Consider the accessibilitto attractions as definedybHansen (1959 B « "Q& h

wherew is the index ofttractionof 'Q& is ameasure oftlistance or travel timef moving

2 Different activity intensities however, do make a location more or less suited for different
activity types, which means that a change of intensity sometimes goes together with a change
of type. These type changes, however are assumed to be implicitrmodalling framework.

This also means thatevassume land improvements such as buildings are assumed to be an
effect of activityi not a source of it.
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betweeriGand@and Qis a decreasing functio®ne way of describing centrality is by stating
thata locationis central ifit has strong accessibility wther central locatia) which can be
formalised by replacing attractiomw with accessibilityo itself, to arrive at a recursive

eigenvector centrality definitiod, B 6 Qo 8

This concept is powerful and forms the basis for the measures that we elaboratpapehis
One outcome of such a centrality concephis famous pageank algorithm used by Google
(Brin and Page, 1998Wwhich enables a ranking of web documents with regard to their
importance. Documenisn theinternetare given a higher ranking if they are linked to from
other pagewith high ranking.Notably, at no point, the search engine has to analyse the
semantic contents of the documeintghich is exactly what it seeks to rank the importance of.
This approach has also been applied to physical road networks Biaag (2006 andChin

and Wen (2015)with the main objectivedo describe human movemeril-Geneidy and
Levinson (2011havetackled the centrality calculation from a different direction, by using data
on actual flows as a stargjpoint. Our proposed centrality measures are also based on flows of
interactions, but without any requirements of specific travel data. Insteamhmputationsare
performedby modelling these flows using a general interaction function inftiastructue
networkdataas input(althoughmodelling accuracgouldlikely be improvedy usingdetailed
empiricalinteractiondatg.

Using centrality measures based on the road network to predictflmvarandactivitiesis not

a new idea, see for exampisllier and Hanson (1989)Porta ¢ al. (2009) Sevtsuk and
Mekonnen (2012andGao et al. (2013However themeasureghat have been mostly in focus
(closeness and betweenness centratiyinoteasilybe incorporated into a spatial interaction
modellingframework, whichs ourmain reason foinsteadexploringextension®f eigenvector
centrality

2.5 Closing the loop from activities to flows and back again to activities

Our modelling approach departs frartassical spatial interaction motiey (Wilson, 2000;
Batty, 2013) wherelocal activity levels® are exogenous variables, appearing as fipeci
aspects of local activity, such as population or purchasing powethaiNask whether we may
instead infer the distribution of activity from knowledge about the other varjablearticular

the information embodied by infrastructure networks. Thesahrationale for this belief is

first, that largescale infrastructure change is a relatively slow process, which implies that land
use, activity levels and interaction flows have enough time to adapt to astsiai
infrastructure networkSecond, eve to the extent that the time scales of road and land use
change do overlap, actual planning practices link according to ideas of need and geographical
importance, so the effect also of the reciprocal dynamics goes in the same direction.

2.5.1 From activity toatial interaction

Spatial interaction models arise by subjecting the logic of the gravity model to local constraints
on the size of flows in the system. Flows of interactions between zones can then be estimated,
by distributing economic flows from origins to destinationsproportion to their relative
attractions, se€igurel. As noted bywilson (2000)such a model formulation will take into
account the competition between different locations for attracting incoming flows.
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Figure 1. Deriving flows from activity and attractivitfhe flow is shown as oftirected, but a flow in the opposite direction
is also present and can be computed analogo@&g.supplemental materiak a detailed derivationf the interaction
model

2.5.2 From spatial interaction back to activity

In many cases, the distribution of activities in the system is of interest in itself. Salient questions
include how infrastructural change affects things likban extent, patterns of interaction,
housing, jobs and so on. Infrastructural data is considerably more widely available, complete
and consistent than demographic and economic data on the nebulousscohaefwity and
attraction which we must appraa via its rich flora of expressiosschas buildings, land value
andpopulation. If we can tease most of the information we need out of the infrastructure of
interactions, we are in a much better shape with regard to data supply but also with regard to
model design. We may then circumvent the need to figure out how vatibusodelsinteract,

and we are at least less exposed to the ontological mismatch between models and reality.
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In spatial interaction modeling, activity

@ represents demand while attraction
represents supplinteractions are thereby a.

directed, going from demand to supply.

In the basiceigenvector centrality mode] activity
@ representanyactivity. Mosttypes ofactivity
generate both supply adémandon an aggregated _R / g
level. Attraction is refined into an intrinsic wi=5 / !
property’Y of the zone, reflecting suitability for a;

development.

We posit that activitys in equilibrium when total a
interaction from a zone is in balance with total

interaction to the zon®ur task is then to find such ”

a configuration of; to fulfil this for all zones.

To achieve this, we iteratively adjustacross the

zones. If interactios in and out are not in balance, >+ a - a

the current estimate must be adjusted. We repeat
until a convergence criterion has been reached.

In our preferential centrality model, we refine the definition of attraction to reflect a dynamic coupl
with activity. Development suitabilit)y now figures as one aspect of attraction together with
activity . A parameter is used to set the balance between these aspects.

Wiz:ai—\"aRi é

Figure 2. From spatial interaction to activity modelling.

VV)::a)‘\‘aR]

In Figure2 we outline the logical sequence in which we develop our preferential centrality
modelbyusnga 0 gguracswt h 1 ouagsade @ embodies a growth logic but is really
used in an iterative process to find a stable equilibrium distribution of activity. Firagsuene

that activity quasgrowth is proportional to theum of flows entering he zone. Second,
attractionw is refined into an intrinsic properggualto our measure of local characteristics,

W Y . Now, if we begin with activity uniformly distributed across the system, and we
redistribute it according to this logic weiae at an iterative algorithm,

wo p O6wo [TBTY o, (1)

with the equilibrium distribution
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@ 'YB z——h (2)

independerty of the quasgrowth constant® andf . See supplemental material for the full
derivation of thisselfreferring equilibrium conditionthat can be restated as B 0

where 0 E— The adjacency matri¥  correspondgo a transformation of the

physial network and the activity will correspond to the eigenvector centrality of this weighted,
transformed networkThus, we can infer the structure of urban activity from the physical
linking of places, similar to howhe PageRank centrality algorithoan inferthe relative
importance opages from théyperlink structure

The model may be substantially improved by positing that activity in itself stimulates
attractivity, @ | Y, which resukin a modification of the equilibrium formulation:

G & Y B 8 (3)

We call this newnonlinear measurepreferential centrality because the activitgependent
attraction can be thought of as a continuous version of preferential attackiBzeabasi and
Albert, 1999)for the activity interaction networK he resulting equation can be solveddor

by iteration. However, unique or positive solutions are not guaranteed for low valu@s of

2.6 Interaction function
The most common choices for interaction functiare the exponential functiofiQ &

Q , andpower law decayQ & ® . If we were studying a single type of activity it

would be reasonable to assume a specific spatial scale ottiaaravhich is something that

the exponential function captures well. However, our generalised concept of urban activity
implies a mix of interactions on all scales which makes it more reasonable to use the power law
function. Generally, the choice of @araction function is of course an empirical question.

3 Data
The data used for this study are of three kinds; road network, property polygons and land

taxation values. The road network is used for three purposes; fiadoagsiblerreaswithin

the polygons, finding connections from the polygons onto the road network and finally
performingthe distance calculations between zones. The property polygons are assigned a land
taxation value from the taxations database according to a common identifier. Theyeaftehe
aggregated into zones based on area and type toddis study, the municipality of
Gothenburg is chosen as a prototype area to develop, test and validate the model.

Roads and streets are imported with preserved topology and attributes frorSt@mtrMap
(OSM). OSM has been subjectdqaestions about itquality, but studies have found that the
data quality is on pair with other data sour@g¢aklay, 2010; Dhanani et al., 201Zhe reasons

for choosingOSM are several; it is readily available to download, it contains the necessary
attributes for the calculation, it has worldwide coverage for future expansions of the anaddel

the data is open.

The entire extent of Sweden is fioned intofiproperties. Properties areitherowned by
individualsor juridical entities or they can be joiy owned in the form of associatienThe

7
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precision and quality of this datahigh, sincethe purpose is to establish and prove ownership
(which needs to be precise and just). Properties are of different types and usages; therefore, they
are classified and assigned a type code based on usage by the Swedish taxation authority. The
extent and borders of these propertiesoétained fronthe Swelish land survey.

The Swedish taxation authority assigns to all properties a taxation value that should represent
about 75% of the market value. This value is arrived at by a procedure that takes several
characteristics into consideration such as areaenkss to water, building type, sales values of

the neighbouring properties etc. The quality of this data is also very good in the sense that it is
done according to a legal criterion, although the values for industries is a bit uncertain due to
the fact hat they are seldom sold. Therefore, these few sales have a disproportionately big
impact on the industrial properties taxation values. This has to be taken account for in the
regression analysis. All the taxation values and type codes are acquired é&r@wekish
taxation authority.

4  Methods
The procedure for model exploration and validatforoughly composed of three steps; 1) data

preparation in order to create the input for the activity model as well as preparing the empirical
data used in the lasegt, 2) running the activity model and 3) finally using the results from the
modekin a multiple spatial regression analysis with the empirical values.

For the activity model we compare four different versions; the local model, the monocentric
model, thaterative eigenvector model and the iterative preferential model. Our aim is to assess
whether or not the more elaborate iterative models provide any additional predictive capabilities
compared to the simpler versiofi® find out whether the models arepehle of capturingll

of the spatial dependencies, we have performed spatial te&tiaglin, 1988)n the regression
analysis.

4.1  Data preparation

4.1.1 Spatialentities

The spatial entitieasedin the activitymodel andhe multiple regression analysis atkosen
to be realized as zonedefinedasone or more aggregated properti@H.properties smaller
than 3000 rhare aggregated to zones by dissolving common borders, ihththe same
taxation type code.

Geographical analysis of polygon features ambject tahe MAUP (Openshaw and Taylor,
1979) The way of spatiabartitioning of land must therefore é& carefully chosen The
justifications forusing zones as spatial units #nat properties are readily available, have a
designated usage and gaovideuseful output iplanning application®ropertybased zones
also simplifies the empirical comparisos, since model and data will have the same spatial
representation

4.1.2 Connection between road network and zones
We do not use detailed data about physical connections between zones and the road nework.

|l nstead appr oxi mat ecreatediinrtheand netvorknodal byehodsinpons ar
the shortest Euclidean lisebetweenzonal centroids and connectigrermissible roads.
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Motorways, trunk roads and other roads with regked limis arenot considered permissible
for these virtuatonnections

4.1.3 Zonal weightg local characteristics
A zonal weight ) is assigned to every zoffdased by accessible, buildable and permitted

areas. Generally, the weight can also be modified with different types of (physical) attractivity
factors.

Accessibleareas are here stipulated as land that can be accessed from roads. Therefore, the
assumption in the model is that only the angthin a certain distance from a road is possible

to develop. These areas are created by buffering the (@@ds in the basgle caseand doing

a union overlay onto the properties.

Buildable areas atgerebydefined as firm ground suitable for buildings. Areas use@byery
close to)oad or rail infrastructurarenot considered as buildable.

Permitted areas athosetha, according to planning restrictions, are allowed for development.
In our currentmodelimplementationproductive forestryagriculturallandandareas used for
special purpose buildingse considered as not permitted

A basic attractivityfactor is closeness to open water, which can have a large effect on land
value and land taxation. Since our study af@atlienburdis situated by the coast we must
include someapproximatiorfor this effect. We have chosen to include the water attraai@n
multiplicative factor of 1.5 fothe zonal weight$or zones with centroids within 500 m of the
coastline.

4.2  Implementation othe activity model

To arrive at zongo-zone impedance® ,Di j k s t r a Gssusedd igentify the shontest
patlsin the road networkveighted bysegment travel times (taking into account speed limits)
A constant impedance penaligomparable to 1 minute in the baseline casejdded to all
relationsto reflect the cost of starting and ending an interaction. Zaresassumed to not
interact with themselves, i.&D® T. As a baseline interaction function we have used the

power law decayQo @ ,withf  ¢.

The eigenvector activity modslimplemented by using simple iterative updating of the agtivi

for all zones. Initial activity is chosen to equal local zonal weightspi.6. 1 ‘Y. Zonal
weights arghenconsidered static during the iteration. For every iteration a new activity vector
is computed usingquation (1).Total activity iskept constantn every iteratiorby a global
normalisation Therelative vector norm ddctivity differenca between subsequent iterations is
compared to a predefined tolerance vdlue have used 1%), to determine if @ood enough
approximation to thequilibrium isfound

The implementation of the preferential madetlentical to the eigenvector model in all aspects
except from the additional mechanism of activity dependent attractivity. This mechanism
introduces the parameter for which we have chose value as low as possible, but that still
results in a convergent iterative process. This principle gives the largest possible difference of
activity configuration in comparison to the eigenvector model, since increasing valuearof
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bring the resus of the preferential model arbitrarily close to the eigenvector mbodéhe
baseline cas¢he application of the principle resulted in p&® ¢.u

Compared to the iterative modgise monocentric versias simpler. It is derived byassuming
that allzones only interact with the most central zodefined n the implementation as the
zone closest t@GothenburgCentral Station. For a full description of this model versigrsee
supplemental material

Zonal weightsare mainly used a input to the iterative activity modeldHowever, for
comparative purposes we also investigataal activity model without any interaction
between zoneslt is implemented usinglirect proportionality betweemonal weightsand
activity.

4.3  Spatial regressn

4.3.1 Preparation of the spatial regressimmalysis data
Thetwo independent variables are; the prediction from the activity model and the amount of

industrialareaperzone. The reason to include the amount of industrial area in the regression
model is thaindustrial properties have on average a lower taxation value due to the taxation
process.

The dependent variable is the property taxation value. For some records in the taxation database
there is not a 1:1 relationship to property polygons. We handebth aggregation, de
aggregation and filtering/Ve start from 60137 property polygons and arrive at 2Zefes

after aggregatiorOut of these, we have empirical taxation values for 12062 zbarse only

theyare used in the regression.

4.3.2 Weight matrix ceation.
In order to specify a regression model with spatial diagnostics a spatial weights matrix has to

be created. The weights matrix in this study is created by using the impedance of the road
network between all places and then apply sofiwalue n order to determine which zones as
treated as adjacent ones. We have chosenaffcutlue that is 3000 meters. To examine the
robustness of the model a weight matrix based on Euclidian distance of 600 meters is also tested
in the regression.

4.3.3 Investigatng spatial dependencies
To examine the presence of spati al dependenc

andempiricalvalues is madéMoran, 1950; Haining, 2004T his tes{seeTablel) shows that
both preferential model values and taxation values are subject to a rather strong spatial
autocorrelatiorwhile the local weights are not.

Variable Mor an
Land taxation valuédependent) 0.34

Local weights (independent) 0.04
Preferential model prediction 0.47
(independent)

Industrial areas (independent) usg 0.24
as correction factor

Tablel. Indicators for spatial autocorrelatian

10
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This finding indicates that spatial diagnostics needs to be evaluated in the regression analysis,
to make sure that all spatial autocorrelation is taken cafiéheffinding that local weights are
virtually not at all spatially autocorrelated tells that they cannot sutfiently explain the
variation in the empiricgbropertytaxation vdues.

4.3.4  Ordinary Least Squares (OLS) with spatial diagnostics

An OLS with both spatial and nespatial diagnostics is performed in order to know whether

the dependent variablebs spatial autocorrel a
would mean that an ordinary OLS is sufficient). If not, the diagreate used as guidance for

the next steps in order to take care of the spatial autocorreglatisrlin, 1988) This results in

a collection of diagnostics that need to be analysed:

1 Diagnosis for nomormal error distribution, Jagtigera (JB) test.
91 Diagnostics for heteroscedasticiBreuschPagan and Koenkd3assettests (BP and
K-B).
9 Diagnostics for spatial autocorrelation, Lagrange Multipliers (LM) t@stsMoraids |
on the residuals
4.3.5 Comparative indicators for model fithess and validity
To evaludée and comparenodels’Y is commonlyusedbut is not reliable when residual spatial
autocorrelation is present. Therefore, the Schwarz information criteradadsised(Anselin
and Rey, 2014)

When spatial autocorrelation is presanthe residualsthe observations are not independent
from each other, hence thegressionmodel isnot valid. This is investigated with the LM tests;

if they are significantt indicates that some measullike using aspatiallag or spatial error
modelhas to be taken in order to handle the remaining spatial autocorrératiselin, 1988)

If the LM (or robust_M) test for spatial error model is significant while the tests for lag model
are not, a spatial error model is probably the right way to go, and vice versa. If both tests are
significant, the regression analysis is not valid andetieno indication of any spatial model

that can make it valid. In that case the model has to-bpe@fied(Anselin and Rey, 2014)

This procedure has been used in this study for guidance in the search for a good and valid
model.

4.4  Software

For the data preparation, cleaning aggregationFME wasused.The activity models were
implemented in pythorysingthe package®SMnx (Boeing, 2017)and NetworkX (Hagberg
et al., 2008) The spatial statistical analysiereperformedn GeoDa(Anselin, 2006)

11
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5 Results

5.1  Model validity and fitness

All models except the preferential models have all the LM tests significant, which invalidates

them due to untreatexpatial autocorrelation. The local and industrial models are included just

as control, to see that it is actually the activity model prediction that is responsible for the good

results.The other indicators on model fithesisown inTable 2 implies that the preferential
model is the besthoice even beforeonsidering anapplying the spatial error model.

For the preferential model, the robwstrsion of theLM test Pbr error model was significant
(0.00) while the robustersion of thd_M test forlag model was not (033. This suggested that
using a spatial error modislthe correct approadnselin and Rey, 2014 herefore, onlyhe
preferential spatial error modis usable for inference and predictionalthoughits spatially
clusterecerrors(Anselin, 1995)are hiding somenknown spatial factors (s&ggure3).

Model version R? Moransé | Schwarz Model valid?
residuals information
criterion
Industrial area coverag| 0.00 0.34 20842 No, since all LM tests are significant.
(as control)
Local 0.40 0.42 14644 No, since all LM tests are significant.
Monocentric 0.54 0.24 11329 No, since all LM tests are significant.
Eigenvector 0.54 0.24 11470 No, since all LM tests are significant.
Preferential 0.58 0.16 10297 No, not as norspatial OLS, since LM tests
are significant.
Preferential spatial (Pseudo) Not applicable | 7792 Yes, since remaining spatial autocorrelatic
error model 0.66 (none) is taken care of as error term

Table2. Results from the spatial regression. A better fit is indicated by a lower Schwarz and a BigheFRor Mo r an s 0
values indicate low spatial autocorrelation. The pseuéludRie in a spatial error model is computed differently than in a
standard OLS, which means that thef@® thepreferential spatial error modes not directly comparable to the othet R

values inthe table.

5.2  Other statistical tests on the preferential spatial error model
The low multicollinearity number (12) indicates that there is no problematic multicollinearity

among the explanatory variables. Values < 30 are usually considered as unprolffematin

and Rey, 2014)

The JB test is significant, which indicates a smmmmal dstribution of error termddowever,
this testis less relevansince this dataset is lar@¢@&nselin and Rey, 2014)

According tothe B-P and KB tessthere is aignificantheteroskedasticitiyn the model results
There can be multipleeasongor this whereone possibleausds the aggregation of properties
(Haining, 2004) The effects are not that greatlese specific models, since the standard errors
are very lowon their own It is therefore not considered as crucial for the conclusions of this

study.

5.3  Sensitivity analysis
We haveexplored manyariationsof the key parameters, such as the preferentipditameter

| , andthe functional form and parameters of the interaction funclea.supplemental material
for detailson these result§.he main findings that thepreferentiaimodel seems to be robust
with regardto changes in parameter values

12
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Figure3. Preferential spatial error modelPredictions (top left), empirical land valugp right) andlocal weights ljottom
left) are normalised with regard to zone arepa8al residuals (bottom righ8how the remaining spatig autocorrelated

error term.

54 Discussion of results
5.4.1 Comparing the model versions

The eigenvector and monocentric models have decent performance; therefore, the interpretation
of their results have been used as steps isdhech foiavalid model The preferential spatial

error model besides being the only valid modalsoperformswell in absolute numbensith
apseudoY 1@ @Considering the small number of input data sources, asetihe simple
underpinning model assumptionsthis level of corréation indicates that the proposed
preferential centrality measuiepromising.
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5.4.2 Remaining challenges
In this paper we have not aimed to present a full predictive m8dele improvemeistfor

moving in that directiorare

1 To reduce uncertainty in thregression coefficientbeteroskedasticity should be
sufficiently taken care of. Some more parameter variations as well as trying different
levels of aggregation into zones might give some clues how to handle this problem.

1 The preferential spatial erroradel still contains unknown spatial variables that are
handledas a spatial error term together with standard residuals. To understand those
errors can be helpful for further development of the model. Some ideas and
suggestions for further investigatiorear

o Different kinds of properties (i.e. commercial vs. residential) might not be fully

comparable in taxation terms.
o Other transportation modes, such as pedestrian, bicycle and public transport
are not captured in éturrentcarorientedimplementation othe model
o Truncation effects; this model is only investigating areas within the
Gothenburg municipality, although the city also acts a regional centre for a
larger surrounding region.
1 Inthe preferentianodel, we have a parametefor which model fithesimprovesas
it is lowered towards théaresholdof iterative divergencePerhapshe empirical
system state correspai a nonconvergent model outcome? To explore this
hypothesisthe convergence criterion in the modeh bereplaedby aminimisatian
target

6  Conclusions and ways forward
By using a theoretical concept of interactimsed centrality we have demonstrated that it is

possible to create an urban activity model with empirical validity, using only two data sources
i road networks and progg polygons. The empirical validation is based upon using land
taxation values as a proxy for urban activity.

According to the comparative results from the spatial regression, local characteristics are far
from enough to explain the geographical variatid land values. The activity intensity is also
affected by the geographical ranking of the location; in the city and in the region. Including the
distance to the city centre in a monocentric interaction model gives a seemingly better fit, but
the spatiastatistical tests shows this model to be invalid for the geographical area that we study,
indicating that a more elaborate model is warranted. With the introduction of our concept of
preferential centrality, where initial concentrations of activity asumed to ignite local
feedbackmechanisms that attract even more activity, we finally arrive at a valid regression
model.

The preferentiatentrality model has several additional advantages compared to a monocentric
approach. First, we avoid the requirement of having to manually identify the most central
location. Instead the centrality model will endogenously determine central places and the
relative importance. In a polycentric setting this is a crucial model feature. Second, in a planning
context it can often be an important question in itself how the location and strength of urban
centres are affected by planning interventions, sucheasimfrastructure. For example, the
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preferential model can be used to analyse the robustness of a city centre under the influence of
suggested new road investments. Such an analysis is clearly not possible within a monocentric
model framework.

Regarding dta requirement®ur approach isomewhatnore demandinwwhencompared to a
basic monocentric modedince travel times must be computed between all zones and not only
to the predefined centre. The number of zame=dedi.e. the spatial resolution) dep#s on
contextand further studies are needed to determihatlevels of resolutiorthat are adequate

for differentplanningapplications.

Our current model implementation is technically complicated and requires different pieces of
software. This is hower not a fundamental property of the approach and we aim in future
work to achieve a workHow within a single open source framework, to open up for broader
testing and practical application.

Before using our modelling approach in a practical planciogtext, further validation is
needed; both crossectional by studying other and larger areas, and longitudinal by
investigating changes in urban activity over a time period where the road network also has
changed. For the purpose of this validation, exenot escape the need to use empirical activity
data, such as taxation values or night light data. However, since our sensitivity analyses show
that model outcomes are fairly robust, a validated preferential centrality model should be
transferrable to apiglations in different geographical settings, without any need for local
economic or demographic data.
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Supplementamaterial A ¢ mathematical detail

From activity to spatial interaction
We have an interaction model, for the economic flgwfrom zone’Qo @

Y 600Qo h
whered is a balancing factor (to be determined below) for Z@@eis the economic output
(total spending) from zori€x is the attraction of zon@® is the cost of interaction (cost can

be derived from network impedance) betw&nd Q'Qs a function dereasing with increasing
cost.

We also have thaccounting relation that the sum of flows from a zone should correspond to
®, the economic activity in the zone:

Y ®8
The accounting relation can be combined with the initial flow equation
(ol ® Qw ™

to determine the balangrfactor

(0] 5 T
0B w Qw
Thus, the resulting interaction flow model is
AIANOIA! -
B ® Qw®

which has the simple interpretation that the total economic flow frone Qs distributed
between all other zones in proportion to their relative attractions modified by a fun€tion
interaction cost.

The total incoming economic flo® for zone j can now be found by

O'QM

O Y O i Tan

As notedby Wilson (2000) this will take into account the competition between different
locations for acquing incoming flows.
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From spatial interaction back to activity

To be able to infer activity | evels frem only
growt h Tmgadelsé 6 since it embodies a growth |
process to find a stabl e e ggrawthofladtivitwatazdnest ri b
is assumed to be proportional to the sum of incoming flows, according to

wWo p O6woO J0O

Where C is a global factor controlling overall growth.

Assuming the condition afonstant global activitand the relatio® O B B"Y B ®
gives

BdOo BO®o p 6Bwo 6BOo06 o6p T Bdo.
For this to hold true) —, and® 0 p

The equilibrium condition® 6 p & 0 Yyields the only solution®d O, i.e. that
incoming flow musbeequalto activity.
And then we can state the equilibrium condition

OQO

d’)(b =t a7
B w Qw

or in a briefer version:

8|g
o)
8.
I
o

whered B @ "Qa is the accessibility to attractivity from zof®@Thus, we can interpret

the equilibrium condition as a system state where the ratio of activity and attraction must equal

the accessibility to normalised activityhere the normalisation is with regard to accessibility.

This means that for a zone to have high activity relative to its attractivity, it must have high
accessibility to other zones which themselves havealmessibility to attractivity.

The righthandterm can be thought of as a relative accessibility, or spatial fitress

B "Qo — . This term captures everything related to the spatial propensity of a location for
attracting new activity. The leftand term contains only localised varedl This means that in

equil i bri um, the | ocal activity and attract.

relative place in the spatial system, described by the-higihdl term. In short— - .

To find specific solutions, an additional model component is needed, to describe how attractions
develop. Two obvious alternatives are:

1. Describe static attractions based on specific data of the studied system.
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2. Create a dynamic economic model for the etioh of different types of attractions.

Since our aim is to achieve a simple model, with minimal dependence of data and economic
specifics of different types of businesses, we have chosen a somewhat different approach.

Our first attractiormodel is akinto suggestion 1 above in that we only consider local, static
properties of zones. If attractions are only dependent on constant local characteristicy,

(see main paper for an explanation of how these are determined), an eigenvector equation is
obtained:

. DY QO o E
W — w0
B Y "Qw
where 0 g— Note thatd is only determined by local characteristics and the

impedance structure of the underlying transportation netwgrk. @0 , which means that
the matrix described by reveals the relative flow froff@o ‘Qand that the equilibrium activity

corresponds to the eigenvector centralBpnacich, 1972pf a weighted network of relative
flows between zones.

Our second model version incorporate dynamics by usingjriifge assumption that attraction
is linearly related to generalized urban activity, & | Y, which results in the modified

equilibrium formulation:

O'QM
B & |'Y "Q®

®w o |Y

More elaborate functiori€of attraction®o  "Q¢& hare of course also conceivable within the
same formalism, but we have not yet further investigated this.

Starting from a standard interaction model we have now arrived ateosesistehnonlinear
centrality measureWe call this new measungreferential centralitybecause the activity
dependent attraction can be thought of as a continuous version of preferential attachment
(Barabasi and Albert, 1998)r the activity interaction network.

The resulting equation can be solved doiby iteration. However, positive solutions are not

guaranteed for low values |08At the limit of largg , the preferential centrality corresponds
to the eigenvector centralitgince

3 v O'QO ) v O'QO
w - . e —
1
GYO0 L e opi0 ng
—_— x
B 'Y Q®

We can summarise some observations about the equilibrium conditienpreferential modgl
which must hold true for every zone:

1 The sum obutgoing interactions is equal to activity
20
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1 The sum of incoming interactions is equal to activity
1 Attraction is linearly related to activity
1 Relative accessibility (fitness) equals the ratio between activity and attraction.

Derivation of the monocentric ndel
For comparative purposes the same formalism can be used for creating a monocentric model,

w O Y Qo h

by making the assumption that all zones only interact with the most central zone, that we name
zone 0. 1.e’Q® =0, for'Q 1 § is a global constant regulating the total activity in the

system.

The monocentric model can be derived from the eigenvector equation:

W'Y Q0 W'Y Qm W'Y QD s e F
BYQh BYQL BYQL O @

&

with 0

The value ofd will be directly related to the total activity according to:

. W . . . B Yo .. BYQ® 5
® ©e 0P 9%y ? YBvos

if we also make the assumption of no-geféraction within the central zon&®o =0.

In its formulation the monocentric model only embodies information about the cost of travel to
the city centre in combination with local characteristics. This meaaisréelative activity
0 @Y "Omust decrease monotonously with increasing cost of travel to the centre.

One straightforward interpretation of the monocentric model is that the periphery provides
services (such as housing/labour) exclusively to théralerone, where all other production
takes place, as well as all commercial activity. Increasing cost of interaction with the centre will
make fewer services profitable and as an e#ietvity will decrease as we move further into

the periphery.
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Supplemental material 8Sensitivity analyses

Parameters
Table3 shows aroverviewof the implementationspecific parameters. For all of these parameters a
single typical value has been used for all baseline results reported in the main paper.

Parameter Unit Typical | Theoretical effect of change
value
Waterfront factor None 15 A higher value gives zones with centroids within
the distance cubff increased baseline attractivity
Y.
Waterfront distance| Meters | 500 A higher value will cause theaterfront factor to
cut-off be applied to more zones.
Constant Meters 1000 A higher value reduces the relative difference of
impedance penalty interactions between nearby zones.
Buffer distance for | Meters | 30 Higher local weights due to largpercentage
accessible land usable for development.
Iteration break None 10° Convergence criterion, should be between 0 ang
tolerance
Interaction None & A change toward a more strongly decaying
function, AA function reduces the interaction between farther
zones.
Travel time decay | None 2.0 An increase corresponds to a relative shift from
exponent] longrange towards more local interactions.
Local characteristic{ None 1.625 An increase corresponds to a smaller effect of
weight,| activity on attracton, which means lower
centralisation.

Table3. An overview of the model parameters. The typical values correspond to the baseline case.

Method and results

For all sensitivity tests, one free parameter at a time is varied in combination with a changed value of
| thatis chosen according to same principle as in the baseline case: javfdue as possible that still
results in a convergent iteration (accang to the iteration break tolerance, that is held constant). All
other methodology is the same as described in the main paper. Results are shdaléd for the
preferential activity model only. We have not used any spatial error models for the sensitivity tests.

The main findings are that the preferential model seems to be robust to changes in parameter values.
Some cases such as extremely stremgonential distance decay seem to make the model perform
badly, but all other variations are in general valid (according to LM tests) and not too far from the
baseline, in terms of model fithess comparisons.
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Kind of sensitivity test ) Re Schwarz az2NlI yQ|azNl y| LMtest LM-test K-B

infor- residuals, on lag model, | lag model,

mation Euclidian residuals, | Euclidian network

criterion distance network distance distance

weights distance weights weights
matrix weights matrix matrix
matrix

Baseline ase 1.625 | 0.58 10297 0.24 0.16 0.5892 0.8262 0.00
| =2.0 2.0 0.57 10606 0.26 0.19 0.0006 0.0000 0.00
I =10 0.602 | 0.59 10056 0.24 0.16 0.2422 0.0000 0.00
I =15 1.055 | 0.59 10116 0.24 0.16 0.0003 0.0003 0.00
I =25 2.280 | 0.58 10429 0.24 0.16 0.0968 0.0538 0.00
I =3.0 2.988 | 0.57 10675 0.24 0.16 0.0174 0.0439 0.00
I =4.0 2.988 | 0.54 11439 0.24 0.16 0.7781 0.0026 0.00
Exponential
interaction function
MO Q1=
0.001 3.586 | 0.53 11763 0.25 0.18 0.0456 0.2209 0.00
Exponential
interaction function;
MO Q f =
0.0001 0.383 | 0.59 10019 0.23 0.16 0.0000 0.0000 0.00
Exponential
interaction function;
MO Q1=
0.002 3.717 | 0.37 15193 0.38 0.31 0.0636 0.0000 0.07
Zonal self
interactionturned
on 1.578 | 0.58 10257 0.24 0.17 0.3369 0.4862 0.00
Waterfront factor
1.0 1.574 | 0.57 10724 0.27 0.18 0.2265 0.1260 0.00
Waterfront factor
2.0 1.695 | 0.58 10302 0.24 0.16 0.3434 0.1569 0.00
Waterfront factor
3.0 1.844 | 0.56 10864 0.25 0.17 0.9156 0.0091 0.00
Constant impedance
penaltyl m 2.593 | 0.56 10691 0.25 0.17 0.0021 0.0000 0.00
Constant impedance
penalty5000 m 0.800 | 0.59 10053 0.24 0.16 0.7864 0.4622 0.00

Table4. Sensitivity tests for the preferential activitpdel, with different parameter variations compared to the baseline

case.
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Supplemental material CMaps

Introduction
This document contains detailed maps with local weightsife 4), baseline results for the different

activity model versions, that are presented in the main papeufes to Figure7), as well as empirical
values (igure 8) spatial figure 9) and nonspatial errorsKigure 10). All local weights, model values and
empirical values have been normalised with regard to zone areagdie 11 we show a closelp of

the city centre to illustrate the zonal representation.
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Figure 7. The preferential model, which is an elaboration of the eigenvector model, and therefore pédttencompared
to empirics.
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