Parametric Effects in Circuit Quantum Electrodynamics (Review Article)

Downloaded from: https://research.chalmers.se, 2019-11-18 12:06 UTC

Citation for the original published paper (version of record):
Parametric Effects in Circuit Quantum Electrodynamics (Review Article)
Low Temperature Physics, 45(08): 995-1017
http://dx.doi.org/10.1063/1.5116533

N.B. When citing this work, cite the original published paper.
Parametric Effects in Circuit Quantum Electrodynamics (Review Article)

Waltraut Wustmann$^1$ and Vitaly Shumeiko$^2$

$^1$Laboratory for Physical Sciences, College Park, MD 20740, USA
$^2$Department of Microtechnology and Nanoscience, Chalmers University of Technology, 41296 Göteborg, Sweden

We review recent advances in the research on quantum parametric phenomena in superconducting circuits with Josephson junctions. We discuss physical processes in parametrically driven tunable cavity and outline theoretical foundations for their description. Amplification and frequency conversion are discussed in detail for degenerate and non-degenerate parametric resonance, including quantum noise squeezing and photon entanglement. Experimental advances in this area played decisive role in successful development of quantum limited parametric amplifiers for superconducting quantum information technology. We also discuss nonlinear down-conversion processes and experiments on self-sustained parametric and subharmonic oscillations.
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I. INTRODUCTION

In his leadership role as a director of large research institution B.I. Verkin gave preference to new practical developments, but at the same time he paid great attention to fundamental research. This fruitful combination of the fundamental and applied well describes the subject of this article. Here we review the progress in the research on quantum parametric phenomena in superconducting electrical circuits. This research is the part of recently emerging and rapidly growing field of circuit quantum electrodynamics (c-QED) - a quantum information technology based on superconducting Josephson junctions. A typical experimental c-QED device, see e.g.$^{1,2}$, contains a network of nonlinear oscillators - Josephson junctions, and linear oscillators - high quality superconducting resonators. The network operates in the quantum regime at frequencies of few GHz and temperature of tens milliKelvin. For the reviews on the Josephson junction based quantum bits and c-QED see Refs.$^3$–$^8$ and references therein.

Recent interest to quantum parametric effects in a microwave domain was motivated by practical need to amplify extremely weak, of single-photon intensity, microwave signals carrying an information about qubit states. Required noise performance of amplifiers is therefore demanding, it must be close to the limit imposed by the Heisenberg uncertainty principle. During last decade a great effort was made to develop quantum limited parametric amplifiers$^{9–21}$. Success of this work was an important step in advancing research on superconducting qubits and development of c-QED technology.

The most of known natural and engineered parametric phenomena in mechanics, hydrodynamics, plasma physics, etc., occur under classical physics conditions. In the c-QED, similar to the quantum optics, quantum properties of electromagnetic field - the photon statistics and correlations - come to the first place. Due to the new parameter regimes available in the quantum microwave optics due to strongly nonlinear properties of the Josephson junctions, a number of phenomena, in principle known in theory, become available in the experiment. Notable examples are an ultrastrong light-matter interaction$^{22–24}$, dynamical Casimir effect$^{25}$, multiphoton quantum cat states$^{26,27}$.

In this article we review some theoretical results and experimental observations on parametric effects in tunable superconducting resonators. Superconducting resonators, being essentially linear electromagnetic devices acquire nonlinear property due to the coupling to the Josephson junctions. Nonlinear resonators were employed for parametric amplification, frequency conversion, demonstration of noise squeezing and photon entanglement. A tunable cavity belongs to this family of resonators. Here a dc SQUID is attached to the resonator, which allows controlling the frequency of the resonator by varying the magnetic flux through the SQUID$^{28,29}$. Rapid temporal modulation of the magnetic flux allows one to achieve the amplification effect$^{15}$, and excite the parametric resonant oscillation$^{30}$. The method of the flux pumping in tunable cavity can be compared to the optomechanics, where motion of mirrors of optical resonators produces the parametric effect$^{31}$. Spectacular manifestation of this effect is the dynamical Casimir effect (DCE) - the quantum effect of creation of photons from the vacuum by moving mirrors$^{32}$. Analogy between the DCE and parametric effect in tunable cavity led to prediction$^{33,34}$ and observation$^{25}$ of the DCE with flux pumped SQUID.

Alternative method of parametric excitation, the current pumping was used in several of cited experiments. With this method, which is similar to the nonlinear optics, a strong signal, current pump, is injected into the resonator to stimulate nonlinear intermode interaction.

The physics of the tunable cavity is at the border of two physics areas - nonlinear mechanics and nonlinear optics. Dynamics of the field of the cavity modes constitutes the mechanical aspect, which makes relevant all the accumulated knowledge about parametric resonance in nonlinear classical oscillators$^{35–37}$. On the other hand, inelastic scattering of quantum electromagnetic field by parametrically driven cavity is the optical aspect, that includes the amplification effect, frequency conversion,
and generation of a nonclassical microwave field.

The paper has the following structure. In Sec. II we describe a theoretical model of the tunable cavity, which is based on the method of quantum Langevin equation, and introduce the resonance approximation to describe the non-degenerate and degenerate parametric resonance. In Sec. III we describe the cavity linear and nonlinear response in the regime of amplification and frequency conversion, and then, in Sec. IV, proceed to the discussion of self-sustained parametric and subharmonic oscillations. In Sec. V we turn to the quantum properties of microwave field generated by tunable cavity, we discuss the quantum squeezing and entanglement, and analyze the efficiency of signal amplification in the terms of the signal to noise ratio.

II. DESCRIPTION OF THE DEVICE

Tunable cavity is a λ/4 superconducting resonator, made with a segment of a coplanar waveguide, which is galvanically connected to a dc SQUID at one end, and to a transmission line at the other end, see Fig. 1. The plasma frequency of the SQUID is much larger than the resonator frequency thus the former acts as a tunable nonlinear inductance. The presence of the SQUID makes the eigenfrequency spectrum of the resonator non-equidistant and also introduces a nonlinearity. Typical device operates in a quantum regime at frequencies ω from few to tens GHz, at temperature T ~ 20 mK, has large quality factor, Q ~ 10⁴, dominated by external losses, and small nonlinearity, the Kerr coefficient ∼ 10⁻⁵ω.

![FIG. 1. Micrographs of a typical tunable resonator: (a) full chip (5x7 mm) with the flux line at the top, and the input/output port with the coupling capacitor at the bottom; (b) SQUID together with the inductive coupling between the flux line and the SQUID loop; (c) Coupling capacitor. (Adopted from Ref. 29, courtesy of A. Bengtsson.)](image)

A spatial profile of the field in the resonator is illustrated in Fig. 2. The magnitude of the field at the resonator end connected to the SQUID depends on the SQUID inductance and can be controlled by varying magnetic flux applied to the SQUID. This results in variation of the cavity eigenfrequency spectrum. Rapid temporal modulation of the magnetic flux produces the parametric effect.

![FIG. 2. Sketch of tunable cavity: \(a_n(t)\) is the complex amplitude of \(n\)-th cavity eigenmode, \(b_n(t)\) and \(c_n(t)\) are the input and output field amplitudes, respectively; the cavity eigen frequencies \(\omega_n\) are controlled by magnetic flux \(f(t) = F + \delta f \cos \Omega t\); the plot above the cavity illustrates spatial field distribution of the fundamental mode, \(\phi_0(x, t)\).](image)

Theoretical description of physical processes in tunable cavity is based on the Lagrangian description of electrical circuits. The dynamical variable here is a 1D field, \(\phi(x, t)\), that describes the spatial distribution of the superconducting phase along the cavity. The corresponding Lagrangian has the form,

\[
\mathcal{L} = \left(\frac{\hbar}{2e}\right)^2 \frac{C_0}{2} \int_0^d dx \left(\dot{\phi}^2 - v^2 \phi'^2\right) + 2E_J \cos \frac{f(t)}{2} \cos \phi(d),
\]

and contains two parts, the cavity part represented by the integral term, and the SQUID inductance part (small SQUID capacitance plays a minor role and is omitted here). In this equation, \(v = 1/\sqrt{C_0L_0}\) is the electromagnetic wave velocity, \(C_0\) and \(L_0\) are the cavity specific capacitance and inductance, respectively, \(E_J\) is the Josephson energy of a single junction, and \(f = F + \delta f(t)\) is the magnetic flux threading the SQUID (in units of \(\hbar/2e\)); it consists of a constant bias, \(F\), and a temporal flux modulation, \(\delta f(t) \ll 1\).

Variation over variables \(\phi(x, t), \phi(d, t),\) and \(\phi(0, t)\) yields the linear wave equation, \(\ddot{\phi}(x, t) - v^2 \phi''(x, t) = 0\), and a nonlinear boundary condition, \(\gamma \dot{\phi}(d, t) + \sin \phi(d, t) = 0\), where \(\gamma = \frac{E_{L, cav}}{2E_J \cos(F/2)} \ll 1\) is a participation ratio of the SQUID vs cavity inducances. The second boundary condition, \(\phi'(0) = 0\), defines the spatial profiles of the eigen modes, \(\phi(x) \propto \cos kx\). The latter equation together with linearized boundary condition yield the cavity spectral equation,

\[
k_n d \tan k_n d = \frac{1}{\gamma} \gg 1, \quad \omega_n = vk_n.
\]

To derive the cavity quantum Hamiltonian we expand the cavity field over eigenmodes,

\[
\phi(x, t) = \sqrt{\frac{4\pi Z_0}{R_k}} \sum_{n=0}^{\infty} \frac{\cos k_n x}{\sqrt{k_n d}} \left(a_n(t) + a_n^*(t)\right),
\]
where \( a_n(t) \) is the eigenmode complex amplitude, \( Z_0 = \sqrt{\frac{L_0}{C_0}} \) is the cavity impedance, and \( R_k = h/2e^2 \) is the quantum resistance, substitute this expansion into the Lagrangian, and after some algebra arrive at the classical Hamiltonian\(^{39}\),

\[
H = \sum_n \hbar \omega_n a_n^* a_n + V[\phi],
\]

\[
V[\phi] = -2E_f \left( \cos \left( \frac{f(t)}{2} \right) \cos \phi(d,t) + \cos \frac{F \phi^2(d,t)}{2} \right) \quad (4)
\]

Quantum version of this Hamiltonian is obtained by imposing the bosonic commutation relations on the mode amplitudes, \([a_n(t), a_m^*(t)] = \delta_{nm}\).

\section{Langevin equation}

Equation (3) describes the dynamics of the closed cavity disconnected from the environment. Capacitive coupling of the cavity to the transmission line allows one to probe the cavity internal state and also to explore the cavity response to driving electromagnetic signals. At the same time, this exposes the cavity to an environmental noise that leads to cavity damping.

A suitable way to describe the dynamics of open cavity is to formulate the Langevin equation for the mode Heisenberg operators\(^{43}\), which has the form in the present case\(^{39}\),

\[
i \dot{a}_n - \omega_n a_n - \frac{1}{\hbar} [a_n, V[\phi(d)]] + i \Gamma_n a_n = \sqrt{2 \Gamma_{n0}} b(t) \quad (5)
\]

Here \( b(t) \) refers to incidental external field expressed through environmental electromagnetic modes, \( a_k(t) \),\(^{44,45}\)

\[
b(t) = \sqrt{\frac{v}{2\pi}} \int_0^\infty dk \ a_k(t_0) e^{-i\omega_k(t-t_0)},
\]

that may also include the probing tones. The operators \( b(t) \) satisfy the commutation relation, \([b(t), b'(t')] = \delta(t-t')\).

\[
\Gamma_{n0} = \omega_n \left( \frac{C_n}{C_0} \right)^2 k_n d, \quad (7)
\]

quantifies external losses due to coupling to the transmission line through capacitance \( C_n \). \( \Gamma_n \) in Eq. (5) refers to the total losses, which include both external and internal losses. In what follows we will neglect the latter and suppress index 0 in \( \Gamma_{n0} \).

Full description of the open cavity is completed with an equation for output field quantified with operator \( c_n(t) \). This equation has the form of an input-output relation\(^{44}\),

\[
c_n(t) = b(t) - i \sqrt{2 \Gamma_{n0}} a_n(t). \quad (8)
\]

\section{Resonance approximation}

To study complex nonlinear equations like Eq. (5) one needs to resort to some simplifying assumptions. A usual assumption refers to small value of the field amplitude \( \phi(d,t) \ll 1 \). This allows for series expansion of the cosine function in Eq. (4), and keeping the lowest relevant nonlinear terms. Another simplified assumption concerns small amplitude of the flux modulation, \( \delta f(t) \ll 1 \). Under this assumption one may linearize the potential \( V \) in Eq. (4) with respect to \( \delta f(t) \).

These simplifications, however, are not sufficient because of the presence of resonances. The resonance, i.e. coincidence of driving frequency with some combination of system internal frequencies, strongly affects the system dynamics, which cannot be treated with simple perturbative methods\(^{35,36}\). Even small nonlinearity and weak parametric drive produce a deviation from the linear behaviour, which is slow on the time scale of the linear oscillation and is large in amplitude. Formulation of equations describing such a secular resonant dynamics is the subject of the resonance approximation.

\subsection{Nondegenerate parametric resonance}

Particular simplification of general Langevin equation (5) depends on the resonance under consideration. We start with the situation when magnetic flux is harmonically modulated with frequency close to the sum of two cavity modes, \( \delta f(t) = \delta f \cos \Omega t, \ \Omega = \omega_n + \omega_m + 2\delta \), where \( \delta \ll \omega_n \) is a small detuning from exact resonance. In the lowest order such a modulation drives the frequencies of both modes leading to non-degenerate parametric resonance. One has to note that the excitation of only two selected cavity modes essentially relies on the non-equidistance of the cavity spectrum, which must exceed the mode bandwidth.

The resonance dynamics is commonly described in the rotating frame, \( a_n(t) \rightarrow e^{-i(\omega_n+\delta)t}a_n(t) \), taking advantage of slow time variation of the Heisenberg operators in this frame. Averaging Eq. (3) over fast rotations, we arrive at the Hamiltonian describing cavity resonant dynamics\(^{46}\),

\[
H = - \sum_{j=n,m} \left[ \hbar \delta a_j^* a_j + \frac{\hbar \alpha}{2} \left( a_j^* a_j \right)^2 \right]
\]

\[
- 2 \hbar \alpha a_n a_m + \hbar \epsilon \left( a_n a_m + a_n^* a_m^* \right) \quad (9)
\]

Here we have retained the lowest order terms in the expansion of \( \cos \phi \) in the Josephson potential in Eq. (4): the quadratic term in the part containing flux modulation, and the quartic terms in the static part. The former one parametrically couples the modes with the strength,

\[
\hbar \epsilon \epsilon = \frac{\delta f}{2} E_f \sin \frac{F}{2} s_n s_m, \quad s_j = \sqrt{\frac{4\pi Z_0}{R_k}} \left( \frac{\cos k_j d}{\sqrt{k_j d}} \right),
\]

(10)
while the latter ones describe the self-Kerr effect and the cross Kerr effect quantified with respective coefficients, 

$$h\alpha_j = E_j \cos \frac{F}{2} s_j \alpha_{nm} = \sqrt{\alpha_n \alpha_m},$$  

(11)

(in Eq. (9) we skipped small corrections, $\propto \alpha_j$, to detuning $\delta$).

Hamiltonian (9) is equivalent to the one for two nonlinear oscillators with parametrically driven coupling. It can be equivalently written in terms of quadratures (coordinate and momentum), $q_n = (a_n + a_n^\dagger)/\sqrt{2}$ and $p_n = -i(a_n - a_n^\dagger)/\sqrt{2}$, 

$$H/h = -\sum_{n,m} \left[ \frac{\delta}{2} (q_n^2 + p_n^2) + \frac{\alpha_j}{8} (q_j^2 + p_j^2)^2 \right]$$  

(12)

$$-\frac{\alpha_{nm}}{2} (q_n^2 + p_n^2)(q_m^2 + p_m^2) - \epsilon_{nm}(q_n q_m - p_n p_m).$$

The corresponding Langevin equations consist of two coupled equations,

$$i\dot{a}_n + \left[ \delta + i\Gamma_n + \alpha_n(a_n^\dagger a_n) + 2\alpha_{nm}(a_n^\dagger a_m) \right] a_n + \epsilon_{nm} a_m^\dagger = \sqrt{2\Gamma_n} b_n(t),$$  

(13)

with the input fields, $b_n(t)$, being written in the respective rotating frames. The input-output relations in Eq. (8) retain their form in the rotating frame.

The resonance approximation relies on the separation of the frequency of time variation of amplitude $a_n(t)$ from the mode frequencies. This implies that all the coefficients in Eq. (13) respect the constraint,

$$\delta, \alpha_j, \Gamma_j, \epsilon_{nm} \ll \omega_n - \omega_m \sim \omega_j.$$  

(14)

It is worth to mention that small values of the Kerr coefficients and the pumping coefficients rely on small values of parameters $s_j$ in Eq. (10), which are provided by the small value of factors, $\cos k_d \sim \gamma < 1$, in addition to the small ratio, $Z_0/R_k \ll 1$.

2. Degenerate parametric resonance

There is a special, degenerate form of the parametric resonance, when only one mode is excited. In this case, $\omega_n = \omega_m$ and the flux is modulated with frequency close to twice the mode frequency, $\Omega = 2\omega_n + 2\delta$. This regime of the modulation of mode frequency is mostly studied in literature. The Hamiltonian (3) reduces in this regime to the form,

$$H = -\hbar \delta a_n^\dagger a_n - \frac{\hbar \alpha_n(a_n^\dagger a_n)^2}{2} - \frac{\hbar \epsilon_n}{2} (a_n^2 + a_n^4).$$  

(15)

In terms of quadratures, this Hamiltonian is equivalent to the one of parametrically driven Duffing oscillator,

$$H/h = -\frac{\delta}{2} (q_n^2 + p_n^2) - \frac{\alpha_n}{8} (q_n^2 + p_n^2)^2 - \epsilon_n (q_n^2 - p_n^2).$$  

(16)

The Langevin equations reduce to a single equation,

$$i\dot{a}_n + \left[ \delta + i\Gamma_n + \alpha_n(a_n^\dagger a_n) \right] a_n + \epsilon_n a_n^\dagger = \sqrt{2\Gamma_n} b_n(t).$$  

(17)

C. More complex configurations

In recent experiments more complex cavity configurations were explored: $\lambda/4$ cavity connected to several SQUIDs, cavities containing SQUID arrays, several cavities connected by Josephson junction network. In Fig. 3 we present elementary structures with two tunable cavities. Connection of two cavities to a common SQUID (panel (a)) allows one to parametrically excite spatially separated modes in different cavities; connection of two tunable cavities as shown in panel (b) allows one to observe a parametric interference effect produced by two pumps. Consider performance of the latter device in more detail.

Repeating the derivation of previous sections, one arrives at equations similar to Eq. (13), where the Kerr and pumping coefficients consist of the sum of contributions from left and right SQUIDs. Assume identical cavities, SQUIDs, and equal modulation amplitudes and frequencies, but allow some phase shift between the pumps, $\delta f \rightarrow \delta f^{R,L} = \delta f e^{\pm i\theta/2}$. Then pumping coefficient, Eq. (10) will have the form,

$$\hbar \epsilon_{nm} = \frac{\delta f}{2} E_j \sin \frac{F}{2} \left( e^{i\theta/2} s_n^{R,R} s_m + e^{-i\theta/2} s_n^{L,L} s_m \right).$$  

(18)

The $s$-coefficients are proportional to the values of the field at the cavity edges, $s_n^{R,L} \propto \phi(\pm d)$. From the symmetry of the field distribution (even or odd with respect to the origin) it follows that $s_n^{R}$ and $s_n^{L}$ are equal for the fundamental mode and all even modes, $n = 2k$, while they have opposite signs for odd modes, $n = 2k + 1$. Therefore the equation in brackets has the form,

$$(\ldots) = s_n^{R} s_m^{L} \left( e^{i\theta/2} + (-1)^{n+m} e^{-i\theta/2} \right),$$  

(19)

and exhibits a parity effect: constructive or destructive interference effect depending on the mode parity. For the degenerate resonance, $n = m$, and for the same-parity modes under the non-degenerate resonance, the pumping effect is maximum when the pumps act in phase. On the other hand, for modes with different parity the effect of the pumps is maximum when the pumps are out of phase.
It is instructive to compare this effect with the DCE\textsuperscript{32} in a $\lambda/2$ cavity moving in real space with boundary conditions $\phi(d) = \phi(-d) = 0$, Fig. 4. Similar mapping on the cavity with moving mirrors was discussed in\textsuperscript{33,34}. The case of in-phase modulation, $\delta f^R(t) = \delta f^L(t)$, corresponds to an antisymmetric shift of the cavity boundaries yielding change of the cavity length (breathing), as shown in panel (a). The out-of-phase modulation, $\delta f^R(t) = -\delta f^L(t)$, is equivalent to symmetric shift of the cavity boundaries (shaking) leaving the length unchanged as shown in panel (b). This gives natural explanation to the parametric effect in the case of excitation of individual modes and modes with equal parity. However, the fact that the parametric effect persists (for modes with different parity) when the cavity length hence eigenfrequencies do not change is surprising. This situation is analogous to the DCE with a single moving mirror\textsuperscript{35}. Moreover the DCE was predicted to exist in the shaking mode of $\lambda/2$ cavity and exhibit a similar parity effect\textsuperscript{36}.

![FIG. 4. Illustration of variation of field in the tunable cavity in terms of equivalent cavity with boundary condition $\phi(d') = 0$. Blue continuous lines show static spatial profile of fundamental mode in two strongly coupled tunable cavities (depicted in Fig. 3(b)), blue dashed lines – the field in the equivalent cavity. Brown lines refer to the field under modulated boundary conditions. (a) In-phase modulation of the SQUID fluxes, $f^R(t) = f^L(t)$, is equivalent to changing length of equivalent cavity (breathing mode). (b) Out-of-phase modulation of flux, $f^R(t) = -f^L(t)$, does not change the length of equivalent cavity although changes the boundary positions (shaking mode).](Image)

D. High order resonances

The parametric resonance considered so far is the simplest and best studied resonance effect in parametrically driven systems. It is associated with temporal modulation of the system resonance frequencies. However, modulation of flux through the SQUID affects not just the cavity frequencies but all high order nonlinearities of the Josephson potential (4), $\propto \phi^N, N > 2$. Parametric modulation of the nonlinearity coefficients gives rise to a wide class of new resonance effects that are observed in the tunable cavity and will be discussed in Sec. IV C.

III. CAVITY RESPONSE

In this section we discuss the response of parametrically pumped cavity to harmonic probe signals. A parametric amplification is the property of the Josephson circuits\textsuperscript{54} that attracted primary attention of the c-QED community, both experimentally and theoretically. The experimental work is almost exclusively done in a linear amplification regime\textsuperscript{55–20,48}, see also review\textsuperscript{55}, and a comprehensive quantum theory of linear amplification\textsuperscript{56} was extended to the microwave domain\textsuperscript{57}. We will start with the linear amplification theory in the context of the tunable cavity. This theory applies to both the classical and quantum regimes under the degenerate and non-degenerate resonance conditions. It is interesting to mention that most of the observations made in the quantum theory of linear amplifiers\textsuperscript{56} can be found already in the classical theory, such as an emergence of idlers, amplification and de-amplification (squeezing) of quadratures, relations between gains, etc. Then we proceed to the nonlinear amplification, the regime particularly relevant in the vicinity of a parametric instability threshold, where already a single photon input may generate a strong classical field within the cavity. In Sec. III D we discuss amplification of a weak signal in presence of a strong field in the cavity, which is important for the discussion of quantum noise in Sec. V. Here a novel feature of four-mode squeezing appears under the non–degenerate resonance. We conclude our discussion of the cavity response with studying a parametric frequency conversion.

A. Linear amplification

![FIG. 5. Mode structure of amplified output field for a detuned input signal (S), for (a) the two-mode amplification of (a) non-degenerate parametric resonance and (b) degenerate parametric resonance, and for (c) the four-mode amplification. Black color indicates cavity resonances, red color marks parametrically coupled strong field modes; solid blue lines indicate signal (S) and (primary) idler ($I_1, I_2$) with frequencies, $\omega_{n} + \delta + \Delta$ and $\omega_{m} + \delta - \Delta$; dashed blue lines indicate secondary idlers ($I_{2,3}$) with frequencies, $\omega_{n} + \delta - \Delta$ and $\omega_{m} + \delta + \Delta$.](Image)

Consider the Langevin equation for nondegenerate resonance...
onance, Eq. (13), and assume an incoming harmonic mode slightly detuned from rotating frame, $b_n(t) = b_n(\Delta)e^{-i\Delta t}$, (in laboratory frame this mode has frequency $\omega = \omega_n + \delta + \Delta$). It will generate a field inside the cavity with the same frequency, $a_n(t) = a_n(\Delta)e^{-i\Delta t}$. However, because of the structure of equations in Eq. (13), which connect this mode to the conjugated mode, $a_m^\dagger(t)$, a field component, $a_m(t) = a_m(-\Delta)e^{i\Delta t}$, will also appear inside the cavity, with frequency $\omega = \omega_m + \delta - \Delta$ in the laboratory frame, see Fig. 5(a). This pair of modes,

$$a(t) = a_n(\Delta)e^{-i\Delta t} + a_m(-\Delta)e^{i\Delta t},$$

(20)

will generate a similar mode pair in the output field, which are called signal and idler. The same mode pair would be generated by an incoming mode $b_m(t) = b_m(-\Delta)e^{i\Delta t}$.

For sufficiently weak inputs, the Kerr terms in Eq. (13) can be neglected, and the equations become linear. Solving them we derive, with help of Eq. (8), the linearized input-output relation,

$$c_n(\Delta) = u_n(\Delta)b_n(\Delta) + v_n(\Delta)b_m^\dagger(-\Delta),$$

(21)

and similar for $c_m(\Delta)$. The coefficients in these relations have explicit form,

$$u_n(\Delta) = \frac{(\delta + \Delta - i\Gamma_n)(\delta - \Delta - i\Gamma_m) - \epsilon_{nm}^2}{(\delta + \Delta + i\Gamma_n)(\delta - \Delta - i\Gamma_m) - \epsilon_{nm}^2},$$

(22)

$$v_n(\Delta) = \frac{2\epsilon_{nm}\sqrt{\Gamma_n}\sqrt{\Gamma_m}}{(\delta + \Delta + i\Gamma_n)(\delta - \Delta - i\Gamma_m) - \epsilon_{nm}^2}.$$

(23)

According to Eq. (21), creation and annihilation operators are mixed in the output field, which is similar to the Bogoliubov transformation (BT) in the theory of superfluidity and superconductivity. The Bogoliubov coefficients in Eqs. (22)-(23) satisfy important relations,

$$|u_n(\Delta)|^2 - |v_n(\Delta)|^2 = 1,$$

$$u_n(\Delta)v_m(-\Delta) - v_n(\Delta)u_m(-\Delta) = 0,$$

$$v_n(\Delta) = -v_m^*(-\Delta).$$

(24)

According to the first of these relations one can parametrize,

$$|u_n(\Delta)| = \cosh r_n(\Delta), \quad |v_n(\Delta)| = \sinh r_n(\Delta),$$

(25)

with the squeezing parameter $r_n(\Delta)$. The squeezing parameters of coupled modes are related, $r_m(\Delta) = r_n(-\Delta)$. Furthermore, in the quantum regime, these relations provide preservation of the bosonic commutation relations\(^6\); if the Fourier harmonics of the input operators obey relations $[b_n(\Delta), b_m^\dagger(\Delta')] = \delta_{nm}\delta(\Delta - \Delta')$, the same is true for the output operators, $[c_n(\Delta), c_m^\dagger(\Delta')] = \delta_{nm}\delta(\Delta - \Delta')$.

The amplification effect is quantified with the signal gain, $G_{nn}(\Delta) = \langle c_n^\dagger(\Delta)c_n(\Delta)\rangle/(b_n^\dagger(\Delta)b_n(\Delta))$, i.e. the ratio of the output vs input average photon numbers, and the idler gain (or cross gain), $G_{nm}(\Delta) = \langle c_m^\dagger(\Delta)c_m(-\Delta)\rangle/(b_m^\dagger(\Delta)b_m(\Delta))$. The gains are fully characterized with the squeezing parameter,

$$G_{nn}(\Delta) = \cosh^2 r_n(\Delta), \quad G_{nm}(\Delta) = \sinh^2 r_n(\Delta)$$

(26)

and satisfy relations,

$$G_{nn}(\Delta) = 1 + G_{nm}(\Delta)$$

(27)

$$G_{nm}(\Delta) = G_n(-\Delta), \quad G_{nn}(\Delta) = G_{nn}(-\Delta).$$

Relations Eqs. (21)-(27) remain formally valid for the degenerate resonance under assumption $m = n$. However, there is a difference, the signal and idlers are tightly spaced within the mode bandwidth, see Fig. 5(b), which has physical implications for quadrature squeezing.

To get better insight in the amplification property of the parametrically driven cavity let us examine Eq. (23) for the degenerate case and on-resonance input, $\Delta = 0$,

$$|v_n(0)| = \frac{2\epsilon_n\Gamma_n}{\delta^2 + \Gamma_n^2 - \epsilon_n^2}.$$ 

(28)

This quantity defines the gains and resembles the response of a damped linear oscillator driven by a force detuned by $\delta$, see Fig. 6. However there is an important difference: Eq. (28) refers to the output field rather than intrinsic field of the oscillator - the former always equals unity in case of non-parametrically driven oscillator (in absence of internal losses). While keeping a Lorentzian shape, the magnitude of the response (28) grows with growing pumping strength, and the width of the resonance decreases; this can be interpreted as an effective reduction of damping by parametric pumping. The full compensation of damping occurs at $\epsilon_n^2 = \Gamma_n^2 + \delta^2$, and indicates the development of parametric instability, which is known in mechanics as the parametric resonance, when the cavity intrinsic field grows without limit. Stabilization of this growth requires inclusion of the Kerr effect.

$$|v_n(0)|^2$$

\[
\begin{array}{c|c}
\delta/\Gamma_n & |v_n(0)|^2 \\
\hline
-2 & 10^{-4} \\
-1 & 10^{-2} \\
0 & 1 \\
1 & 0 \\
2 & 10 \\
\end{array}
\]

FIG. 6. Linear amplification of undetuned input signal, $\Delta = 0$, for degenerate parametric amplifier: idler gain, $G_i^+ (0) = |v_n(0)|^2$, vs pump detuning $\delta$, for increasing pump strengths, $\epsilon_n/\Gamma_n = 0.4, 0.7, 0.99$ (from bottom to top).

**B. Squeezing and phase sensitive amplification**

The gain quantifies the absolute value of the output field. However, parametric amplification exhibits a non-trivial behavior of output quadratures, $q^2 = (c + c^\dagger)/\sqrt{2}$
and $p^c = -i(e - c^d)/\sqrt{2}$, namely amplification of certain quadratures and deamplification (squeezing) of other quadratures (for electric oscillators the quadratures correspond to voltage and current variables directly measured in experiment). To see this we gauge out phase factors from the $uv$-coefficients in Eq. (24), and include them into new bosonic operators, giving the new BT for these operators,

$$\hat{c}_n(\Delta) = \cosh r_n(\Delta) \hat{b}_n(\Delta) + \sinh r_n(\Delta) \hat{b}^\dagger_m(-\Delta),$$

and similar for $\hat{c}_m(-\Delta)$. The corresponding quadratures are,

$$\hat{q}_n^c(\Delta) = \cosh r_n(\Delta) \hat{q}_n^b(\Delta) + \sinh r_n(\Delta) \hat{q}_m^b(-\Delta),$$
$$\hat{p}_n^c(\Delta) = \cosh r_n(\Delta) \hat{p}_n^b(\Delta) - \sinh r_n(\Delta) \hat{p}_m^b(-\Delta).$$

Now we consider collective quadratures, $q_{\pm}(\Delta) = \langle q_n(\Delta) \pm q_m(\Delta) \rangle / \sqrt{2}$, and similar for $p_{\pm}(\Delta)$. Then for these collective quadratures we get,

$$\hat{q}_{\pm}^c(\Delta) = e^{\mp r_n(\Delta)} \hat{q}_{\pm}^b(\Delta),$$
$$\hat{p}_{\pm}^c(\Delta) = e^{\mp r_n(\Delta)} \hat{p}_{\pm}^b(\Delta)$$

i.e. quadratures $\hat{q}_+(\Delta)$ and $\hat{q}_-(\Delta)$ are amplified while quadratures $\hat{p}_+(\Delta)$ and $\hat{p}_-(\Delta)$ are squeezed.

Applying the result in Eq. (31) to on-resonance input under the degenerate resonance, where $q_-(0) = p_-(0) = 0$, we find that the amplification (squeezing) of $\hat{q}_+ \propto q_n$ ($\hat{p}_+ \propto p_n$) refers to the signal quadratures themselves. The direction of squeezing is defined by the phases of the Bogoliubov coefficients.

As it was already mentioned before, the properties of linear amplification apply to both quantum and classical fields. In the latter case we assume an input tone to be a coherent state that has non-vanishing average, $B_n = \langle b_n \rangle = |B_n| e^{i\theta_B} \neq 0$, where phase $\theta_B$ is referenced to the pump. This input will generate a classical intracavity field, $A_n = \langle a_n \rangle$, as well as a classical output field, $C_n = \langle c_n \rangle$, and BT can be directly formulated in terms of the classical fields. In the classical regime, a new aspect comes to attention - the effect of the phase of the input on the squeezing direction. In Fig. 7 this behaviour can be seen in the purple ellipse illustrating the dependence of the output amplitude $C_n$ on the input phase $\theta_B$. Another novel aspect is the input-phase dependence of the gain for on-resonance input under degenerate resonance - phase sensitive amplification. Indeed, the BT in this case involves the input field and its complex conjugate, thus the gain includes an interference term,

$$G_n(0) = \langle u_n(0) e^{i\theta_B} + v_n(0) e^{-i\theta_B} \rangle|B_n(0)|,$$
$$G_n(0) = e^{-2r_n(0)} + 2 \sinh 2r_n(0) \cos^2(\theta_B + \eta),$$

where $\eta = (1/2)\arg(u_n(0)v_n^*(0))$.

### C. Nonlinear amplification

With increasing input power the intracavity field becomes so strong that the Kerr effect can no longer be neglected. The same is true even for weak inputs at large pumping intensity close to the instability threshold. In this regime the Kerr effect leads to an appreciable shift of the resonance frequency, $\alpha_j|A_j|^2 \gtrsim \sqrt{\epsilon_{nm}^2 - \Gamma_n \Gamma_m}$.

For classical inputs under non-degenerate resonance the linear response theory can be straightforwardly generalized to the nonlinear case. To this end we replace in the Langevin equations, Eq. (13), the field operators $a_j$ with classical amplitudes $A_j$, and $\hat{a}_j^\dagger \hat{a}_j$ with $|A_j|^2$ in Kerr terms. Repeating the derivation we arrive at the same BT as in Eqs. (21) - (23), but with the pump detuning $\delta$ being replaced with

$$\delta \rightarrow \zeta_n = \delta + \alpha_n|A_n|^2 + 2\alpha_{nm}|A_m|^2.$$

These generalized BT equations, however, do not provide explicit solution to the problem since they contain...
intracavity amplitudes, \( A_n \), that are to be found self-consistently,

\[
(\Delta + \zeta_n + i\Gamma_n)A_n(\Delta) + \epsilon_{nm} A^*_m(\Delta) = \sqrt{2\Gamma_n} B_n(\Delta).
\]

(34)

In spite of this complication the Bogoliubov coefficients turn out to still obey Eq. (24), hence the nonlinear gains obey the same relations as given by Eq. (27)\(^{16}\).

The nonlinear gain as function of pump detuning is illustrated in Fig. 8 for on-resonance input, \( \Delta = 0 \). This gain resembles the response of a nonlinear Duffing oscillator, where the maximum value is shifted from \( \delta = 0 \) due to the Kerr effect and grows with increasing pump strength. Similar to the Duffing oscillator, a bistability region exists at red detuning, which appears at increasingly small input level and occupies larger \( \delta \)-interval when the pump strength increases. In addition, the resonance width becomes vanishingly small, due to effective reduction of damping. This behavior is a precursor of the transition to the regime of self-sustained parametric oscillation discussed in the next Sec. IV. One can compute the maximum gain value achieved at the instability threshold, \( \epsilon_{nm} = \sqrt{\Gamma_n \Gamma_m} \), at \( \delta = 0 \)^{16},

\[
G_{mn}(0) \approx G_{nm}(0) = \frac{2|A_n|^2 \Gamma_n}{|B_n|^2} \gg 1,
\]

(35)

where the intracavity field is given by equation,

\[
|A_n|^6 = \frac{2}{(1 - \Gamma_n / \Gamma_m)^2} \frac{\left( \Gamma_n / \alpha_n \right)^2 |B_n|^2 \Gamma_n}{\Gamma_n}.
\]

(36)

It follows from these equations that the maximum nonlinear gain has a non-analytic dependence on the input power, \( G_{mn}(0) \sim 1/|B_n|^{2/3} \), and diverges at small power. Furthermore, its value is controlled by the parameter \( \Gamma_n / \alpha_n \), which also means that this parameter constrains the squeezing parameter \( \epsilon_n(0) \) by virtue of Eq. (25), and therefore defines the maximum level of squeezing.

In the case of degenerate parametric resonance, a generalization of Eqs. (21) - (23) to the nonlinear regime does not apply for detuned inputs. The reason is that the signal and idler frequencies lie close to each other within the mode bandwidth, see Fig. 5, and their interference makes the Kerr term time dependent. This implies that the nonlinear amplification of detuned signals is nonstationary. This difficulty does not exist for on-resonance input, where the stationary nonlinear BT equations are valid, and the response is similar to the one depicted in Fig. 8. The dependence of the output power on the input for different pumping strengths is illustrated in Fig. 9. The differential gain at small input power grows without limit when the pumping strength approaches the instability threshold, and it saturates at high inputs. The phase dependence of the nonlinear gain also deviates from the linear behavior\(^{39}\), as is shown in Fig. 7. It is because of the phase dependence of the Kerr frequency shifts, Eq. (33), reflecting anisotropy of the intracavity field amplitude.

\[
\begin{align*}
&\langle \dot{\zeta} + \Delta + i\Gamma \rangle a(\Delta) + i\epsilon a^*(\Delta) = \sqrt{2\Gamma} b(\Delta),
\end{align*}
\]

(37)

where \( \zeta = \delta + 2\alpha|A|^2 \), and \( \epsilon = \epsilon + \alpha A^2 \). This equation is similar to linearized Eq. (13), it has the same two-mode structure combining signal and idler, but the detuning here is Kerr-shifted due to strong field, and the pump intensity is also renormalized. These modifications do not affect the structure of the BT, Eq. (21), and the form of the Bogoliubov coefficients in Eqs. (22)-(23), as long as corresponding modifications, \( \delta \rightarrow \zeta, \epsilon \rightarrow \epsilon \), are included (note that since the effective pump strength is complex the change, \( \epsilon^2 \rightarrow |\epsilon|^2 \), is to be made). Correspondingly, the general properties of parametric amplification, Eqs. (24)-(27), are preserved although the gains become different.

\[
\text{FIG. 9. Output power } |C_n|^2 \text{ vs input power } |B_n|^2, \text{ for the degenerate parametric amplifier with on-resonance input signal, } \Delta = 0, \text{ and } \epsilon_n/\Gamma_n = 0.2, 0.6, 0.8, 1.0 \text{ (from bottom to top); the dotted line refers to the Duffing limit } \epsilon_n = 0. \text{ (} \delta/\Gamma_n = 0.5, \theta_B = \pi/2, \alpha_n/\Gamma_n = 0.01. \text{)}
\]

D. Linear response in presence of strong field

Here we consider amplification of a weak detuned signal in the presence of strong on-resonance field in the cavity. The latter may be generated by an on-resonance input or, if the cavity is pumped above the parametric instability threshold, by parametric oscillation, as discussed later in Sec. IV. The results will be used in Sec. V B to evaluate the quantum noise and signal-to-noise ratio.

1. Degenerate resonance: two-mode amplification

Suppose that a weak detuned signal is applied on top of a strong on-resonance signal, \( B(t) = B + b(\Delta)e^{-i\Delta t} \) (here we suppress the mode index for brevity, and use small letter for weak field since it can refer to classical field as well as quantum mode). The term "weak" refers to the filed whose contribution to the Kerr effect can be neglected. This will generate an intracavity field, \( A(t) = A + a(\Delta)e^{-i\Delta t} \), with \( A \) given by Eq. (34) with \( m = n \) and \( \Delta = 0 \), and with a small correction \( a, \langle a^*a \rangle \ll |A|^2 \) that satisfies a linearized Langevin equation,
The way the effective pumping strength, $\epsilon$, is modified indicates that the strong intracavity field acts as an additional parametric pump - current pump. This mechanism involving a four wave mixing works even in absence of flux pumping, $\epsilon = 0$, as soon as a strong on-resonance signal is injected in the cavity. In fact, it is this mechanism of current pumping that was used in many realizations of quantum limited parametric amplifiers$^{9-14}$.  

2. Non-degenerate resonance: four-mode amplification

Proceeding to the non-degenerate resonance we encounter a completely different situation. A strong applied input to either of the two parametrically coupled modes will generate a strong intracavity field in both modes. As it was found in the previous section, these fields will act as additional parametric pumps that will generate additional idlers for a weak detuned signal$^{46}$. As a result, amplification of a weak signal is generally accompanied by three idlers as depicted in Fig. 5(e).

While input detuning could be included suppose for simplicity an on-resonance strong field being applied to either (or both) of modes $n, m$, and additionally a weak detuned signal is applied. Then a total stationary intracavity field in each mode will contain one strong and two weak components,

$$A_j(t) = A_j + \sum_k a_j(\pm \Delta) e^{\pm i\Delta t}.$$  

The strong components are described with Eq. (34) (setting $\Delta = 0$), and the weak components satisfy the linearized equations,

$$\begin{align*}
\left( \tilde{\eta}_n \pm \Delta + i\Gamma_n \right) a_n(\pm \Delta) + 2\alpha_{nm} A_j a_m(\pm \Delta) \\
\alpha_n A_n^2 a_n^j(\mp \Delta) + \tau_{nm} a_m^j(\mp \Delta) = \sqrt{2\Gamma_n} b_n(\pm \Delta)
\end{align*}$$

and similar for the $m$-th mode. Here the shifted detuning and renormalized pump strength read,

$$\begin{align*}
\tilde{\eta}_n &= \delta + 2\alpha_n |A_n|^2 + 2\alpha_{nm} |A_m|^2 \\
\tau_{nm} &= \epsilon_{nm} + 2\alpha_{nm} A_n A_m.
\end{align*}$$

(38)

As we see from Eq. (38) the strong intracavity fields not only contribute to the pump-induced intermode coupling, $a_n(\Delta) \leftrightarrow a_m(-\Delta)$, but generate intramode coupling, $a_n(\Delta) \leftrightarrow a_n(-\Delta)$, and also generate intermode frequency conversion, $a_n(\Delta) \leftrightarrow a_m(\Delta)$. One can also see that the two latter mechanisms depend entirely on the strong intracavity fields.

Given the four-mode structure of Eq. (38), the BT also acquires the four-mode structure,

$$c_i(\Delta) = U_{ij}(\Delta) b_j(\Delta) + V_{ij}(\Delta) b_j^\dagger(-\Delta)$$

(40)

$(i, j = n, m)$. Here the scalar Bogoliubov uv-coefficients of the two-mode amplification are replaced with matrices, whose elements determine the gains of signal and idlers. Similar to linear amplification, Eq. (40) is also valid in the quantum regime, however, in order to guarantee bosonic properties of the output operators, the multimode Bogoliubov matrices have to respect constraints imposed on their unitary equivalent diagonal forms$^{58,59}$. Explicit analytical calculation of Bogoliubov UV-matrices and their diagonalization is a cumbersome task. However, this can relatively easily be done within a model of balanced modes$^{60}$.

3. Balanced mode model

In this model one assumes equal Kerr coefficients and damping rates for both modes, $\alpha_n = \alpha_m, \Gamma_n = \Gamma_m$. One has to admit that this model is rather artificial since real cavity parameters are strongly frequency dependent. As shown in$^{46}$ diagonalization of the BT (40) within the balanced mode model is achieved with unitary transformation,

$$\Omega = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i\psi/2} & e^{-i\psi/2} \\ e^{-i\psi/2} & -e^{i\psi/2} \end{pmatrix},$$

(41)

where the phase $\psi = \theta_m - \theta_n$ is related to the phases of the strong intracavity fields, $A_j = |A_j|e^{i\theta_j}$. The unitary transformation in Eq. (41) defines the "supermode" operators, $b_\sigma(\Delta) = U_{ij} b_j(\Delta), \sigma = \pm$. In the supermode basis, the BT in Eq. (40) splits into two independent equations, whose structure reproduces the BT for the degenerate parametric resonance,

$$c_\sigma(\Delta) = u_\sigma(\Delta) b_\sigma(\Delta) + v_\sigma(\Delta) b_\sigma^\dagger(-\Delta),$$

(42)

with coefficients,

$$\begin{align*}
u_{\sigma}(\Delta) &= (\zeta_{\sigma} + \Delta - i\Gamma)(\zeta_{\sigma} - \Delta - i\Gamma) - |\epsilon_{\sigma}|^2 \\
u_{\sigma}(\Delta) &= (\zeta_{\sigma} + \Delta + i\Gamma)(\zeta_{\sigma} - \Delta + i\Gamma) - |\epsilon_{\sigma}|^2
\end{align*}$$

(43)

as $\zeta_{\sigma} = \delta + (4 + 2\sigma)\alpha_n A_n^2$, and $\epsilon_{\sigma} = \epsilon_{nm} + (2\sigma + 1)\alpha_n A_n A_m$ (equation $|A_n| = |A_m|$ holds in the balanced mode model). Since the structure of these equations exactly reproduces the one of Eqs. (22)-(23), the properties Eqs. (24) hold for the supermodes, and therefore the supermode output operators are bosonic. This is also true for the original output operators due to the unitarity of the transformation matrix, Eq. (41). Using this method, the gains for amplified weak signals and idlers are analyzed in Ref.$^{46}$.

E. Frequency conversion

In this section we explore a different parametric regime producing frequency conversion. Suppose the SQUID is modulated with frequency equal to a difference between two cavity eigenmodes, $\Omega = \omega_n - \omega_m + 2\delta$. The Langevin equation is derived in this case in the reference frame rotating with frequencies $\tilde{\omega}_n + \delta$ and $\tilde{\omega}_m - \delta$, and following the derivation in Sec. II B, we get$_{46}$

$$i\dot{a}_n + (\delta + i\Gamma_n + \alpha_n a_n^\dagger a_n + 2\alpha_{nm} a_m^\dagger a_m) a_n + \epsilon_{nm} a_m = \sqrt{2\Gamma_n} b_n(t),$$

(44)
and a similar equation for $a_m$ where change $\delta \to -\delta$ is made. The major qualitative difference of this equation from the Langevin equation (13) is the presence of the amplitude rather than the conjugated amplitude of the second mode. As a result, there is no parametric amplification, but a beam splitter effect, where an input mode with frequency close to $\omega_n$ is converted to an output mode with frequency close to $\omega_m$.

Theory of a nonlinear frequency conversion is technically similar to the theory of nonlinear amplification in Section III.C. Consider a classical input in the form of equally detuned harmonic signals in each mode, $B_{n,m}(t) = B_{n,m}(\Delta) e^{-i\Delta t}$. Then the input-output relation takes the form of two-mode scattering equations,

$$C_n(\Delta) = S_{nn}(\Delta)B_n(\Delta) + S_{nm}(\Delta)B_m(\Delta),$$

where the coefficients from a unitary scattering matrix, $\hat{S} = \hat{S}^{-1}$. Their explicit form is similar to the Bogoliubov $uv$-coefficients,

$$S_{nm}(\Delta) = \frac{(\zeta_n + \Delta - i\Gamma_n)(\zeta_m + \Delta + i\Gamma_m) - \epsilon_{nm}^2}{(\zeta_n + \Delta + i\Gamma_n)(\zeta_m + \Delta + i\Gamma_m) - \epsilon_{nm}^2}$$

$$S_{nm}(\Delta) = \frac{2i\epsilon_{nm}\sqrt{\Gamma_n\Gamma_m}}{(\zeta_n + \Delta + i\Gamma_n)(\zeta_m + \Delta + i\Gamma_m) - \epsilon_{nm}^2},$$

Here $\zeta_j$ are defined slightly differently compared to the amplification case,

$$\zeta_n = \delta + \alpha_n A_n^2 + 2\alpha_m A_m^2$$

$$\zeta_m = -\delta + \alpha_m A_m^2 + 2\alpha_n A_n^2.$$

but $\epsilon_{nm}$ is given by the same equation (10). We note that Eqs. (46) do not give an explicit solution to the problem since they contain intracavity field amplitudes that are to be computed self-consistently. Since there is no amplification effect in this case, a sufficiently small input signal produces a small intracavity field, and the scattering matrix can be linearized. In this linearized form the results in Eqs. (45)-(46) can be extended to the quantum regime.

In Fig. 10(a) we show the linear reflection spectrum, $|S_{nm}|^2$, of the parametric conversion process versus input detuning from mode frequency $\delta_m$: $\omega - \omega_m = -\delta + \Delta$, and pump detuning. Internal losses are included in the numerics. If the pump is detuned far away from the resonance, $|\delta| \gg \sqrt{\Gamma_n\Gamma_m}$, the spectrum is dominated by a loss resonance centered at $\delta_m = 0$. Close to the parametric resonance, $\delta < \sqrt{\Gamma_n\Gamma_m}$, the intermode coupling appears as an avoided crossing that is accompanied by the emergence of the converted signal (i.e. finite $S_{nm}$, not shown).

The quantum frequency conversion was observed in several c-QED experiments including both device configurations in Fig. 3. In Ref.\textsuperscript{85} this effect was used to characterize a high order mode unaccessible for direct measurement, see Fig. 10(b).

A full reciprocal conversion between the modes is possible in the absence of internal losses. The criterion is given by the zero reflection coefficient, $|S_{nm}|^2 = 0$. The corresponding conditions for linear conversion read,

$$\epsilon_{nm}^2 = \frac{\Gamma_n\Gamma_m}{\Gamma_n - \Gamma_m^2} \left(1 + \frac{4\delta^2}{(\Gamma_n - \Gamma_m)^2}\right),$$

$$\Delta = \frac{\Gamma_n + \Gamma_m}{\Gamma_n - \Gamma_m} \delta.$$

It is instructive to compare these equations to the ones for the parametric instability in the amplification regime, see below Eqs. (54) and (57): both criteria coincide at the zero pump detuning, $\delta = 0$. At finite pump detuning full conversion is still possible, but in this case the input must be detuned accordingly. The efficiency of the frequency conversion at different pump strengths is illustrated in Fig. 11.

The interference effect discussed in Sec. II.C Eq. (18), was tested experimentally\textsuperscript{52} by measuring frequency conversion in the device depicted in Fig. 3(b). The theoretical result for the reflection coefficient computed with Eq. (46) is shown in Fig. 12(a). Here the phase-dependent pumping strength, $\epsilon_{nm}(\theta)$, is taken in the form of Eq. (18), $\delta = 0$, and internal losses are included; the white lines indicate the positions of the split resonance.
given by the extrema of Eq. (46). The result of the measurement of the reflection coefficient at $\delta = 0$ is presented in Fig. 12(b); here we see the pump-phase dependent split resonances of not one but of both parametrically coupled modes of the device. These modes result from the hybridization of nearly degenerate modes of individual cavities, where the small distance between the hybridized modes is due to the relatively weak coupling of the cavities.

IV. PARAMETRIC OSCILLATIONS

As it was mentioned in Sec. IIIA the linear response exhibits a divergence at pumping strength, $\epsilon_{nm} = \sqrt{\Gamma_n \Gamma_m}$ at zero pump detuning, $\delta = 0$. This divergence exists in the presence of damping and therefore cannot be suppressed by increasing losses. The mechanism of removing the divergence is related to the Kerr effect - a shift of the cavity frequency by the energy of the field stored in the cavity. The state of the self-sustained oscillations that develops above the parametric threshold is therefore essentially nonlinear. It is characterized, away from the threshold, by a large average amplitude of the intracavity field, $A = \langle a \rangle$, which can be treated classically. Transition from the ground state, $\langle a \rangle = 0$, below the threshold to the state, $\langle a \rangle \neq 0$ above the threshold can be understood as a second order phase transition with $A$ playing the role of complex order parameter. The divergence of the linear response at the threshold can then be understood as the result of critical fluctuations.

In this section we present a classical theory of parametric oscillations under both degenerate and non-degenerate resonance. Full quantum analysis of the parametric oscillations is the subject of ongoing research. We present some results on small quantum fluctuations of the degenerate oscillator in the following Sec. V, an interpretation of the degenerate oscillations as quantum cat states will be discussed in Sec. IV A 2.

A. Degenerate oscillations

1. Quasiclassical description

FIG. 12. Interference effect in frequency conversion in coupled cavities shown in Fig. 3(b). a) Calculated reflection coefficient in Eq. (46), at $\delta = 0$ and pumping strength replaced with $\epsilon_{nm}(\theta) = \epsilon_{nm}(0)\sqrt{1 + \cos \theta/\sqrt{2}}$ according to Eq. (18), as function of signal detuning and pump phase difference (internal losses are included); white line marks the positions of the split resonance. (b) Measurement data adopted from, courtesy of A. Bengtsson (note the doubled range $\delta$), where we see the pump-phase dependent split resonances of not one but of both parametrically coupled modes of the device. These modes result from the hybridization of nearly degenerate modes of individual cavities, where the small distance between the hybridized modes is due to the relatively weak coupling of the cavities.

FIG. 13. Degenerate parametric oscillation. Upper panel: blue line indicates threshold of instability, $\epsilon_n(\delta)$; bold black line indicate stability region of the ground state. Middle panel: stationary response to applied on-resonance signal vs detuning, intensity of the response indicates the one of the self-sustained oscillations split by the input; solid lines indicate stable solutions born at the edge $\delta = \delta_{th}$, dashed lines indicate unstable solutions born at the edge $\delta = -\delta_{th}$. Lower panel: phase portraits of oscillations at different detuning: stable ground state at blue detuning, $\delta > \delta_{th}$, bistable excited states at $-\delta_{th} < \delta < \delta_{th}$, and excited states coexisting with the stable ground state at red detuning, $\delta < -\delta_{th}$.
rotations between the three images are also instrumental artifacts. Oscillating states, in agreement with theory. The noise circles in (b) and (c) are dominated by the measurement amplifier. The phase have equal amplitude but are shifted by 180°.

FIG. 3 (color online). Exploring the metapotential. 2D histograms of measured in-phase cavity states and fluctuations around them. Here we find all three oscillatory regimes: squeezed ground state noise (a), double degenerate oscillatory state (b), and oscillations coexisting with the ground state (right).

FIG. 14. Experimentally measured intensity of parametric oscillation as function of pump detuning and intensity. Dashed line in upper panel shows instability threshold; oscillation intensity gradually increases at the threshold at $\delta > \delta_{th}$, and sharply disappears at $\delta < -\delta_{th}$. Lower panel compares a theoretical prediction (yellow line) and experimental observation (blue dots).

In Fig. 13 the properties of oscillatory states are illustrated. The stable oscillatory state is born at the positive threshold branch, $\delta = \delta_{th}$ (blue line in the upper panel), as the result of instability of the ground state. This line corresponds to the second order phase transition. The oscillation amplitude, Eq. (49), remains finite at any given detuning but grows with increasing red detuning. Under the effect of an input, the degenerate cavity amplitudes described by Eq. (49) split into two branches (orange lines in central panel). The picture at the negative threshold branch, $\delta = -\delta_{th}$, is more complex: here a new excited state emerges (shown by dashed lines in center panel) but it is unstable. At the same time the stable oscillatory state persists, and coexists with the re-established ground state at increasing red detuning.

This theoretical picture of coexisting excited and ground states is, however, not verified by the experiment as shown in Fig. 14. The experimental data shows that the excited state undergoes a cross over to the ground state as the red detuning increases. This crossover resembles a phase transition of the first order, where noise effects need to be included to characterize the transition. Fig. 15 shows the measured histograms of the cavity output quadratures, at three different values of the pump detuning. Such histograms are generated through the sampling of of current-voltage data (which represent two orthogonal quadratures) over a sufficient measurement time, and thus give a picture of the stable state.

2. Quantum cat states

In spite of cumbersome form of the density matrix of parametric oscillator and complex physics of quantum interstate transitions, the question about the nature of the quantum ground state in the parametric oscillator has a surprisingly simple answer in the case of undamped cavity limit. Let us revisit the Hamiltonian for the degenerate resonance, Eq. (15), and present it in a factorized form, assuming detuning $\delta = -\alpha_n/2$.

$$H = -\frac{\hbar \alpha_n}{2} \left( a^2 + \frac{\epsilon_n}{\alpha_n} \right) \left( a^2 + \frac{\epsilon_n}{\alpha_n} \right) + \frac{\hbar \epsilon_n^2}{2\alpha_n}. \quad (51)$$

Let us then consider a Glauber coherent state $|\beta\rangle$,

$$|\beta\rangle = e^{-|\beta|^2/2} \sum_n \frac{\beta^n}{n!} (a^\dagger)^n |0\rangle \quad (52)$$

and apply the Hamiltonian to such a state. Remembering that the coherent state is an eigenstate of an annihilation operator, $a|\beta\rangle = \beta |\beta\rangle$, we find that the states, $|\beta_{\pm}\rangle = |\pm i \sqrt{\epsilon_n/\alpha_n}\rangle$, are eigenstates of the Hamiltonian (51). Moreover, the average values of the state amplitudes, $\langle \beta_{\pm} | a | \beta_{\pm} \rangle = \pm i \sqrt{\epsilon_n/\alpha_n}$, coincide with the earlier found quasiclassical amplitudes in Eqs. (49)-(50) in the limit $\alpha_n \ll \epsilon_n$, $\Gamma_n = 0$. Thus one concludes that the stationary state of an undamped parametric oscillator is a quantum cat state - a superposition of the two coherent states,

$$|\Psi\rangle = |\alpha_n/\sqrt{\epsilon_n/\alpha_n} + C_2 | - i \sqrt{\epsilon_n/\alpha_n}\rangle. \quad (53)$$

3. Application to qubit readout

The existence of parametric oscillation within a well defined interval of detuning can be employed for qubit
readout. In c-QED the qubit readout is commonly realized by coupling the qubit to a linear cavity and measuring the cavity resonance\(^6\). When the qubit is dispersively coupled to the cavity, it shifts the cavity resonance, and this shift depends on the state of the qubit. For a strong qubit-cavity coupling the frequency shift exceeds the cavity bandwidth, which enables a single-shot read-out. The probing signal is usually weak and requires subsequent parametric amplification. The idea of measurement method based on parametric oscillation and realized in\(^{76,77}\) is to combine the readout cavity and parametric amplifier in one device. This is illustrated with experimental data in Fig. 16: the panel (a) shows intensity of parametric radiation as function of pump detuning and strength when the qubit is in the ground state, while the panel (b) shows that when the qubit is in the excited state. The distance between the bright regions exceeds the dispersive offset, \(2\chi\), exerted by the qubit. The low intensity spot in the panel (b) is due to the qubit relaxation during the measurement.

**B. Nondegenerate oscillations**

Consider now the nondegenerate resonance, and first examine the quasiclassical version of Eq. (13) using the balanced mode model. In this case, the instability picture is exactly the same as for the degenerate resonance. The instability occurs within the interval, Eq. (48). The self-sustained oscillations appear in both parametrically coupled modes having frequencies, \(\omega + \delta\), and equal intensities, \(|A_n|^2 = |A_m|^2\). The latter is given by slightly modified Eq. (49), where the Kerr coefficient is replaced, \(\alpha_n \rightarrow 3\alpha_n\), because of the cross-Kerr effect. The major difference here is in the phase properties of the oscillations. The sum of the oscillation phases, \(\Theta = \theta_n + \theta_m\), is rigorously defined with the same equation as in the degenerate case, \(\sin \Theta = \Gamma_n / \epsilon_n\), however the difference of the phases, \(\psi = \theta_n - \theta_m\) is arbitrary. This implies a continuous degeneracy of the oscillations with respect to the phase, which is qualitatively different from the discrete (double) phase degeneracy of the degenerate oscillation.

**FIG. 16.** Output radiation of parametrically pumped cavity with dispersively coupled qubit, for the ground state (a) and excited state (b) of the qubit, \(2\chi\) is a dispersive shift produced by the qubit; the low intensity spot in panel (b) is due to qubit relaxation during measurement\(^{77}\).

**FIG. 17.** Nondegenerate parametric oscillations of modes \(n = 3\) and \(n = 4\) observed experimentally\(^6\) emerge at finite detuning from the resonance, \(\omega + \delta\), and exhibit frequency drift with increasing pumping intensity, in accord with the theory, Eqs. (54) and (55).

In realistic case of different mode parameters, the situation is more complex, as it follows from analysis of Eq. (34). First, the instability occurs at finite detuning,

\[
\Delta = \frac{\Gamma_n - \Gamma_m}{\Gamma_n + \Gamma_m} \delta, \tag{54}
\]

and the detuning of the emerging oscillation grows with increasing pumping strength,

\[
\Delta(\epsilon_{nm}) = \frac{\Gamma_n \zeta_m - \Gamma_m \zeta_n}{\Gamma_n + \Gamma_m}. \tag{55}
\]

These properties of nondegenerate oscillations are confirmed in experiment, as shown in Fig 17. Furthermore, the intracavity oscillation intensities are different, \(|A_n|^2 / |A_m|^2 = \Gamma_m / \Gamma_n\), however the output intensities are equal, \(|C_n|^2 = |C_m|^2\). The latter can be interpreted quantum mechanically as a creation of photons in pairs, giving equal number of photons in each mode. The oscillation amplitudes have quantitative difference from the degenerate oscillator,

\[
|A_n|^2 = \frac{2(-\delta + \delta_{th})\Gamma_m}{\alpha_n \Gamma_m + \alpha_m \Gamma_n + 2\alpha_m \Gamma_n + \Gamma_n + \Gamma_m}, \tag{56}
\]

as well as the threshold detuning that defines the ground state instability region,

\[
\delta^2 < \delta_{th}^2 = \frac{(\Gamma_n + \Gamma_m)^2}{4\Gamma_n \Gamma_m}(\epsilon_{nm}^2 - \Gamma_n \Gamma_m). \tag{57}
\]

However, both quantities have the same dependence on the pumping strength as in the degenerate case. Finally, the equation for the sum of oscillation phases extends in a predictable way the result of Eq. (50),

\[
\sin \Theta = \frac{\sqrt{\Gamma_n \Gamma_m}}{\epsilon_{nm}}, \quad \Theta \in \left(\frac{\pi}{2}, \pi\right). \tag{58}
\]
In Fig. 18(a-b) experimental histograms in quadrature space are presented for output intensities in both oscillating modes\(^67\). The histograms have donut shapes that indicate continuous phase degeneracy. In absence of environmental noise, which is assumed in our calculation, the phases would have specific values defined by initial conditions. In practice, the presence of noise induces a phase diffusion that spreads the phases homogeneously in the steady state. This behavior is common for generators with continuous phase degeneracy (e.g. Van der Pol oscillator\(^{76}\), nondegenerate optical parametric oscillator\(^{79}\)). Panels (c-d) show cross correlations between mode quadratures demonstrating the rigid constraint on the sum of the phases imposed by Eq. (58).

1. Phase locking

Continuous phase degeneracy of non-degenerate parametric oscillations and related phase diffusion leads to considerable broadening of the output linewidth. This effect is known in lasers and microwave generators, where it is eliminated, in particular, by injecting a weak on-resonance signal\(^80\). To illustrate the mechanism of the injection phase locking let us consider the degenerate parametric resonance and add a driving term, \(\sqrt{2}\Gamma_{\pi}|B_n|e^{i\theta_{\pi}}(A_n^* + e^{-i\theta_{\pi}}A_n)\), to the quasiclassical metapotential, Eq. (16). Proceeding to polar coordinates, \(Q_n + iP_n = R_n e^{i\theta_n}\), we get (dropping mode index),

\[
H(R, \theta) = -\frac{\delta}{2} R^2 - \frac{\alpha}{8} R^4 - \epsilon R^2 \cos 2\theta
\]

\[+ 2\sqrt{\Gamma} |B| R \cos (\theta - \theta_B) .
\]

(59)

Then we see that the unperturbed metapotential obeys the symmetry \(\theta \rightarrow \theta + \pi\), and it is violated by the driving term. This introduces a violation of the symmetry of the metapotential, as illustrated in Fig. 19, which is also seen in the phase portraits in Fig. 13 and manifested by the splitted response line in this figure. Due to the asymmetry, one of the formerly degenerate steady states will be lower in energy than the other and thus will be populated with higher probability. If the asymmetry is made sufficiently strong, only this state will persist. The phase locking effect was employed for qubit readout in the parametric oscillation regime\(^{76}\).

![FIG. 19. Tilted metapotential of the degenerate oscillator, cut along optimum phase direction.](image)

Similar argument applies to the nondegenerate oscillator, the tilt of the metapotential produced by the driving term removes the phase degeneracy. The value of the locked phase is determined by the phase of the input, the corresponding relation was found\(^46\) for balanced mode model,

\[
\theta_n = \theta_B - \arctan \left( \frac{\Gamma}{\zeta_-} \right) .
\]

(60)

The phase locking effect was observed experimentally\(^67\), the resulting quadrature histograms are presented in Fig. 20(a-b). Here the spread of the phase in both modes (shown for mode 3) diminishes with increasing strength of the locking input. Correspondingly, the radiation line width dramatically decreases, by several orders of magnitude for few photon input, panel (c).

C. Subharmonic oscillations

In this section we consider a different class of oscillatory states - subharmonic oscillations\(^37,81\) that are associated with temporal modulation of the nonlinearity coefficients\(^82,83\). As it was mentioned before, the modulation of the magnetic flux through the SQUID affects all the harmonics of the Josephson inductance. Here we will see that driving the flux with frequency close to multiples of a mode frequency, \(\Omega \approx N\omega_n\), will excite oscillation of this mode.
Thus the solution has a discrete, $N$-fold phase degeneracy, which is a general property of subharmonic oscillations. This is illustrated in Fig. 22 with a phase portrait for the lowest order subharmonic oscillation, $N = 3$. There are three stationary excited states with equal amplitude absolute values that are phase shifted by $2\pi/3$.

As the expansion of $\cos \phi(d, t)$ in Eq. (4) produces only even orders of $\phi$, the above derivation only holds for even subharmonics, $N = 2k$. To excite the odd subharmonics, $N = 2k + 1$, one should employ an asymmetric SQUID with different Josephson energies of the junctions, $E_{j1} - E_{j2} = 2E_- \neq 0$. In this case, the potential in Eq. (4) acquires an additional term proportional to the SQUID asymmetry, $-2E_- \sin[f(t)/2] \sin \phi(d, t)$, which contains the odd-order terms. Linearization over $\delta f(t)$ yields the driving term, $-\delta f(t)(E_-/\cos(F/2)) \sin(\phi(d, t) - \phi_0)$, that enables excitation of the odd subharmonic oscillations being driven with the odd multiples of the mode frequency (here $\phi_0 \propto E_-$ is a static phase shift). The pumping coefficient in this case has the form, $\hbar \epsilon_N = c_N(\delta f/2) E_- \cos(F/2) s_0^N$ (for small asymmetry), which has similar scaling with growing $N$ as the even subharmonics.

In the case of odd subharmonics, however, an additional effect occurs: The driving term here contains a linear component $\propto \phi(d, t)$, which results in injection of pumping field directly into the cavity. The amplitude of this field can be appreciable if the pumping frequency is close to one of the cavity resonances. This intracavity field produces an additional pumping effect, current
pumping, similar to the degenerate parametric resonance discussed in Sec. III D for amplification of weak signal in presence of strong field. The effective pumping strength then gets an addition $\propto s_0^{-1}s_mA_m$, where $A_m$ is the amplitude of excited cavity mode. This intracavity field also produces a cross Kerr effect, $\propto |A_m|^2$.

V. QUANTUM FLUCTUATIONS

So far we studied parametric phenomena in the classical domain. Now we proceed to discussion of quantum properties of output radiation: quantum statistics and correlation functions of outgoing photons. We limit our discussion to small quantum fluctuations around classical steady states. These fluctuations are conveniently described with linearized Langevin equations. Application of Langevin equations to large quantum fluctuations, like critical fluctuations near the instability threshold or quantum jumps within multistability regions, requires solving nonlinear operator equations. To circumvent this difficulty alternative methods are applied. Some exact results on critical fluctuations were obtained with a master equation approach 68–70, quantum transitions among degenerate oscillatory states were investigated in Refs. 71–73,82,89.

From the physics viewpoint the noise of the output radiation results from the environmental noise that enters the input port and is "processed" by the parametrically driven cavity. For equilibrium environment the input noise consists of the classical thermal component and the quantum noise. In what follows we restrict to the zero temperature of the environment and consider only quantum noise originated from the vacuum fluctuations.
A. Squeezed vacuum

1. Two-mode entanglement

In the linear amplification regime, the output noise consists of coupled signal and idler modes, Eq. (21). In the quantum regime the photons of these modes are strongly correlated. The quantum properties of output noise are fully described with the quantum BT, Eq. (21) where quantities \( c_j(\Delta) \) are bosonic operators satisfying commutation relations, \([c_j(\Delta), c_{j'}(\Delta')] = \delta_{jj'}\delta(\Delta - \Delta')\). The \(uv\)-coefficients are given by Eqs. (22)-(23). The correlation of two modes is also relevant for the nonlinear amplification under the degenerate resonance, when a classical field from either input signal or parametric oscillation fills the cavity. The results obtained below are extended to this case simply by including the corresponding cross-Kerr effect, \(\delta \to \zeta_n\), Eq. (33).

Consider a single quantum noise mode associated with detuning \(\Delta\). The input vacuum state is defined by relation \(b_0(\Delta)|0\rangle = 0\). The output state for such an input is not a vacuum state, \(c_n(\Delta)|0\rangle \neq 0\). To evaluate the output vacuum state we consider a unitary transformation that generates the BT:86,

\[
c_n(\Delta) = Sb_n(\Delta)S^\dagger, \tag{64}
\]

\[
S = \exp \left[ \int_{-\infty}^{\infty} d\Delta' \xi^*(\Delta')b_n(\Delta')b_m(-\Delta') - \text{H.c.} \right].
\]

It is straightforward to check that this transformation reproduces Eq. (21), up to a phase factor, if \(\xi(\Delta) = r(\Delta)e^{i\rho(\Delta)}\), where \(\rho(\Delta) = \arg(v_n(\Delta)/u_n(\Delta))\) is mode independent. The operator, (64) is the squeezing operator that transforms the input vacuum into the squeezed output vacuum \(|0\rangle\rangle\):77,88

\[
|0\rangle \rangle = S|0\rangle
\]

\[
= \sum_{N=0}^{\infty} g^N(\Delta) \cosh r(\Delta)^N |N(n, \Delta)\rangle |N(m, -\Delta)\rangle, \tag{65}
\]

where \(g(\Delta) = -\tanh r(\Delta)e^{i\rho(\Delta)} = -v_n(\Delta)/u_n(\Delta)\), and \(|N(n, \Delta)\rangle\) is the N-photon state at frequency \(\Delta\) in corresponding rotating frame. The squeezed vacuum consists therefore of the superposition of multiphoton states, each consisting of equal number of photons of modes \((n, \Delta)\) and \((m, -\Delta)\). These modes are therefore entangled, while states with different \(|\Delta|\) are uncorrelated. The squeezing operator for the degenerate resonance has similar form as Eq. (64), where \(m = n\) and the lower integration limit is set to zero.

The squeezed vacuum has close resemblance to the BCS ground state in the theory of superconductivity (cf. Ref.91). Indeed, consider the limit of small squeezing parameter, \(r \ll 1\), then Eq. (65) is an expansion over this small parameter, and in lowest order it reduces to,

\[
|0\rangle \rangle \propto (u(\Delta) - v(\Delta)b_n(\Delta)b_m^\dagger(-\Delta)|0\rangle \rangle. \tag{66}
\]

This is the exact analog of the BCS ground state91, where the fermionic operators are replaced with bosonic ones, and the correlated states, \((p, \sigma)\) and \((-p, -\sigma)\), in the momentum-spin space of a superconductor are replaced with the correlated modes, \((n, \Delta)\) and \((m, -\Delta)\).

It is interesting that complex correlated structure of the output noise cannot be observed by measuring a single mode. In such a measurement one gets access only to the reduced density matrix of the mode, which is obtained by averaging the two-mode density matrix of the squeezed vacuum over the second mode,

\[
\rho_n = \text{Tr}_m|0\rangle \langle 0| = \sum_{N=0}^{\infty} \frac{[\tanh^2 r(\Delta)]^N}{\cosh^2 r(\Delta)} |N(n, \Delta)\rangle \langle N(n, \Delta)|. \tag{67}
\]

This equation describes a photon thermal state with an effective temperature,

\[
kT^*(\Delta) = \frac{\hbar\Delta}{\ln \tanh^{2} r(\Delta)}. \tag{68}
\]

The degree of the photon-photon correlation is quantified with the entanglement entropy92, \(E[\rho_n] = -\text{Tr} \ln \rho_n\). Such a function is equal to zero for a pure product state. For the squeezed vacuum,

\[
E[\rho_n] = \cosh^2 r(\Delta) \ln \cosh^2 r(\Delta) - \sinh^2 r(\Delta) \ln \sinh^2 r(\Delta). \tag{69}
\]

At the zero squeezing parameter the entanglement entropy vanishes, and it grows with increasing squeezing parameter, \(E[\rho_n] \sim 2r(\Delta)\) at \(r \gg 1\). The maximum value of the entanglement can be estimated using Eqs. (35)-(36) for the maximum gain at the parametric threshold. Assuming for the vacuum state, \(|B|^2/\Gamma \sim 1\), and bearing in mind the relation, \(2r \approx \ln G\), we find49,

\[
\max E[\rho_n] \approx \frac{2}{3} \ln \frac{\Gamma}{\alpha_n} \tag{70}
\]

All the essential parametric cavity characteristics are quantified with the squeezing parameter: gain, squeezing, entanglement, effective vacuum temperature, and they have maximum values defined by the ratio of the dissipation over the nonlinearity.

2. Four-mode entanglement

The results of the previous section do not directly apply to the noise in presence of a strong signal under non-degenerate resonance. It is because now four modes become coupled. To find the form of the squeezing operator in this case we resort to the balanced mode model and BT in the supermode basis, Eqs. (42)-(43). These equations have the form of the equations for the degenerate resonance, and therefore they can be written on the form, \(c_\alpha = Sb_\alpha S^\dagger\), with the squeezing operator being the product of operators in Eq. (64) for both supermodes,

\[
S = e^{\sum_{\sigma} \int_{0}^{\infty} d\Delta' \xi^*(\Delta')b_\sigma(\Delta')b_\sigma(-\Delta') - \text{H.c.}}, \tag{71}
\]
here $\xi_c(\Delta) = r_c(\Delta) e^{i\xi_c(\Delta)}$, $\rho_c(\Delta) = \arg(v_c(\Delta)/u_c(\Delta))$.

To get equation for the squeezed vacuum in the original basis, we note that $S$ is a scalar in the supermode space, therefore it is not affected under rotation to the original basis. Furthermore, presenting the exponent in Eq. (71) in the original basis, we get\(^{46}\),

$$
|0\rangle = \frac{1}{\cosh r_+(\Delta) \cosh r_-(\Delta)} \times \exp \left[ \frac{g_+ + g_-}{2} (e^{i\psi} b_n^{\dagger}(\Delta) b_n^{-}(\Delta) + e^{-i\psi} b_n^{\dagger}(\Delta) b_n^{\dagger}(\Delta)) \right] \times \exp \left[ \frac{g_+ - g_-}{2} (b_n^{\dagger}(\Delta) b_n^{-}(\Delta) + b_n^{\dagger}(\Delta) b_n^{\dagger}(\Delta)) \right],
$$

where $g_\sigma = -\tanh r_\sigma e^{i\phi_\sigma}$. This four-mode squeezed vacuum is a superposition of multiphoton states that contain all possible pairwise combinations from the quartet, $(1, \pm \Delta)$, $(2, \pm \Delta)$. It is worth noting that the admixture of the pairs from the same mode (second line in the equation) is entirely defined by the intracavity field, $A_n$, while the coefficient $g_+ + g_-$ turns to zero when $A_n \rightarrow 0$. Furthermore, this contribution is sensitive to the phase difference $\psi$ of the strong field modes. All the properties of the four-mode squeezed output can be evaluated using the supermode basis.

**B. Homodyne detection and SNR**

In circuit-QED the output field is measured by measuring voltage at the output port. The voltage is related to the phase of the output field via the Josephson relation, $V(t) = (\hbar/2e) \phi(t, 0)$, hence it represents one of the quadrature. The measurement is usually done by using a homodyne detection scheme: the output field is mixed with a strong field of a local oscillator (LO), $A_{LO} e^{i(\omega_n + \delta t) + i\theta} + c.c.$, and a low frequency envelope is filtered out producing a quadrature that depends on the phase of the local oscillator\(^7\),

$$
X^\theta(t) = [(C_n(t) + c_n(t)) e^{-i\theta} + h.c.] .
$$

The spectrum of this output is concentrated around the frequencies of the measured mode, $\omega_n + \delta$, within bandwidths, $\Gamma_n$. In Eq. (72) $C_n(t)$ is the classical component of the output and $c_n(t)$ is the noise component represented by the bosonic operator. Variation of the local oscillator phase $\theta$ allows to explore all the output quadratures.

The output is quantified with a spectral power defined as\(^{45,78}\),

$$
P(\Delta) = \lim_{T \to \infty} \frac{1}{2T} \left| \int_{-T}^{T} \langle X(t) e^{i\Delta t} \rangle \right|^2 = P_0(\Delta) + S(\Delta),
$$

where $P_0(\Delta)$ represents the classical component and has the form for the on-resonance input tone, $\Delta = 0$,

$$
P_0(\Delta) = 2\pi \delta(\Delta) (C_n e^{-i\theta} + C_n^{*} e^{i\theta})^2.
$$

The second term in Eq. (73) describes the noise, and it is commonly quantified with the squeezing spectral density,

$$
S^\theta_n(\Delta) = \int_{-\infty}^{\infty} dt e^{i\Delta t} \langle x_n^\theta(t) \rangle \langle x_n^\theta(0) \rangle.
$$

The quantum expectation values here are evaluated with respect to the input vacuum state. This spectral density can be expressed through the Fourier harmonics of the noise quadratures

$$
x_n^\theta(\Delta) = \int_{-\infty}^{\infty} \frac{dt}{\sqrt{2\pi}} e^{i\Delta t} x_n^\theta(t) = c_n(\Delta) e^{-i\theta} + c_n^{*}(\Delta) e^{i\theta},
$$

giving

$$
S^\theta_n(\Delta) = \int_{-\infty}^{\infty} d\Delta' \langle x_n^\theta(\Delta) x_n^\theta(\Delta') \rangle.
$$

Here we present the noise spectral densities for different amplification regimes and evaluate the signal to noise ratio (SNR) of the output that certifies the amplification quality. The SNR is defined,

$$
\text{SNR} = \frac{P^\theta_0(\Delta)}{S^\theta_n(\Delta)},
$$

where integration is made over some bandwidth, $(-\Delta/2, \Delta/2)$. For the input, the signal power is, $P^\theta_0 = 8\pi|B_n|^2 \cos^2(\theta - \theta_B)$, and vacuum fluctuations have a uniform spectral density, $S^0_n(\Delta) = 1$, establishing a benchmark,

$$
\text{SNR}_{\text{in}, \text{max}} = 8\pi \frac{|B_n|^2}{\Delta}.
$$

1. **Linear amplification**

Consider now the linear amplification under non-degenerate resonance. The output signal here is, $C_n = u_n(0) B_n$, hence $P^\theta_0 = 8\pi G_n(0) |B_n|^2 \cos^2(\theta - \theta_B - \arg u(0))$. The spectral density of the output noise is phase insensitive,

$$
S^\theta_n(\Delta) = (|u_n(\Delta)|^2 + |u_n(-\Delta)|^2) = G_n(\Delta) + G_n(\Delta) - 1,
$$

and gives the ratio, for large gain and sufficiently small bandwidth, $G_n(0) \gg 1$, $\Delta \ll \delta th$, .

$$
\text{SNR}_{\text{out}, \text{max}} \approx 8\pi \frac{G_n(0) |B_n|^2}{S^\theta_n(0) \Delta} \approx \frac{1}{2} \text{SNR}_{\text{in}, \text{max}}.
$$

This result reflects the fact that the signal and noise are equally amplified in the linear regime, and the reduction of the SNR by one half is due to the noise contribution from the idler.\(^{56,57}\).

For the degenerate resonance, one has to include the interference effect both for the signal and the noise. For
we get, using symmetries of the $uv$-coefficients, $S_n^\theta(\Delta) = e^{-2r_n(\Delta)} + 2 \sinh 2r_n(\Delta) \cos^2(\chi(\Delta) - \theta)$. 

(83)

The noise spectral density is illustrated in Fig. 24 for the maximum amplification and squeezing directions. For the large gain and small bandwidth this reduces to,

$S_n^\theta(\Delta) = 4G_n(0) \cos^2(\chi(0) - \eta) \bar{\Delta}$. 

(84)

Here we see that the $\theta$-dependences of both signal and noise intensities are the same, giving relation,

$\langle \text{SNR} \rangle_{\text{out, max}} \approx 8\pi \frac{|B_n|^2}{\bar{\Delta}} = \langle \text{SNR} \rangle_{\text{in, max}}$. 

(85)

This result is consistent with the well-known property of linear amplification that there is no added noise under the phase sensitive amplification$^{56,57}$. 

2. Nonlinear amplification

In the nonlinear amplification regime the gains and optimal squeezing directions change for both the signal and the noise because of the Kerr effect. The magnitude of the Kerr frequency shifts are however different for signal and noise (compare Eq. (33), with Eqs. (37) and (39)). This difference can be seen in Fig. 9: because of a convex shape of the output vs input curve, the differential gain, which characterizes the noise, is smaller than the gain of a strong signal. Therefore, one should anticipate enhanced SNR value in the nonlinear regime.

This argument, however, does not take into account additional effect of the squeezing: the anisotropy of the signal gain and of the noise spectral density do not generally coincide. Ideally one would wish that the direction of noise squeezing would be close to the direction of maximum signal amplification. Unfortunately, for the degenerate resonance it is not the case$^{39}$. A comparison of $uv$-coefficients for signal and noise at large gain close to the instability threshold, $\delta_{\text{th}} < \zeta_n < \Gamma_n$, shows that the $\theta$-anisotropy of both quantities is similar, see Fig. 25(a).

Therefore SNR is given by the ratio of gains, for signal $G_n(0) = (2\Gamma_n^2/\zeta_n^2)^2$, and for noise, $G_n(0) = (2\Gamma_n^2/3\zeta_n^2)^2$, thus

$\langle \text{SNR} \rangle_{\text{out, max}} \approx 72\pi \frac{|B_n|^2}{\bar{\Delta}} = 9\langle \text{SNR} \rangle_{\text{in, max}}$. 

(86)

This is nine times larger than the linear result, Eq. (85). Numerical computation presented in Fig. 25(a) supports this analytical result. Here the bold lines, indicating the output squeezing power $S_n^\theta(\Delta = 0)$ (red solid), and the normalized signal power $\bar{P}_n/|B_n|^2$ (dark green dashed) have rather close squeezing directions. In comparison, the thin lines show these quantities in the linear approximation, $\zeta_n = \zeta_n = \delta$ and $\zeta_n = \epsilon_n$, when the squeezing directions exactly coincide.
done numerically or analytically for the balanced mode model. The result of numerics is shown in Fig. 25(b) for the representative case of signal input, $|B_n|^2 = 0.1 \Gamma_n$, at the threshold, $\epsilon_n = \Gamma_n$. The figure compares $S_{\theta}^{(0)}(0)$ (red line) with the relative spectral power of the signal $P_0^\theta/|B_n|^2$ (green dashed line). The contributions from supermodes have different squeezing directions, shifted by more than $\pi/2$. While the squeezing direction of the $\sigma = +$ supermode (dark blue dotted line) is close to the squeezing direction of the signal, the squeezing direction of the dominant $\sigma = -$ supermode (light blue dotted line) approximately coincides with the maximum of signal amplification. This results in strong suppression of the overall noise in the direction of the maximum signal amplification. The maximum SNR value is achieved at $\theta = \theta_B + 0.06\pi$, where $P_0^\theta \approx 1820\pi|B_n|^2$ and $S_{nn}(0) \approx 14.5$, giving,

$$(SNR)_{out,max} \approx 125\pi \frac{|B_n(0)|^2}{\Delta}. \quad (87)$$

This is about 30 times larger than the linear result, Eq. (81), and 15 times larger than the input value.

VI. CONCLUDING COMMENTS

Parametric effects in c-QED is a rich and interesting field of research with great potential for applications in quantum information technology. The field is far from being fully explored. Some phenomena, such as quantum limited parametric amplification and frequency conversion are already included in c-QED toolbox. Other phenomena are waiting for their exploration, for example, phase locking and synchronization effects under non-degenerate parametric resonance and subharmonic oscillations, or experimental testing of the effect of enhancement of SNR under nonlinear amplification.

In this review we restricted to the classical description of nonlinear parametric effects and small quantum fluctuations. Some interesting results on large fluctuations reported in literature are left outside our discussion. This concerns critical fluctuations in the vicinity of parametric threshold, and transitions between phase degenerate oscillatory states. Some problems related to large quantum fluctuations are not yet explored, for instance quantum statistics of nondegenerate parametric oscillation, or dissipative phase transition in the bistability regime of subharmonic oscillations. Another interesting direction to explore is the possibility to use degenerate states of Josephson parametric oscillators coupled by mutual injection locking for quantum simulation as it is done in a quantum optics.

Parametric effects in c-QED is an excellent playground for testing the possibility of quantum information processing with continuous variables. By encoding quantum information in the oscillator bosonic states rather than discrete states of conventional qubits, one can envision efficient computational protocols and error correction schemes. Recently proposed implementation of these ideas with c-QED is closely connected to the physics of parametric oscillatory states discussed here. Generation and stabilization of quantum cat states under degenerate parametric resonance was recently studied, similar questions can be addressed regarding multicomponent subharmonic oscillatory states.

The scope of this review is limited to the c-QED field. However, many related quantum parametric effects are also available in quantum acoustics and optomechanics. For instance, the non-degenerate parametric resonance in a hybrid optomechanical resonator may involve one mechanical and one electromagnetic degree of freedom. In fact the quantum amplification and frequency conversion are observed in such devices in the microwave domain. The same non-degenerate parametric oscillation effects as described in Sec. IV B were observed in a mechanical oscillator. Furthermore, the demonstration of the frequency conversion between the microwaves and telecom optics in parametrically driven optomechanical resonators paves a way for integrating c-QED devices in a long distance quantum communication network.
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