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Abstract

The ever-increasing demand on data services places unprecedented technical requirements on networks capacity. With wireless systems having significant roles in broadband delivery, innovative approaches to their development are imperative. By leveraging new spectral resources available at millimeter-wave (mm-wave) frequencies, future systems can utilize new signal structures and new system architectures in order to achieve long-term sustainable solutions.

This thesis proposes the holistic development of efficient and cost-effective techniques and systems which make high-speed data transmission at mm-wave feasible. In this paradigm, system designs, signal processing, and measurement techniques work toward a single goal; to achieve satisfactory system level key performance indicators (KPIs). Two intimately-related objectives are simultaneously addressed: the realization of efficient mm-wave data transmission and the development of measurement techniques to enable and assist the design and evaluation of mm-wave circuits.

The standard approach to increase spectral efficiency is to increase the modulation order at the cost of higher transmission power. To improve upon this, a signal structure called spectrally efficient frequency division multiplexing (SEFDM) is utilized. SEFDM adds an additional dimension of continuously tunable spectral efficiency enhancement. Two new variants of SEFDM are implemented and experimentally demonstrated, where both variants are shown to outperform standard signals.

A low-cost low-complexity mm-wave transmitter architecture is proposed and experimentally demonstrated. A simple phase retarder predistorter and a frequency multiplier are utilized to successfully generate spectrally efficient mm-wave signals while simultaneously mitigating various issues found in conventional mm-wave systems.

A measurement technique to characterize circuits and components under antenna array mutual coupling effects is proposed and demonstrated. With minimal setup requirement, the technique effectively and conveniently maps prescribed transmission scenarios to the measurement environment and offers evaluations of the components in terms of relevant KPIs in addition to conventional metrics.

Finally, a technique to estimate transmission and reflection coefficients is proposed and demonstrated. In one variant, the technique enables the coefficients to be estimated using wideband modulated signals, suitable for implementation in measurements performed under real usage scenarios. In another variant, the technique enhances the precision of noisy S-parameter measurements, suitable for characterizations of wideband mm-wave components.
**Keywords:** Active load pull, coherent optical system, communication system, data transmission experiment, digital signal processing, estimation theory, identification theory, impairment compensation algorithm, linear measurement technique, microwave network analysis, millimeter wave (mm-wave) system, multiplier based transmitter, mutual coupling effects, spectral efficiency, spectrally efficient frequency division multiplexing (SEFDM), vector network analyzer, wideband measurement.
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<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5G</td>
<td>Fifth Generation Mobile Networks</td>
</tr>
<tr>
<td>ACPR</td>
<td>Adjacent Channel Power Ratio</td>
</tr>
<tr>
<td>AWG</td>
<td>Arbitrary Waveform Generator</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BER</td>
<td>Bit-Error Rate</td>
</tr>
<tr>
<td>CO</td>
<td>Coherent Optical</td>
</tr>
<tr>
<td>CMA</td>
<td>Constant Modulus Algorithm</td>
</tr>
<tr>
<td>CPUT</td>
<td>Coupling-Path Under Test</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DP</td>
<td>Dual Polarization</td>
</tr>
<tr>
<td>DPD</td>
<td>Digital Pre-Distortion</td>
</tr>
<tr>
<td>DSP</td>
<td>Digital Signal Processing</td>
</tr>
<tr>
<td>DUT</td>
<td>Device Under Test</td>
</tr>
<tr>
<td>EVM</td>
<td>Error-Vector Magnitude</td>
</tr>
<tr>
<td>FEC</td>
<td>Forward Error Correction</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Response</td>
</tr>
<tr>
<td>ICI</td>
<td>Inter Carrier Interference</td>
</tr>
<tr>
<td>IF</td>
<td>Intermediate Frequency</td>
</tr>
<tr>
<td>ILS</td>
<td>Integer Least Square</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>KPI</td>
<td>Key Performance Indicator</td>
</tr>
<tr>
<td>LDPC</td>
<td>Low-Density Parity-Check</td>
</tr>
<tr>
<td>LO</td>
<td>Local Oscillator</td>
</tr>
<tr>
<td>LPF</td>
<td>Low-Pass Filter</td>
</tr>
<tr>
<td>LS</td>
<td>Least-Squares</td>
</tr>
<tr>
<td>LSE</td>
<td>Least-Squares Estimation</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output</td>
</tr>
<tr>
<td>MZM</td>
<td>Mach-Zehnder Modulator</td>
</tr>
<tr>
<td>NMSE</td>
<td>Normalized Mean-Square Error</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>OPU</td>
<td>Offline Processing Unit</td>
</tr>
<tr>
<td>OSNR</td>
<td>Optical Signal-to-noise Ratio</td>
</tr>
<tr>
<td>PA</td>
<td>Power Amplifier</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PDM</td>
<td>Polarization Division Multiplexing</td>
</tr>
<tr>
<td>PMD</td>
<td>Polarization Mode Dispersion</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>PSK</td>
<td>Phase-Shift Keying</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadrature Phase-Shift Keying</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RS</td>
<td>Reed-Solomon</td>
</tr>
<tr>
<td>RX</td>
<td>Receiver</td>
</tr>
<tr>
<td>SD</td>
<td>Sphere Decoder</td>
</tr>
<tr>
<td>SDR</td>
<td>Software-Defined Radio</td>
</tr>
<tr>
<td>SEFDM</td>
<td>Spectrally Efficient Frequency Division Multiplexing</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>TPUT</td>
<td>Transmission-Path Under Test</td>
</tr>
<tr>
<td>TX</td>
<td>Transmitter</td>
</tr>
<tr>
<td>TS</td>
<td>Training Sequence</td>
</tr>
<tr>
<td>VNA</td>
<td>Vector Network Analyzer</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero-Forcing</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Communication system has been at the forefront of technological developments in the past century. From warfare and space exploration to Internet-connected laundry machine, it is our humanly desires to be involved, to control, to be entertained, to communicate that drive the advancement of these systems forward. Yet, in the time of instantaneous connections at a finger tip, there is more to be done.

In 2019, just shy of 30 years after the World Wide Web became public, almost 6 out of 10 of the global population have access to the Internet, a proportion which grew more than eleven-fold in 19 years [1]. For perspective, the world’s population itself increased by less than 26% [2]. Cisco [3] predicts that in the year 2022, a not so distant future, the annual global Internet Protocol (IP) traffic will be 4.8 zettabytes, resulting in projected monthly IP traffic per global capita of 50 GB. Platform-wise, smartphones are projected to occupy almost half of the traffic, while personal computers will account for less than 20% of the data being transmitted. The number of “connected devices” will be more than triple the human population. Application-wise, a 2018 report [4] shows that video-streaming represents the highest global traffic-share, occupying more than half of the aggregated downstream traffic, while web-browsing itself represents less than 20% of the downstream. The question whether the shift in consumer demands pushes the technological advancement, or the advancement enables the demands, is of less importance. It is, however, important to acknowledge the ever-increasing demand on data services, which places unprecedented technical requirements on network capacity, both at the core and access networks. With wireless systems being at the heart of broadband delivery, innovative approaches to their design and development are in great need. Traditional coding and modulation design approaches need to be reconsidered, and new regions of the spectrum need to be allocated. Future systems will require new spectral resources, new signal structures, and new system designs.

1.1 Towards mm-Wave Wireless

To address the data capacity challenges imposed on mobile networks, a two-pronged approach is typically used. Firstly, spectral efficiency is increased,
commonly done by increasing the modulation order, i.e., encoding more bits in a data symbol, but at the cost of higher transmission power. Secondly, the transmitting signal is upconverted to higher radio frequencies (RF), which support wider bandwidths.

Microwave systems are commonly found to operate at subsets of the highly-congested frequency range from 1 to 28 GHz. Therefore, millimetre-wave (mm-wave) systems, which operate at higher frequencies within 30 to 300 GHz, have received significant interests from both academia and industries. For 5G, which is expected to handle more than one-tenth of the global mobile traffic by 2022 [3], the E-band frequency range, through its wider available bandwidth (combining 71–76 GHz with 81–86 GHz), has become an important candidate for both access and backhaul systems [5–7]. Ericsson, in its 2018 report [8], predicts that by 2023, 40% of the global backhaul connections will be wireless, a figure which rises to 65% if North East Asia, which has disproportionately large fiber penetration, is excluded. E-band is expected to provide hop-length up to 3 km and is now being used for up to 20% of the backhaul hops in some countries.

The strategy of increasing the center frequency in search of an unoccupied spectrum and wider bandwidths has proven to be effective over the years and will be applied in the future as recent successful demonstrations at frequencies higher-than-E-band have been achieved, e.g., the recent pioneering work in D-band (130–175 GHz) —Paper JP2— and W-band (75–110 GHz) —Paper CP2—. Nevertheless, in order to create a long-term sustainable cost-effective system, the optimization and utilization efficiencies of these frequencies need to be considered at all design-stages from the circuits to the whole system.

In terms of research, mm-wave is of important interest as unique impairments and effects, negligible at lower frequencies start to appear. At the circuit and sub-system level, commonly used approaches for interconnects and packaging of circuits become inappropriate, e.g., bond-wiring exhibits severely inductive behaviour and poor performance [9]. At the system level, the white phase noise of oscillators, typically neglected at lower frequencies, has become more detrimental to the signal quality than the near-carrier phase noise due to the wider signal bandwidths [10].

Current wireless systems transmit standard signals, e.g., quadrature phase-shift keying (QPSK). To increase spectral efficiency, the modulation order is typically increased, e.g., from QPSK to 16-quadrature amplitude modulation (QAM), which doubles the spectral efficiency. Fig. 1.1 shows the resulting spectral efficiency at a given modulation order (constellation size), along with the corresponding signal-to-noise ratio (SNR)-per-bit required for the bit-error rate (BER) of $10^{-6}$ in an additive white Gaussian noise (AWGN) channel. It can be seen that the spectral efficiency increases with the modulation order but at the cost of higher SNR requirement, and hence, the transmitted power. This approach, while standard, is severely limited at mm-wave frequencies. This is mainly due to the limited output power, the stronger attenuation during transmission as shown in Fig. 1.2 and 1.3, and the higher phase noise of frequency-multiplied oscillator signals [11]. The higher linearity requirement of standard spectrally efficient signals coupled with unique impairments found at such frequencies further exacerbate the constraints [12].
1.1. TOWARDS MM-WAVE WIRELESS

Figure 1.1. Spectral efficiency and SNR-per-bit vs modulation order (constellation size).

Figure 1.2. Atmospheric attenuation up to 500 GHz calculated using ITU atmospheric gas attenuation model at the mean annual global reference atmosphere (1013.25 hPa and 15°C) [13].
CHAPTER 1. INTRODUCTION

1.2 Current Development of Wireless Communication Systems

The development of wireless communication systems, shown in Fig. 1.4, is traditionally structured as non-interactive non-cross disciplinary discrete work packages. The structure is simplified and shown in Fig. 1.5. Circuit designers optimize their designs of the analog transmitter (TX) and receiver (RX) according to conventional metrics, e.g., output power, distortion, bandwidth, noise factor, and stability. Measurements of these circuits and components are done using standard signals, typically frequency swept sinusoids, which do not represent digital and wideband signals found in real usage scenarios. Considerations of key performance indicators (KPIs), including BER, error-vector magnitude (EVM), data rate, and spectral and energy efficiencies, currently come at the final-stage, after generic signal generations and generic digital signal processing (DSP) algorithms have been integrated to the digital TX and RX. Satisfactory KPIs of the system as a whole are expected through succession, not optimization. This fact implies that the analog TX and RX are not designed to optimize the final performance, and simultaneously, the digital TX and RX are not designed to take advantage of the available performance in the analog chains; the results are poor utilization efficiency and low cost-effectiveness.

1.3 Holistic Approach to Development of Next Generation mm-Wave Systems

In order to lay the foundations for joint optimizations of the main constituents of next generation mm-wave systems, this thesis proposes a cross-disciplinary holistic paradigm, where microwave techniques, used at circuit and sub-system
1.3. HOLISTIC APPROACH TO DEVELOPMENT OF NEXT GENERATION MM-WAVE SYSTEMS

Figure 1.4. Simplified block-diagram of a wireless communication system: (a) transmitter, and (b) receiver.

Figure 1.5. Current approach to develop wireless communication systems.
levels, are cross-pollinated with system-level methods of signal processing. Conceptually, the proposed paradigm maybe divided into two intimately related parts: data transmission (digital) and measurement techniques (analog).

1.3.1 Data Transmission (Digital)

Within the digital TX and RX, signals and DSP algorithms are conventionally designed using isolated behavioral models. For example, a frequency offset compensation algorithm is commonly designed and derived in a model with only AWGN and frequency offset. However, such assumption of isolated events and effects rarely holds true in practice where all impairments, e.g., thermal and phase noise, frequency offset, time delay, channel response, and interference, are intertwined. This mismatch between development and deployment results in impeded efficacy of the system. This thesis recognizes the pragmatic need to develop signals and DSP algorithms in conjunction, which are subsequently demonstrated experimentally.

To optimize the trade-off between spectral efficiency and power, which is especially important at mm-wave frequencies, this thesis presents experimental implementations and demonstrations of specially designed signals and DSP algorithms. The pairing allows for continuous tuning and optimization of the spectral efficiency—Spectrally Efficient Frequency Division Multiplexing (SEFDM). SEFDM is a multi-carrier signal, first proposed in [14], which allows for two dimensions of spectral efficiency enhancement: discretely at the symbol-level and continuously at the carrier-level. In 

**Paper A**, SEFDM coupled with the sphere decoder (SD) [15] were implemented and demonstrated for the first time in a coherent optical system, where transmissions over 80 km have been successfully performed. The work in Paper A laid the foundation for subsequent implementation in mm-wave systems. For 5G, forward error corrections (FEC) using low-density parity-check (LDPC) codes, invented by Gallager in 1962 [16], have been adopted in future standards [17]. In 

**Paper D**, SEFDM coupled with LDPC codes were implemented in a mm-wave experimental test bed, being the first-ever demonstration of SEFDM at E-band. In both scenarios, it has been shown that SEFDM outperforms standard signals in spectral efficiency.

To generate mm-wave oscillator signals, a common approach is to frequency-multiply lower frequency sources. It is believed that such approach would achieve better performance and design accuracy [18], or better stability and phase noise [19]. However, mixing wideband baseband or intermediate frequency (IF) signals with mm-wave frequency-multiplied oscillator signal results in the so called “multiplicative noise” which scales with the signal power [12]. Instead of using mixers and oscillators, this thesis presents a method to upconvert IF signals using only a frequency multiplier in 

**Paper B**.

1.3.2 Measurement Techniques (Analog)

Circuits and sub-systems measurement techniques and apparatuses conventionally follow incumbent standard practices dictated by specific evaluation criteria and constraints rather than actual end-user applications. These instruments, albeit with some exceptions, use generic sinusoid(s) signals as stimuli instead of
wide-band modulated signals found in real usage scenarios, as they are designed to measure conventional metrics instead of the KPIs. Standard instruments do not perform direct characterization of the components under the transmission environment without cumbersome mapping procedure to the measurement environment. Yet, the results of these measurements are critically important and are used by designers to make informed design decisions of the circuits, sub-systems, and integration thereof.

As mm-wave devices, components, circuits, and sub-systems are connected and integrated, they interact with each other both linearly and non-linearly. This means that even if the characterization of each component reveals satisfactory performance with conventional metrics, the situation could change significantly after integration. Such interaction is complex; circuit simulation tools, e.g., harmonics balance and time-domain, often cannot reveal these nuances in integrated systems due to the associated complexity cost. Complete electromagnetic simulations are typically performed exclusively on passive components, which merely serve as pass-or-fail tolerance tests. The issue is further exacerbated by the modelling inaccuracies of semiconductor devices which support mm-wave frequencies. Finally, in multi-antenna environment, the standard practice of matching to 50-Ohm is less applicable due to mutual coupling effects [20], which cause variations of the load-reflection coefficients at various points in the system. Yet, circuit designers have the difficult task of locating and improving upon the limiting component in mm-wave systems. Such task is non-trivial as even with the costly prototype fabricated, it is the accumulation of effects and impairments that are observed. This issue is directly measurement-related; new characterization techniques and metrics must be developed.

As the transmission scenarios of next generation systems are increasingly complex; to assist and enable hardware designs, which are optimized under real usage scenarios, new measurement systems with the capabilities to characterize components under transmission environments and visualize the resulting effects on the KPIs must be developed. Such measurement technique would allow circuit designers to have access to system-level performance metrics and KPIs with only part of the prototype systems fabricated, ultimately reducing cost and time. A new measurement technique of such nature, first proposed by the author in Papers CP1 and CP3, is presented in this thesis in Paper C. The technique, which is based on active load-pull [21], enables power amplifier (PA) designers to obtain the resulting KPIs when the PAs are integrated into complex multi-antenna transmission environments, such as beamforming and Massive MIMO arrays, while requiring only one PA to be realized and fabricated.

Complementary to the technique in Paper C, the work in Paper E presents a method to measure and estimate reflection coefficients in active load-pull systems when the incident and reflected waves are wide-band modulated signals. The method is also applicable in wideband S-parameter measurements with a vector network analyzer (VNA). The technique solves the problems and the difficulty associated with the estimation of load reflection coefficients in the former scenario and improves the precision of measured S-parameters in the latter.
1.4 Novelty and Outline

This thesis is a result of inter-disciplinary efforts to introduce a new paradigm in the development of wireless communication systems. Ultimately, the goal is to lay the foundations necessary to realize mm-wave system that is both fast and efficient, which can be expressed as follows:

**Objective I, efficient mm-wave data transmission**, deals with the practical design and experimental demonstration of spectrally-efficient signals and impairment correction algorithms suitable for mm-wave transmission. Research activities addressing various issues of mm-wave data transmission are in abundant. Most of the activities can be categorized as follows: theoretical system-level communication techniques, which have not been experimentally demonstrated with working mm-wave transceivers [22–25], and practical analog system integration and designs which have been demonstrated using standard basic communication and DSP techniques, more suitable at lower frequencies [26–33]. There exists a gap for research efforts combining the two realms, where advance communication and DSP techniques are integrated with advance mm-wave analog TX and RX. The objective addresses this through experimental demonstrations of the efficiency, performance, and practicability of signals with working mm-wave transceivers. Two different signals are fully demonstrated in this thesis: SEFDM, which enhances spectral efficiency, and phase-retarded M-PSK, which enables low-cost low-complexity multiplier-based upconversion of data signal to mm-wave frequencies. **Digital deliverables:**

- Paper A experimentally demonstrates SEFDM coupled with SD in a dual-polarization coherent optical system over 80 km of single mode fiber, which laid the basis for the subsequent experimental demonstration of SEFDM coupled with LDPC at E-band in Paper D. The discussion on SEFDM continues in Chapter 2.

- Paper B proposes and experimentally demonstrates a phase retarder predistorter, which enables low-cost upconversion and transmission using E-band frequency multiplier. Multiplier-based TX is covered in Chapter 3.

- Papers CP2 and JP2 present experimental transmission demonstrations of standard signals at W-band and D-band, respectively, and are not included in the thesis.

- Paper JP1 presents a technique to generate the local oscillator signal at the RX from the received RF signal. The technique is not discussed further in this thesis.

**Objective II, measurement techniques to enable and assist the design and evaluation of mm-wave circuits**, aims to realize measurement techniques which would perform device under test (DUT) characterization under real usage scenarios. The objective evaluates the performance in the **forward direction**, i.e., if the impairment is known, how would the KPIs be affected. Existing works in this area at mm-wave are based on behavioral expressions and have some levels of simplification. The analytical technique, which uses EVM as the KPI, proposed by Antes and Kallfass [11] is an important
milestone in this area: the technique considers AWGN, I/Q imbalance, phase noise and DC offsets, contributed by various components, but forgoes PA and any associated nonlinearity. Similarly, Santos and Carvalho [34] studied the perturbation of EVM under PA distortion, while Khanzadi et al. [10] derived the EVM bound when the signal is impaired by phase noise. In contrast to these, we build measurement systems with the ability to emulate mm-wave real usage scenarios to characterize the DUT and measure the resulting KPIs including EVM and BER. Due to the spectral and energy efficiencies offered by Massive MIMO [35], further supported by the smaller array size at mm-waves, we have built a measurement system with the capability to characterize DUTs under mm-wave Massive MIMO scenarios. **Analog deliverables:**

- Paper C presents a measurement technique to emulate mutual coupling effects in order to characterize PAs in antenna array transmission scenarios. The technique enables system-level evaluation in terms of relevant performance metrics and KPIs under both beamforming and Massive MIMO applications, while requiring only one PA to be fabricated. The technique is further discussed in Chapter 4.

- Paper E presents a measurement technique to estimate the transmission and reflection coefficients. When applied to S-parameter measurements with vector network analyzers, the technique offers precision improvements. The technique is also capable of estimating the coefficients when the incident and reflected waves are wideband modulated signals, found in some active load-pull applications. The discussion continues in Chapter 5.

- Papers CP1 and CP3 are the foundations of Paper C and are not included in this thesis.

- Paper CP4 is the basis of Paper E and is not included in this thesis.

- Paper JP3 presents an extension and modification of the emulation technique, presented in Paper C, to study and evaluate Doherty PAs and is not included in this thesis.

The thesis is concluded in Chapter 6.
Chapter 2

Spectrally Efficient Frequency Division Multiplexing

In this chapter, a special signal with continuously-tunable enhanced spectral efficiency called Spectrally Efficient Frequency Division Multiplexing (SEFDM) is presented. SEFDM and the developed signal processing techniques are experimentally demonstrated in Papers A and D. SEFDM is a multicarrier modulation format [36], similar in construction to Orthogonal Frequency Division Multiplexing (OFDM) [37]. However, unlike OFDM, the uniform frequency spacing between each adjacent subcarriers is not the inverse of the uniform subcarrier symbol rate, but are scaled by a real parameter, \( \alpha \in [0, 1] \). Assuming that in a symbol period each subcarrier is carrying a complex symbol, the subcarriers in SEFDM will be orthogonal if and only if \( \alpha \) is unity. In this instance, SEFDM is also equivalent to OFDM. Otherwise, for a positive \( \alpha \) less than unity, the subcarrier spacing is less than that required to maintain subcarrier orthogonality, which effectively “compresses” the bandwidth required to transmit at given data rate. The real-time adjustable [38] non-orthogonal subcarrier spacing then introduces inter carrier interference (ICI). Hence, through \( \alpha \), SEFDM creates a continuously-tunable and directly optimizable (capable of being optimized) trade-off between spectral efficiency, transmit power, and receiver complexity [39].

2.1 Overview of SEFDM

2.1.1 Theoretical Description

The transmitting serial stream of data symbols, e.g. QPSK, 8-QAM, and 16-QAM, are separated into multiple parallel streams. In particular, for \( N \) number of subcarriers, the symbols are sorted into \( N \) parallel streams. Each symbol stream is then modulated onto the corresponding subcarrier. The modulated streams at different frequencies are then superimposed in time resulting in
SEFDM baseband signal, \( x(t) \), which can be represented as

\[
x(t) = \frac{1}{\sqrt{T}} \sum_{l=-\infty}^{\infty} \sum_{n=0}^{N-1} s_{l,n} \exp \left[ \frac{j2\pi n\alpha (t - lT)}{T} \right],
\]

where \( j = \sqrt{-1} \) and \( s_{l,n} \) is the complex data symbol of the \( n^{th} \) subcarrier and the \( l^{th} \) SEFDM symbol with period \( T \). For clarity, \( n \in \{0, 1, 2, ..., N - 1\} \) and \( l \in \{-\infty, ..., -2, -1, 0, 1, 2, ..., \infty\} \). The parameter \( \alpha \) is the tunable bandwidth compression factor, defined as \( \alpha = \Delta F \cdot T \), where \( \Delta F \) is the uniform frequency spacing between two adjacent subcarriers in Hz. With \( \alpha \) of unity, (2.1) represents an OFDM baseband signal. It may also be important to note that the indexing of \( n \) is arbitrary and can be implemented in other forms, e.g., \( n \in \{-\frac{N}{2}, -\frac{N}{2} + 1, ..., -2, -1, 0, 1, 2, ..., \frac{N}{2} - 2, \frac{N}{2} - 1\} \), which does not affect the context of the following discussions. Readers interested in hardware implementations of SEFDM transmitters are referred to [38,40].

### 2.1.2 Comparison between OFDM and SEFDM

OFDM is a well-known incumbent multicarrier transmission technique, which has been implemented in multiple wireless communication standards, including, IEEE 802.11a [41] and IEEE 802.16b [42]. Its popularity is mainly due to the higher resilience to multipath fading environments [43–45]. For optical transmission, this characteristic transforms to resilience to chromatic dispersion and polarization mode dispersion (PMD) [46–48]. SEFDM, on the other hand, has the advantage of improved spectral efficiency and is proposed as a viable solution for next generation systems [49,50] at mm-wave [51]. Given OFDM popularity, in combination with the multicarrier nature of SEFDM, comparison between the two is of interest.

While ICI is introduced in SEFDM, its main benefit is the bandwidth compression characteristic. In an example scenario: QPSK symbols are being transmitted at the rate of 9 GBd, i.e., 18 Gbit/s, through 9 subcarriers. Fig. 2.1 shows the frequency allocations of OFDM and SEFDM with \( \alpha \) of 0.67. This seemingly random choice of \( \alpha \) carries an implication as it increases the original spectral efficiency of 2 bit/s/Hz to 3 bit/s/Hz, which is the same increment as changing from QPSK to 8-QAM. In OFDM case, the 3-dB bandwidth is approximately its data symbol rate [44]; in this example, the QPSK rate of 9 GBd results in 9 GHz 3-dB bandwidth as can be observed in Fig. 2.1(a). This results in OFDM spectral efficiency equivalent to the modulation of the symbol it is carrying in this case the 2 bit/s/Hz of QPSK. In other words, OFDM only has one dimension of spectral efficiency adjustments. On the other hand, SEFDM at the same transmission rate and \( \alpha \) of 0.67, the 3-dB bandwidth is reduced to 0.67 times that of OFDM, which is 6 GHz as shown in Fig. 2.1(b). It can be observed that in contrast to OFDM, SEFDM provides an additional dimension of spectral efficiency tuning.

Further observation of Fig. 2.1 reveals that the OFDM subcarriers in Fig. 2.1(a) are orthogonal to each other in frequency domain since the peaks of all subcarriers align with the zeros of other subcarriers. The same cannot be observed with SEFDM subcarriers in Fig. 2.1(b). Due to compression, the subcarriers are not orthogonal to each other and introduces ICI, which will
Figure 2.1. Frequency allocations with QPSK symbol rate of 9 GBd carried by 9 subcarriers: (a) OFDM and (b) SEFDM with $\alpha$ of 0.67.
be addressed in Section 2.2. It is also worth mentioning that the introduced ICI also creates practical complications in terms of impairment correction techniques, where standard techniques used with OFDM are not applicable including channel equalization and frequency offset, phase noise, and phase offset compensation techniques. These complications and the developed techniques to mitigate these practicalities will be discussed in Sections 2.3 and 2.4.

2.2 Mitigation of ICI in SEFDM Systems

The benefit of enhanced spectral efficiency in SEFDM comes at the price of ICI, which can pose a detrimental effect to the quality of the received symbols. To mitigate this, three variants of SEFDM systems are established: with decoder(s), with forward error correction (FEC), and with non-uniform power allocations. The first variant uses decoders at the RX-end, which rely on the fact that the ICI in SEFDM is generated by design. Hence, the cross-correlations between each subcarrier are deterministic and known. The second variant does not address the ICI directly, but utilizes FEC channel coding to combat the resulting symbol errors. The last variant is out of the scope of this thesis, interested readers are referred to [52,53].

2.2.1 Decoders

With the knowledge of the cross-correlation between subcarriers, one has the potential to mitigate SEFDM ICI at the RX through a decoder. Multiple research efforts have focused on developing a suitable decoder for SEFDM [15, 54–59] with considerations for receiver complexity [60] and practical hardware implementations [61–65]. Two different decoders, zero-forcing [66] and sphere decoder [15], are described in this thesis within the scope of application in SEFDM systems.

Zero-Forcing

A zero-forcing (ZF) decoder estimates the transmitted symbols, e.g, QPSK, by utilizing the knowledge of the $N \times N$ cross-correlation matrix of the subcarriers, $\mathbf{M}$. Note that for OFDM, $\mathbf{M}$ is the identity matrix, $\mathbf{I}_N$. In an additive white Gaussian noise (AWGN) channel, the received symbols can be described as

$$\mathbf{R} = \mathbf{MS} + \mathbf{W},$$

(2.2)

where $\mathbf{S}$ is an $N \times 1$ vector containing the constrained transmitted symbols in one SEFDM symbol, $\mathbf{W}$ is an $N \times 1$ noise vector, and $\mathbf{R}$ is the $N \times 1$ received unconstrained symbols vector. ZF decoder tries to cancel-out the ICI through the operation

$$\tilde{\mathbf{R}} = \mathbf{M}^+ \mathbf{R},$$

(2.3)

where $\cdot^+$ is the pseudo-inverse and $\tilde{\mathbf{R}}$ is the decoded unconstrained symbols. However, due to noise, the decoding operation is imperfect; noise is amplified and the signal-to-noise ratio (SNR) is worsened after ZF. This can be seen by using (2.2) in (2.3), giving

$$\tilde{\mathbf{R}} = \mathbf{M}^+ \mathbf{MS} + \mathbf{M}^+ \mathbf{W}.$$
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Assuming, merely for illustration, that $M$ is invertible, then $M^+$ is $M^{-1}$. Equation (2.4) then simplifies to

$$\tilde{R} = S + M^{-1}W.$$  \hspace{1cm} (2.5)

Equation (2.5) shows the noise amplification effect, which is dependent on the bandwidth compression. Effectively, with ideal inversion, ZF decoder transforms ICI to worsened SNR of each subcarrier.

To visualize, the noise amplification effect of ZF can be seen through the constellation diagrams of $R$ (before ZF) and $\tilde{R}$ (after ZF). Shown in Fig. 2.2 and 2.3 are the constellation diagrams of both symbol sets from an SEFDM experiment with 16 subcarriers and SNR of 12 dB and 6 dB, respectively. Observing the higher-SNR case reveals that the received symbols are severely affected by ICI as shown in Fig. 2.2(a). After ZF, as shown in Fig. 2.2(b), the decoded symbols exhibit improvements as ICI is cancelled-out. However, observing the lower-SNR case reveals unsatisfactory results. Comparing the received symbols in Fig. 2.3(a), where the symbols are affected by both noise and ICI, with the ZF decoded symbols in Fig. 2.3(b) demonstrates the unwanted noise amplification effect of ZF. In this instance, the decoded symbols appears worsened compared to the received symbols. This motivates the combination of ZF with an additional stage of decoder.

Sphere Decoder

Sphere decoder (SD) is an extensive topic in its own right, which deserves a proper investigation. In this thesis, SD will only be discussed within the relevant scope to the experiments. Readers interested in the general description and applications of SD are referred to [67,68].

The Maximum Likelihood (ML) estimation of the transmitted SEFDM symbols is an Integer Least Square (ILS) problem, which is known to be non-polynomial hard [69]. For SEFDM, this takes the form [15]

$$\tilde{S} = \arg\min_{S \in Q^N} \|R - MS\|^2,$$  \hspace{1cm} (2.6)

where $\|\cdot\|$ is the Euclidean distance, $\tilde{S}$ is an $N \times 1$ vector of the SD estimated constrained symbols, and $Q$ is the constrained complex symbol set, e.g., the four QPSK symbols and the sixteen 16-QAM symbols. Solving (2.6) will give the optimum solution to the transmitted SEFDM symbols, albeit with very high complexity since it has to consider $Q^N$ solutions for every SEFDM symbol. On the other hand, SD has been proposed as an alternative which can achieve ML performance but with less complexity [68, 70]. It does this by limiting the number of candidate solutions to be within a hyper-sphere and can be expressed as

$$\tilde{S} = \arg\min_{S \in Q^N} \|R - MS\|^2 \leq C,$$  \hspace{1cm} (2.7)

where $C$ is the hyper-sphere radius defined by the ZF solutions and the SNR [15]. In effect, the number of solutions SD has to consider is less than that of ML, which in turn, reduces the complexity. The number of operations is found to be roughly polynomial in $N$ under high SNR [68].
Figure 2.2. Constellation diagrams of SEFDM from an experiment with 16 subcarriers, $\alpha$ of 0.8 and SNR of 12 dB: (a) received symbols, $\mathbf{R}$, and (b) ZF decoded symbols, $\hat{\mathbf{R}}$.

Figure 2.3. Constellation diagrams of SEFDM from an experiment with 16 subcarriers, $\alpha$ of 0.8 and SNR of 6 dB: (a) received symbols, $\mathbf{R}$, and (b) ZF decoded symbols, $\hat{\mathbf{R}}$. 
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Figure 2.4. Illustration of ML and SD search planes in one SEFDM subcarrier given 32-QAM symbols. In practice, $N$ subcarriers are searched simultaneously, the SD search plane then becomes a hyper-sphere.

The difference between ML and SD operations are illustrated in Fig. 2.4 for one SEFDM subcarrier. As observed in the illustration, the SD search plane is centered around the ZF solution from (2.4). The radius of the search plane is a function of the inverse of the SNR of the channel as described in [15]. It is important to note that the illustration is an over-simplification of the operations, since in practice, $N$ subcarriers are simultaneously searched.

2.2.2 Forward Error Correction

Instead of utilizing decoders, another approach is to indirectly address the ICI through FEC. This is an appealing alternative as it removes one of the fundamental issues of SEFDM systems; the complexity associated with the decoders in SEFDM receivers. Further, the implementations of FEC in cellular systems are widespread and well-known, which would support the adoption of SEFDM for next generation systems.

FEC channel coding was first presented as a viable solution in SEFDM systems in [59], which proposed an implementation of iterative turbo equalizer detector. This is followed by experimental demonstrations and modifications presented and proposed in [50, 51, 71]. Various SEFDM implementations of FEC codes at different code rates including recursive systematic convolutional code, Reed-Solomon (RS), turbo code, and serial concatenations of RS with turbo code are all studied and summarized in [72]. Additionally, a combination
of FEC with serial interference canceller has also been proposed in [73].

To minimize complexity and ultimately demonstrate the practicability of SEFDM at mm-wave, the experiments reported in Paper D used standard low-density parity-check (LDPC) FEC codes [16], which has been adopted in 5G cellular standards [17].

2.3 SEFDM Impairment Compensation

Standard impairment compensation algorithms, e.g., frequency offset compensation, used in OFDM systems are not directly applicable in SEFDM systems due to the following:

1. The ICI between the subcarriers “interferes” or restricts the operation of standard algorithms, which were not developed under ICI conditions.

2. Implementation of standard algorithms after decoding (removal of ICI) is not feasible because the decoders also require that impairments are compensated prior to their operations, i.e., the decoders assume an AWGN channel.

This section considers the practical problems which occur during transmission. This includes frequency offset, phase noise, constant phase offset, polarization rotation (cross-talks between the two polarizations), and PMD. The following discussions are relevant to both the coherent optical system in Paper A and the mm-wave system in Paper D.

2.3.1 Conventional Impairment Correction Techniques and Their Incompatibility with SEFDM Systems

In conventional dual-polarization coherent systems, such as the optical systems described in [74] and demonstrated in [75], the effects of polarization rotation and PMD are mitigated using adaptive linear equalizers. Specifically, constant modulus algorithm (CMA) is used to adapt the taps of the $2 \times 2$ MIMO equalizer. To compensate frequency offsets, Viterbi-Viterbi algorithm [76] is used to strip the received baseband signal of modulation, e.g., QPSK, 8-PSK, and 16-PSK. Through Fast Fourier Transform (FFT), the resulting “tone” is then used to estimate and subsequently compensate the frequency offset [77]. After the received symbols are obtained, Viterbi-Viterbi is used again to estimate the constant phase offset, which is then compensated.

In conventional OFDM systems [78], however, an OFDM training sequence instead of CMA is used to estimate the tap-weight of the $2 \times 2$ MIMO equalizer [79]. Furthermore, a frame header is also used to estimate the frequency offset [80]. Phase noise and constant phase offset are solved by setting some OFDM subcarriers as pilots.

For SEFDM, the OFDM training sequence, which utilizes OFDM subcarriers, does not have the same frequency allocation of the subcarriers as SEFDM due to bandwidth compression. Hence, the tap-weight of the $2 \times 2$ MIMO equalizer cannot be directly estimated. Frame headers can only estimate the frequency offset up to $\pm \frac{1}{27} T$ Hz [80], where $T$ is the OFDM and SEFDM symbol period from (2.1). This limited range cannot be guaranteed to be sufficient in practice.
Note that this limitation is not exclusive to SEFDM systems. Furthermore, SEFDM subcarriers cannot be used as pilots to estimate both the phase noise and the frequency offset since the pilots will then be perturbed by the ICI.

### 2.3.2 Polarization MIMO Equalizer

The taps of the $2 \times 2$ MIMO equalizer are first estimated using OFDM training sequence (TS) containing 20 OFDM symbols on each polarization (denoted as Pol X and Pol Y for convenience). The TS frame occupies bandwidth less than or equal to that of the following SEFDM data payload, and the frame structure is as shown in Fig. 2.5. The TS frame in each polarization contains 256 OFDM subcarriers, each carrying 20 QPSK symbols.

To utilize the $2 \times 2$ MIMO channel, two domains have to be separated. First, the frequency domain determined by the subcarrier frequency allocation. Second, the polarization domain determined by the polarization rotation and PMD at each frequency. At the frequency of each subcarrier, the channel of the polarization domain can be modelled as a $2 \times 2$ matrix, denoted as $H_{OFDM}(n)$, recall that $n$ is the subcarrier index. For clarity, this matrix describes the $2 \times 2$ MIMO channel at each frequency. The purpose of the equalizer is to estimate $H_{OFDM}(n)$ for all $n$ and subsequently remove their effects. In order to do so, a technique developed for MIMO OFDM in mobile wireless channel [81] and adapted for optical channel in [79] is utilized.

The TS symbol sequence of each subcarrier on both polarizations is divided in time into two halves. Each half contains 10 QPSK symbol with a special property. Let the TS frame of the $n^{th}$ subcarrier on both polarizations be denoted by $P(n)$, which is a $2 \times 20$ matrix; the row index denotes polarization ($X$ and $Y$) and the column index denotes the QPSK symbol in time.

\[
P(n) = \begin{bmatrix} P_X(n) \\ P_Y(n) \end{bmatrix} = \begin{bmatrix} A & A \\ B & -B \end{bmatrix},
\]

such that

\[
|AB^T| = 0,
\]
and

\[ |A(-B^T)| = 0, \]

where \( A \) is the transpose-operation. \( A \) and \( B \) are 1 \times 10 vectors containing QPSK symbols. As imposed in (2.8), the special property of the TS is that each half of the TS on a polarization is orthogonal to the two halves on the other polarization. The received TS frame, \( \hat{P}(n) \), can be described as

\[ \hat{P}(n) = H_{OFDM}(n)P(n) + W(n), \]

(2.9)

where \( W(n) \) is the 2 \times 20 AWGN matrix. Using least-squares (LS) estimation, the channel matrix can be estimated as

\[ \tilde{H}_{OFDM}(n) = \hat{P}(n)P^+(n) = H_{OFDM}(n)P(n)P^+(n) + W(n)P^+(n), \]

(2.10)

where \( \tilde{H}_{OFDM}(n) \) is the estimated 2 \times 2 MIMO channel at the \( n^{th} \) subcarrier.

With the polarization channel estimated, the problem remains that the estimation corresponds to the OFDM TS frequency allocations not the SEFDM data subcarriers, unless the technique proposed in [82] is used. To solve this, polynomial curve-fitting can be performed to interpolate and extrapolate the estimated OFDM channel to the frequencies of SEFDM subcarriers, giving \( \tilde{H}_{SEFDM}(n) \). This operation is illustrated in Fig. 2.6. The magnitude profile is assumed to be constant over frequency, while the phase is assumed to be dispersion-limited, resulting in a quadratic function over frequency. Fig. 2.7 visualizes the simulated \( \tilde{H}_{SEFDM}(n) \) in comparison to \( \tilde{H}_{OFDM}(n) \) under the described conditions.

After obtaining \( \tilde{H}_{SEFDM}(n) \), the compensation can be performed on the received SEFDM symbols. Let the number of SEFDM symbols in one polarization be 6,144 to correspond with Fig. 2.5. Denote \( \hat{R}_{SEFDM}(n) \) as a 2 \times 6144 matrix containing the received QPSK symbols on the \( n^{th} \) SEFDM subcarrier in both polarizations, described as

\[ \hat{R}_{SEFDM}(n) = \begin{bmatrix} \hat{R}_X(n) \\ \hat{R}_Y(n) \end{bmatrix}, \]

(2.11)

the compensation is then performed as

\[ \tilde{R}_{SEFDM}(n) = \tilde{H}_{SEFDM}(n)\hat{R}_{SEFDM}(n), \]

(2.12)

where \( \tilde{R}_{SEFDM}(n) \) is the polarization-compensated received QPSK symbols. Note that the block diagram in Fig. 2.6 refers to the operation in (2.12) as “butterfly-filtering”.

---

**Figure 2.6.** Block diagram of the polarization MIMO channel estimation for SEFDM, from Paper A.
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Figure 2.7. Estimated MIMO channel for SEFDM from OFDM training sequence: (a) magnitude and (b) phase.
2.3.3 Frequency Offset and Phase Noise Compensation

A frequency-domain pilot tone can be used to estimate both the frequency offset and phase noise. Such tone can be added specifically or utilized from the leaked oscillator signal at the TX. In the coherent optical system in Paper A, an RF pilot tone can be inserted to the transmitting SEFDM sequence through de-tuning of the Mach-Zehnder modulator (MZM). The same can be achieved by adding a direct current (DC) level to electrical baseband signal in (2.1). The equivalent baseband transmitting signal then becomes

\[ x_{tx}(t) = x(t) + c, \] (2.13)

where \( c \) is simply a constant to represent DC level. Due to the unintentional difference in frequency (or wavelength) of the lasers or the two oscillators at the TX and RX, the received signal is shifted in frequency, hence, frequency offset, denoted as \( \Delta f \) in Hz. Furthermore, due to the imperfection of both lasers or oscillators, the received signal is further modulated by unwanted random phase variation over time, hence, phase noise, denoted as \( \phi(t) \) in rad. By ignoring AWGN, the received signal, \( y(t) \), can then be represented as

\[ y(t) = x_{tx}(t) \exp[j(2\pi \Delta ft + \phi(t))]. \] (2.14)

Expanding (2.14) with (2.13) gives

\[ y(t) = x(t) \exp[j(2\pi \Delta ft + \phi(t))] + c \exp[j(2\pi \Delta ft + \phi(t))]. \] (2.15)

It can be observed that if the received pilot tone, \( c \exp[j(2\pi \Delta ft + \phi(t))] \), can be ‘extracted’ from \( y(t) \), then \( \Delta f \) and \( \phi(t) \) can be estimated. To ease the process of the pilot tone extraction at the receiver, a frequency guard band can be inserted around DC of the baseband signal, \( x(t) \). An example of the received signal is shown in Fig. 2.8. Equation (2.15) represents the working model for frequency offset and phase noise estimation and compensation.

At the receiver, an FFT of the received signal, \( Y(f) \), is calculated. Due to the narrow-band nature of the pilot tone, the peak of \( Y(f) \) corresponds to the frequency location of the pilot tone. Since the pilot should be centered at DC, the estimated frequency of the tone is directly the estimated frequency offset, \( \Delta \tilde{f} \), [74], i.e.,

\[ \Delta \tilde{f} = \arg \max_f |Y(f)|. \] (2.16)

Such technique has the following limitations:

1. Frequency resolution of FFT defined as \( \frac{f_s}{N_{FFT}} \) Hz, where \( f_s \) is the sampling rate in Hz, and \( N_{FFT} \) is the number of samples into the FFT, assumed to be the number of the samples of the received signal. This limits the accuracy of the estimation as the frequency offset cannot be guaranteed to be integer-multiple of \( \frac{f_s}{N_{FFT}} \).

2. The range of frequency offset must be confined to \( \pm \frac{f_s}{2} \) Hz.

Techniques have been developed to ease the former limitation such as interpolating the FFT sample points around the peak [74, 77]. The frequency offset can be compensated by

\[ y_{PN}(t) = y(t) \exp[-j2\pi \Delta \tilde{f} t]. \] (2.17)
Assuming that $\Delta f - \Delta \tilde{f} \approx 0$, (2.17) becomes
\[ y_{PN}(t) = x(t) \exp[j\phi(t)] + c \exp[j\phi(t)]. \] (2.18)

The remaining impairment is the phase noise, which as observed in (2.18), can be directly estimated from the second term. Since a frequency guard band was inserted between the pilot tone and the data subcarriers, as shown in Fig. 2.8, in conjunction with the removal of the frequency offset, a low-pass filter (LPF) can be used to extract the pilot tone. The phase of the tone is directly the estimation of the phase noise, $\tilde{\phi}(t)$, and can be represented as
\[ \tilde{\phi}(t) = \angle(c \exp[j\phi(t)]). \] (2.19)

Compensation of phase noise can be directly performed by
\[ \tilde{y}(t) = y_{PN}(t) \exp(-j\tilde{\phi}(t)), \] (2.20)
where $\tilde{y}(t)$ is the received signal after frequency offset and phase noise compensation. This technique of phase noise estimation and compensation was proposed in [83] and analysed in [84], where it was shown to outperform conventional common-phase error compensation in OFDM. Assuming that $\phi(t) - \tilde{\phi}(t) \approx 0$, then from (2.18)
\[ \tilde{y}(t) = x(t) + c, \] (2.21)
where it can be seen that the impairments have been compensated.

This approach presents drawbacks as a result of the insertion of the pilot tone as follows:

1. The required frequency guard band consumes bandwidth.
2. The pilot tone consumes power. If the total transmission power cannot be increased, then the SNR of the data signal at the receiver decreases.
3. High linearity requirement in both the TX and RX to prevent unwanted mixing between the pilot tone and the data signal.
2.4 Practical Considerations

SEFDM must be able to handle practical problems which arise during the transmission. In particular, the issue of timing synchronization carries problematic implications to multicarrier signals without cyclic-prefix. Timing synchronization answers the problem of where the transmission frame begins in burst-mode transmission and also where the start and the end of each SEFDM or OFDM symbols are, since unlike a single carrier system, there is no eye-opening [80]. Incorrect estimation of the symbol timing results in subcarrier dependent phase rotations. This can be seen by considering the timing offset, $\tau$, as delay in the received signal. Ignoring other impairments and AWGN, this is represented as

$$y(t) = x(t - \tau).$$

The Fourier transform of (2.22) is

$$Y(f) = X(f) \exp(-j2\pi f \tau).$$

Important effect is observed in (2.23). In particular the frequency dependent phase rotation. Since each SEFDM subcarrier is allocated to different frequencies, this implies that under incorrect timing synchronization, the phase of each subcarrier will be rotated differently.

To alleviate this problem, an implementation of the timing synchronization technique developed by Schmedl and Cox for timing synchronization under the presence of frequency offset [80] is used. At the TX-end two OFDM symbols are inserted before the training sequence in one polarization as shown in Fig. 2.5. These two OFDM symbols form timing synchronization (sync) frame. Each of the two OFDM symbols has identical halves (H1 and H2) in time as shown in Fig. 2.9. Each OFDM symbol contains 256 subcarriers carrying 128 pseudo-random QPSK symbols. Notice that the number of symbols is less than the number of subcarriers. This is because one technique to generate identical halves in OFDM symbol is to use only even subcarriers, while the odd subcarriers are null.

At the RX, the received timing synchronization frame, $y_{\text{sync}}(t)$, is correlated with a delayed copy of itself. Recalling that the period of OFDM symbol is $T$ seconds, the value of the delay used is $T/2$ seconds. The correlator has two buffers for the signals to be correlated. Each buffer size is $T/2$ seconds worth of signal. The whole process is shown in Fig. 2.10. The peaks of the output of the correlator, $c_{\text{sync}}(t)$, correspond to the start positions of both OFDM timing synchronization symbols in the received signal.

The timing synchronization frame also serves an additional purpose. Recalling that the frame is inserted only in one polarization. Therefore, the power ratio between the two polarizations of the received timing synchronization frame can be used for preliminary estimation of the polarization rotation, $\tilde{\theta}$, given by

$$\tilde{\theta} = \arctan\left(\frac{P_Y}{P_X}\right),$$

where $P_X$ and $P_Y$ are the received power of the timing synchronization frame in polarizations X and Y, respectively. The compensation can then be performed
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![Timing Synchronization Frame](image1)

**Figure 2.9.** Illustration of timing synchronization frame structure.

![Block Diagram](image2)

**Figure 2.10.** Block diagram of timing synchronization.

by [74]

\[
\begin{bmatrix}
\hat{\mathbf{R}}_X \\
\hat{\mathbf{R}}_Y
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
\hat{\mathbf{R}}_X \\
\hat{\mathbf{R}}_Y
\end{bmatrix}, \tag{2.25}
\]

where \(\hat{\mathbf{R}}_X\) and \(\hat{\mathbf{R}}_X\) are the row vectors of the received signal in polarization X and Y, respectively.
Chapter 3

Frequency Multiplier-Based Transmitter

Multiplier-based transmitter (TX) has been proposed as a viable alternative architecture for mm-wave signal generation systems [85]. Previously, research interests in such architecture were focused on low-cost realizations of dual-band TXs utilizing frequency doubler [86–88], e.g., Wireless LAN 2.4 and 5 GHz. Digital predistortion (DPD) of frequency multipliers was proposed by Park et al. in 2003 [89], which preceded extensions and improvements in [85, 90–93]. The main challenge with this approach, however, is the trade-off between linearization capability and the complexity of the predistorter. For example, Liu et al. demonstrated generations of up to 256-QAM signal at 3.56 GHz using a frequency quadrupler (×4) linearized by two cascaded stages of DPD [92]. In contrast, this chapter and Paper B present a low-cost low-complexity solution to generate mm-wave signals by utilizing a simple phase retarder predistorter and a frequency multiplier. In addition to simplifying the layout of the whole TX, the multiplier-based architecture is advantageous in relatively low maximum oscillation frequency ($f_{\text{max}}$) technologies, where the multiplier can be used as the power-stage instead of power amplifiers (PAs) [85,94]. Further, through the exclusion of high frequency LO signals needed in the conventional architecture; the multiplier-based approach has the potential to mitigate the effect of high LO noise floors, which has been proposed to have significant negative impact to the signal quality [10,11,95]. These practical benefits create strong incentives for further investigations and research efforts in this area.

3.1 mm-Wave Signal Generation

As recently summarized by Chung et al. in [85], the system architectures of high-frequency (mm-wave and sub-THz) TXs can be categorized as follows:

1. A conventional architecture, where an oscillator signal is frequency-multiplied up to mm-wave prior to mixing with the intermediate frequency (IF) or baseband data signals.

2. A multiplier-based architecture, where the IF data signal is frequency-
3. A nonlinear mixer-based architecture, proposed by Takano et al. in [96]. The nonlinear mixer mixes the data signal with a low-frequency oscillator signal and upconverts to mm-wave. This architecture has been demonstrated to generate signals up to 300 GHz with frequency tripling ($\times 3$) [94] and doubling ($\times 2$) functionalities [97]. However, this architecture has a severe drawback of unwanted signals being generated at frequencies close to the desired output frequency.

A conventional-architecture mm-wave TX, such as those proposed in [98–100] consists of a high-frequency power-amplifier (PA), high-frequency mixer, one or more frequency multiplier(s), and a relatively low-frequency local oscillator (LO). This common approach avoids the difficulty of realizing high frequency LO and can achieve better frequency stability and phase noise in some technologies [18, 19]. Alternatively, instead of the frequency multiplier(s) and low-frequency LO pair, a high-frequency mm-wave LO may be realized such as that in [101]. Finally, a middle-ground combination of the two approaches has also been proposed [102].

The block diagram of the mm-wave TX in [100] is modified for simplification and shown in Fig. 3.1. For practicality of the discussions, baseband signal generation is represented by an arbitrary waveform generator (AWG). The AWG is assumed to generate intermediate frequency (IF) data signals to the mixer. A low frequency oscillator is injected into a frequency multiplier which outputs an oscillator signal at the desired mm-wave frequency to the mixer. The output of the mixer is ideally upconverted IF signals, which are subsequently amplified by the PA to suitable transmission power levels. In summary, this conventional architecture contains five main components: AWG, oscillator, frequency multiplier, mixer, and PA.

### 3.2 Multiplier-Based Transmitters

For multiplier-based TX architecture, a frequency multiplier is used to directly upconvert the IF signal. For illustration, see Fig. 3.2. Direct comparisons can
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Figure 3.2. A simplified block diagram of an upconverting TX using frequency multiplier.

Figure 3.3. A simplified block diagram of an upconverting TX using frequency multiplier with AWG functionality shown.

be made to the conventional TX in Fig. 3.1; it can be seen that the IF output of the AWG is directly injected to the frequency multiplier, which outputs the radio frequency (RF) mm-wave signal to the PA for further transmission. This technique has three main components: AWG, frequency multiplier, and PA. This architecture can be sub-categorized into two variants: with DPD [85–88,90,92,93] and without [103]. To the author’s best knowledge, reported experimental demonstrations of multiplier-based TX at mm-wave consist of [85] at 63 GHz and [103] at 240 GHz, both used frequency triplers (×3), and in Paper B at 78.6 GHz using a frequency sextupler (×6). Other reported demonstrations are at frequencies below 30 GHz, especially 2.4 and 5 GHz Wireless LAN dual-band TXs [86,87], which can be considered as hybrids between conventional TX and multiplier-based TX. These hybrid systems are based on conventional TXs, but the bias points of the PA can be adjusted such that it acts as a frequency multiplier, effectively supporting dual-band transmission [86–88].

3.2.1 Frequency Multiplier Nonlinear Model

For clarity and for later use, Fig. 3.2 is now expanded to illustrate the functions of the AWG in the context of this work, as shown in Fig. 3.3. The complex
data symbols, $\Phi$, are pulse-shaped to generate the complex baseband signal, $s(n)$, which may be represented as

$$s(n) = |s(n)| \exp(j \phi_s(n)), \quad (3.1)$$

where $j$ is $\sqrt{-1}$ and $\phi_s(n)$ is the phase of the signal. After digital to analog conversion to $s(t)$ and upconversion to IF at $f_{IF}$ Hz.

$$x(t) = \text{Re}\{s(t) \exp(j(2\pi f_{IF} t + \phi_{PN}(t))}\}, \quad (3.2)$$

where $\phi_{PN}(t)$ is the phase noise. Equation (3.2) can be expanded to

$$x(t) = |s(t)| \cos(2\pi f_{IF} t + \phi_s(t) + \phi_{PN}(t)). \quad (3.3)$$

Using memoryless polynomial model to represent the frequency multiplier and assuming ideal harmonics termination; the RF output, $y(t)$, of a frequency multiplier with frequency multiplication factor, $\beta$, when fed with $x(t)$ may be described as

$$y(t) = \sum_{k=1}^{K} r_k |s(t)|^{\beta+2(k-1)} \cos(2\pi (\beta f_{IF} t + \beta \phi_s(t) + \beta \phi_{PN}(t))), \quad (3.4)$$

where $K$ is the nonlinear order, and $r_k$ is the real-valued nonlinear coefficients. Note that some reports argue that the modelling accuracy of some frequency multipliers can be improved if memory terms are included [91].

### 3.2.2 Output Impairments

Observing (3.4), it can be seen that the RF is at $\beta f_{IF}$ Hz as intended. However, the signal is severely impaired by the following:

1. The distortion of the phase of the data signal, $\beta \phi_s(t)$.
2. The worsened phase noise, $\beta \phi_{PN}(t)$. This impairment is not exclusive to the upconverting TX using frequency multiplier technique. A conventional-architecture TX that uses frequency multiplier to upconvert an oscillator signal is also affected.
3. The amplitude nonlinearity, $|s(t)|^{\beta+2(k-1)}$.

These impairments contribute to the distortion of the transmitting signal, e.g., the bandwidth expansion effect, where the bandwidth of the RF signal expands relative to the IF signal by a function of $\beta$.

### 3.2.3 Existing Approaches

To address the impairments, DPD can be used to predistort the input IF signal. However, due to the strong nonlinearity of a frequency multiplier, the required DPD is typically complex. Another approach is to entirely exclude DPD and rely instead on the fixed relationship between the frequency multiplication factor, $\beta$, and the constrained phases of the complex symbols, e.g., the four phases of QPSK symbols, or the eight phases of 8-PSK symbols. For example,
consider transmitting QPSK signals through a frequency tripler ($\beta = 3$). Due to the relationship between the phases of QPSK symbols and $\beta$, the equivalent transmitting symbol points merely switches their phases. To illustrate, let $\Phi_{QPSK}$ represent QPSK symbols:

$$\Phi_{QPSK} = \exp(j(2\eta - 1)\frac{\pi}{4}) \quad (3.5)$$

such that $\eta \in \{1, 2, 3, 4\}$. Assuming ideal rectangular pulse-shaping and upconversion to IF, the resulting signal is fed to a frequency tripler; the RF output from (3.4) then becomes

$$y(t) = \sum_{k=1}^{K} r_k \cos(2\pi(3f_{IF})t + 3(2\eta - 1)\frac{\pi}{4}) + 3\phi_{PN}(t). \quad (3.6)$$

Interestingly, the phase distortion is reduced to $3(2\eta - 1)\frac{\pi}{4}$ which means that the phases of the original symbols distinctively translate to those of other symbols, while retaining the original constellations of QPSK, i.e., $\frac{\pi}{4}$ to $\frac{3\pi}{4}$ rad, $\frac{3\pi}{4}$ to $\frac{7\pi}{4}$ rad, and $\frac{7\pi}{4}$ to $\frac{5\pi}{4}$ rad. This means that different symbols retain their distinctions and can be decoded at the receiver (RX). However, an ideal rectangular pulse-shape cannot be generated in practice and the transition between different symbols do not adhere to the aforementioned relationship between the symbol phases and $\beta$, which is required for the generation without the phase distortion. This practicality results in nonlinear distortion and most particularly the bandwidth expansion effect. Furthermore, the distorted transition regions affect the processing requirements at the RX; even though the equivalent symbol points retain the phases of QPSK symbols, the DSP algorithms at the RX, e.g., symbol synchronization, must be able to handle the severe distortion of the transition regions.

### 3.3 Upconverting Transmitter Using Frequency Multiplier Coupled with Phase Retarder

The work in this thesis proposes the use of a phase retarder, a component which “slows” the revolution of the phase of the IF signal. This technique is a compromise between the two existing approaches, namely, the high computational complexity of a full-fledged DPD and the transmission with full distortion. The technique is suitable for transmission of constant-modulus modulations, e.g., QPSK, 8-PSK, 16-PSK. Paper B has experimentally demonstrated the technique at mm-wave RF of 78.6 GHz using frequency sextupler ($\beta = 6$) to transmit 8-PSK signals at up to 4.8 Gbit/s.

#### 3.3.1 Phase Retarder

The complex baseband signal, $s(n)$ in (3.1), is predistorted using a phase retarder before upconversion to IF as shown in Fig. 3.4. The operation of the phase retarder is described as

$$\phi_{PR}(n) = \frac{\phi_s(n) + 2\pi c(n)}{\beta}, \quad (3.7)$$
where \( c(n) \) is an arbitrary integer to represent phase unwrapping operation whose value may change with different sample index, \( n \). The phase retarder operates only on the phase of the input signal. The unwrapped phase is divided by \( \beta \). The phase retarder therefore “retards” the development of the phase over time. The name is inspired by a braking instrument commonly found in heavy vehicles. The retarded phase, \( \phi_{PR} \), then supersedes the original phase of \( s(n) \), giving

\[
s_{PR}(n) = |s(n)| \exp(j\phi_{PR}(n)),
\]

which is then upconverted to IF.

### 3.3.2 Compensated Nonlinearity

With (3.8) as the new baseband signal, the IF signal from (3.3) becomes

\[
x_{PR}(t) = |s(t)| \cos(2\pi f_{IF} t + \phi_{PR}(t) + \phi_{PN}(t)).
\]

After injecting the phase retarded IF signal in (3.9) to the input of the frequency multiplier. The RF output from (3.4) then becomes

\[
y_{PR}(t) = \sum_{k=1}^{K} r_k |s(t)|^{\beta + 2(k-1)} \cos(2\pi (\beta f_{IF}) t + \phi_s(t) + \beta \phi_{PN}(t)),
\]

where it can be observed that the distortion of the phase of the data signal in (3.4) has been resolved, since \( \phi_s(n) = \phi_s(n) + 2\pi c(n) \) rad. Furthermore, it has been experimentally shown in Paper B that the unwanted effect of bandwidth expansion is also suppressed. An experimental result is presented in Fig. 3.5, which shows the received power spectral densities (PSD) with and without the phase retarder. Full description of the experiment is found in Paper B. However, it can also be observed in (3.10) that the amplitude nonlinearity remains unaddressed at the TX, resulting in compatibility limitations with multi-modulus symbols, e.g., 64-QAM, 256-QAM. This issue along with the worsened phase noise are addressed at the digital RX.
3.4 Digital Receiver

A purpose-built digital RX was developed to mitigate the remaining amplitude nonlinearity and worsened phase noise in the transmitted signal. At the RX, the received signal, $r(t)$, is downconverted to complex baseband, low-pass filtered, downsampled to symbols, and timing synchronized. This front-end process, shown in Fig. 3.6, outputs the received complex symbols, $\Phi_{RX}(l)$, where $l$ is the symbol-index.

3.4.1 Post-Distorter

To compensate the remaining amplitude nonlinearity, a memory polynomial model [104] was used for post distortion. The order of the model depends on $\beta$ such that if $\beta$ is odd, the model is odd-ordered and if $\beta$ is even, the model is even-ordered. The coefficients are estimated by assigning some transmitting
symbols as pilots, \( p_{TX}(l) \). The process is described as

\[
p_{TX}(l) = \sum_{m=0}^{M} \sum_{k=0}^{K} c_{m,k} p_{RX}(l - m) |p_{RX}(l - m)|^{2k + \beta - 1},
\]

where \( c_{m,k} \) is the complex coefficients to be estimated. \( M \) is the memory depth to handle the memory effect, if any. \( p_{RX}(n) \) are the received pilot symbols. After estimation of the coefficients, the received symbols can then be post-distorted through

\[
\tilde{\Phi}_{RX}(l) = \sum_{m=0}^{M} \sum_{k=0}^{K} c_{m,k} \Phi_{RX}(l - m) |\Phi_{RX}(l - m)|^{2k + \beta - 1},
\]

where \( \tilde{\Phi}_{RX}(l) \) is the post-distorted symbol.

### 3.4.2 Phase Error Compensator

This subsection refers to phase noise and any impairment of the phase of the received symbols as “phase error”. The post-distorted symbols are stripped of modulation using Viterbi-Viterbi algorithm [76]. A comparison of the PSD estimates before and after Viterbi-Viterbi obtained from the experiment described in Paper B is given in Fig. 3.7. It can be seen that the spectrum of the transmitted symbol sequence has been transformed into a single tone carrying phase error information. The phase of the resulting complex tone is then measured, unwrapped, and scaled as a function of time. The phase development is then low-pass filtered to obtain an estimation of the phase error as a function of time, which is subsequently used for compensation. Without low-pass filtering the compensation is equivalent to standard hard detection of the symbols [105].

The probability density function (PDF) of the phase error with and without the above phase error compensation as observed in the experiment described in Paper B is shown in Fig. 3.8, where improvements can be seen.
Figure 3.7. Experimentally obtained PSD estimates before and after Viterbi-Viterbi algorithm, before is denoted as “Symbols” and after as “Modulation-stripped”.

Figure 3.8. PDF of the phase error with and without phase error compensation obtained from the experiment described in Paper B.
Chapter 4

Emulation of Mutual Coupling for Characterization and Evaluation Measurements

Millimeter wave (mm-wave) and Massive Multiple-Input Multiple-Output (MIMO) are recognized as two of the most disruptive technologies in the development of next generation wireless systems [106]. Massive MIMO promises improved spectral efficiency, spatial diversity in channel response, and simple transmit and receive structures [107]. It achieves these characteristics through the utilization of large antenna arrays, i.e., large number of antennas, power amplifiers, and transmission paths, which can be in the order of several hundreds. Such architecture has been shown to provide higher transmission capacity [108]. However, one of the main challenges in the utilization of such large arrays is the interactions between the array elements. Such interactions can include signal, thermal, and mechanical couplings. In the scope of this thesis and Paper C, we focus on the well-known issue of signal or mutual coupling [20], which results in undesirable effects including cross-talks and variations of load reflection coefficients at various points in the systems (load-pull effects) [109]. These impairments negatively affect the system KPIs by reducing power and spectral efficiencies and distorting the transmitted signals [110].

Output signal or mutual coupling happens when the output of a transmission path “leaks” or gets coupled to the other transmission paths. This in turn varies the output impedance of the corresponding power amplifiers (PA). Such phenomenon can be mitigated by using isolators to prevent the coupled signal from reaching the PA [111]. However, employing isolators in a large antenna array not only reduces the level of integration, but is simply an expensive manoeuvre. This motivates the efforts to study and understand the coupling effects especially with respect to the transmitting signal distortion, and the penalty incurred to the system KPIs.

Research efforts addressing Massive MIMO are in abundant. Several Massive MIMO experimental test beds have been developed by both the industry [112]...
and the academy [113-116]. Various behavioral modelling approaches have been proposed to represent [117, 118] and predistort [119] antenna coupling effects in such systems. In contrast to these, we design and build measurement technique and system to emulate coupling without requiring the large array and several hundreds of elements to be realized. Devices and components can then be evaluated under such conditions and the penalty incurred upon the system KPIs measured. The technique was first proposed in Paper CP1, improved in Paper CP3, and subsequently finalized in Paper C.

### 4.1 Brief Overview

The proposed technique has minimal experimental setup requirement; only one PA has to be realized if identical elements are used in the array. To represent each transmission path, a time-division multiplexing scheme is developed. In each time-slot, the PA acting as the device under test (DUT) is presented with the time-varying load reflection coefficients of the corresponding transmission path. The coefficients are determined by the predefined S-parameter coupling network. The technique is based on wide-band active loadpull [21], but unlike standard loadpull, the technique converges to the S-parameter coupling network instead of load reflection coefficients.

The distorted signal under the emulated coupling effects can then be evaluated in terms of the penalty to the KPIs which may be measured through: adjacent channel power ratio (ACPR), error-vector magnitude (EVM), normalized mean-square error (NMSE), and bit-error rate (BER). The emulation method is versatile and can be applied to emulate specific scenarios. For example, beamforming and Massive MIMO arrays have different characteristics of the transmission paths and signals, which in turn change the coupling effects.

### 4.2 Antenna Array Applications for Communication

Usage of antenna arrays in communication systems has been investigated since the first half of the 20th century as shown through the work in [120–123]. The aspiration for this development is due to the desire for a directive radiation system. As stated in [120], the first proposal of such array is by Brown in 1899 as evidenced by his patent [124], which was subsequently followed by improvements and modifications [125,126].

In modern days, antenna arrays have integral incumbent roles in communication systems, as can be seen through the surge in the popularity of very large array-enabled system such as Massive MIMO [107, 127]. As summarized by Paulraj et al. [128], a modern MIMO system provides performance improvement which may be categorized as follows:

1. Array gain, to increase the average received SNR.
2. Diversity gain, in particular, spatial diversity to mitigate fading channels.
3. Spatial multiplexing gain, to offer improvement in capacity which scales linearly to the minimum number of TX and RX antennas.
4. Interference reduction, to avoid interference to adjacent units. Massive MIMO enhances these benefits through the large number of antennas. As a result, it has the potential to increase the transmission capacity through aggressive spatial multiplexing, while simultaneously improving the energy efficiency [127]. Due to the aforementioned benefits offered by Massive MIMO, there is a strong incentive to investigate the implementation of such system at mm-wave frequencies; supported by the smaller spacing between elements in the array. As a consequence, the deployment of bulky and costly isolators to suppress mutual coupling is impractical.

4.3 Antenna Array Output Coupling

This section describes the generic working model of mutual coupling to facilitate the description of the measurement technique. An arbitrary antenna array is shown in Fig. 4.1, which includes:

1. \(N\) transmission paths, where \(N\) is a positive integer
2. \(N\) TXs
3. \(N\) PAs
4. \(N\) load reflection coefficients, \(\Gamma_{\text{load}}\)
5. S-parameter network, an \(N \times N\) matrix \(S\), connected to the output of all transmission paths. The network defines the magnitude and phase (or rather delay) of coupling between each pairing of transmission paths.
6. The incident and reflected waves \((a_1, b_1, a_2, \text{ and } b_2)\) defined at the input and output ports of each PA. Notation is as indicated in the figure, i.e., \(a_2^{(i)}\) is the incident wave on the output of the \(i^{\text{th}}\) PA.

The S-parameter network can be defined as

\[
S = [S_{ij}]_{i,j \in 1,2,...,N} = \begin{bmatrix}
S_{11} & S_{12} & \cdots & S_{1N} \\
S_{21} & S_{22} & \cdots & S_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
S_{N1} & S_{N2} & \cdots & S_{NN}
\end{bmatrix}, \quad (4.1)
\]

where \(S_{ij}\) is the signal coupling from the \(j^{\text{th}}\) to the \(i^{\text{th}}\) transmission path. The load reflection coefficients of the \(i^{\text{th}}\) transmission path, \(\Gamma_{\text{load}}^{(i)}\), is

\[
\Gamma_{\text{load}}^{(i)} = \frac{a_2^{(i)}}{b_2^{(i)}}, \quad (4.2)
\]

Given a well-matched array \((S_{ii} = 0)\), the \(a_2\) wave of the \(i^{\text{th}}\) PA is

\[
a_2^{(i)} = \sum_{j=0}^{N} S_{ij} b_2^{(j)}. \quad (4.3)
\]
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4.4 Emulation Method

This section describes the emulation process of mutual coupling in an antenna array.

4.4.1 Overview

The realization of each $b_2$ wave is both the goal and the means of the emulation procedure, i.e., the $b_2$ wave of a transmission path is simultaneously influenced by and influencing those of other transmission paths; such characteristic can be represented by an iterative process. Observing (4.3), it can be seen that the incident wave, $a_2$, of each transmission path is a function of coupling (defined by $S$) and the reflected waves, $b_2$, of other paths. The input waveform to each PA, $a_1$, on the other hand, is the signal intended for transmission of the

\[ \Gamma_{load}^{(i)} = \sum_{j=1}^{N} S_{ij} b_2^{(j)} - S_{ii}. \]  

(4.4)

The emulation technique developed in this thesis presents a method to generate the time-varying load reflection coefficients in (4.4). Observation of (4.4) reveals that, if the coupling network is known, this goal can be achieved through realizations of all $b_2$ waves.
corresponding transmission path and is assumed not to be affected by the mutual coupling. Furthermore, to realize a minimal low-cost low-complexity measurement setup, a constraint of using only one PA as the DUT is added to the consideration. These observations and constraint can be arranged and simplified into a block diagram shown in Fig. 4.2, where \( a_1, a_2, \) and \( b_2 \) are time-domain vectors of \( a_1, a_2, \) and \( b_2 \) of all transmission paths, respectively. In the figure, the measurement setup block operates on the characteristics of the DUT through active load-pulling. The processing block operates on the S-parameter coupling network and computes \( a_2 \) according to (4.3).

4.4.2 Offline Processing Unit

**Constraints:** the coupling effects of all \( N \) transmission paths have to be emulated under the constraint of having one DUT.

**Solutions:** Utilize time-division multiplexing where there are multiple time-slots. In each time-slot, only one transmission path is emulated, as shown in Fig. 4.3. The figure illustrates the operations to emulate the \( i^{th} \) transmission path in the \( i^{th} \) time-slot. To emphasize on the time-division aspect, the “processing” block in Fig. 4.2 is now noted as “offline processing unit”, which contains a buffer, a filter array, and a combiner. The emulated reflected waves of other transmission paths, \( b_2^{(j,j\neq i)} \), which were buffered from previous time-slots, are passed through an array of filter. These filters amplitude-scale and time-shift the signals to the corresponding coupling levels as determined by the S-parameter network. The filtered signals are then superimposed into the coupled signal of the \( i^{th} \) transmission path, \( a_2^{(i)} \), which is sent to the measurement setup along with the transmitting signal, \( a_1^{(i)} \). The measurement setup then operates on the DUT and outputs the distorted signal of the \( i^{th} \) transmission path, \( b_2^{(i)} \), which is sent to the buffer, to be used in other time-slots.

The emulation of \( N \) time-slots is not sufficient to complete the emulation, because the process for the first transmission path does not have prior information on other transmission paths in the buffer. Hence, the iterative nature of
the technique, where \( N \) time-slots form an iteration. The number of iterations required is dependent on the particular transmission scenario of interest. The emulation is deemed complete only after the output of all transmission paths converge. After the final iteration, \( N \) time-varying stable solutions are obtained from the emulation. In practice, the convergence goal can be implemented through monitoring of the normalized mean-square error (NMSE) between \( b_2^{(i)} \) from an iteration with the previous iteration, as an example. Table I in Paper C illustrates this iterative procedure in detail.

### 4.4.3 Measurement Setup

The block “measurement setup” in Fig. 4.3 is expanded and shown in Fig. 4.4. The measurement setup consists of the following:

1. a PA as the DUT
2. a driving amplifier (\textit{driver})
3. an isolator to prevent reflection to the output of the \textit{driver}
4. a directional coupler
5. two TXs (TX1 and TX2)
6. two RXs (RX1 and RX2)

The DUT and TX1 form “transmission path under test” (TPUT), which represents the intended transmitting signal of the \( i^{th} \) transmission path, \( a_1^{(i)} \). The \textit{driver} and TX2 form “coupling path under test” (CPUT), which represents
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Figure 4.4. Complete block diagram describing the emulation of the $i^{th}$ transmission path in the $i^{th}$ time-slot, modified from Paper C.

the output coupling signal of the $i^{th}$ transmission path, $a_2^{(i)}$. The driver merely serves to increase the coupling power to sufficient levels and must be operated in its linear region. RX1 receives the distorted transmitting signal, $b_2^{(i)}$, which is sent to the offline processing unit as described. To illustrate, a simple example of this procedure for a two-element array with identical signals is provided in Section III-C of Paper C.

4.4.4 Isolation of Coupling Effects

The emulated transmitting waveforms are not only distorted due to the coupling effects, but also the distortion of the PA under standard 50-Ω termination. This may not be the desirable outcome depending on the specific scenario the user is aiming to emulate. Most importantly, in certain scenarios, the 50-Ω termination nonlinearity may prevent meaningful emulation of lower coupling levels, since in such cases, the distortion of the waveforms is dominated by the 50-Ω termination nonlinearity. To enhance the coupling levels that can be emulated (coupling dynamic range), the transmitting signal of each transmission path is predistorted using digital pre-distortion (DPD). The predistorted signal, $\tilde{a}_1^{(i)}$, is then sent to the measurement setup as illustrated in Fig. 4.5.

In order to linearize the DUT when terminated with 50-Ω, an odd-order memory polynomial model was used [129–131]. Denoting the complex baseband input signal to the model as, $x(n)$, the output signal, $y(n)$, can be represented
Figure 4.5. Complete block diagram of the emulation technique with digital pre-distortion in the $i$th time-slot, emulating the $i$th transmission path, modified from Paper C.
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![Digital pre-distortion goal](image)

**Figure 4.6.** Digital pre-distortion goal.

\[
y(n) = \sum_{k=0}^{K-1} \sum_{m=0}^{M} b_{k,m} x(n-m) |x(n-m)|^{2k},
\]

(4.5)

where \(K\) is the maximum order, \(M\) is the memory depth, and \(b_{k,m}\) are the linearization parameters to be estimated. To utilize this model as DPD, the estimation goal is set such that \(a^{(i)}_1\) is \(x(n)\), and \(\tilde{a}^{(i)}_1\) is \(y(n)\), which is connected to the input of the DUT as shown in Fig. 4.6. The output of the DUT is denoted as \(\hat{a}^{(i)}_1\), which is desired to be the same as \(a^{(i)}_1\) when terminated with 50 \(\Omega\).

In this thesis, the estimation of linearization parameters is done using a variant of Indirect Learning Architecture \([132]\), proposed in \([133]\). The advantage of this variant is in the removal of the needs for DUT gain normalization in the estimation iterative loop. In practice, the linearization parameters are not estimated per transmission path as might have been suggested in Fig. 4.6. Rather, an arbitrary wideband modulated test signal was used to obtain the parameters, which are subsequently applied to all transmission paths.

The importance of this step is illustrated in Fig. 4.7, which shows a comparison of the DUT output signal power spectral densities (PSDs) with and without DPD. The PSD without DPD exhibits spectral regrowth, which is suppressed, to a certain extent, when DPD is implemented.

Finally, Fig. 4.8 shows the results which are experimentally obtained from the emulation of the aforementioned two-element array example scenario, described in Section III-C of Paper C. The emulated transmitting waveforms at coupling level \((-20 \log(|S_{ij}|))\) from 8.5 to 38.5 dB are evaluated in terms of the KPIs: adjacent channel power ratio (ACPR) representing out-of-band distortion, NMSE quantifying overall distortion, and error-vector magnitude (EVM) which is indicating the in-band distortion. Observing the ACPR, the results obtained without DPD spans from –35.1 dBc at lower coupling level to –33.5 dBc at higher coupling level, giving a span of 1.6 dB. On the other hand, the ACPR obtained with DPD exhibit a much wider span of 3.7 dB. The same trend is observed in NMSE which has a span of 1.96 dB without DPD and 3.63 dB with DPD. Contradictory and interestingly, the in-band distortion quantified through EVM shows spans of 0.810% without DPD and 0.546% with DPD. This is because the EVM became stable when coupling level decreases down to –20 dB, which indicates SNR-limited results.
Figure 4.7. Comparison of the DUT output signal PSDs with and without digital pre-distortion, noise-free ideal signal is included as reference, from Paper C.
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Figure 4.8. Comparisons of emulated signals at varying coupling level with and without DPD through: (a) ACPR from Paper C, (b) NMSE, and (c) EVM.
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4.4.5 Calibration

To ensure and preserve both the coupling power levels and phases prescribed by the coupling S-parameter network, $S$, calibration must be performed to shift the reference planes of the measurement setup to the input and output of the DUT, marked by the two dash lines in Fig. 4.4 and 4.5. During the emulation of the $i^{th}$ transmission path, the TPUT input waveform, $a_1^{(i)}$, must be projected onto $a_1^{(DUT)}$, while simultaneously the CPUT input waveform, $a_2^{(i)}$, must be projected onto $a_2^{(DUT)}$ such that the coupling defined by $S$ is true and maintained. To achieve this, a standard reciprocal-short-open-load procedure described in [134] was performed. Furthermore, a power meter was used to obtain the absolute output power levels of the TXs [135]. An additional step of phase calibration was also performed to eliminate any parasitic anomalies [136].

4.5 Applications

The emulation technique provides flexibility in both the measurement setup and the processing blocks in Fig. 4.2. Depending on the scenario to be emulated, e.g., an array with different PAs, more DUTs may be added to the measurement setup block. Furthermore, the array maybe designed for a specific purpose such as beamforming or Massive MIMO, which have different characteristics of the transmitting signals. This characteristic may be quantified through the cross-correlations of the signals in different transmission paths.

In beamforming scenario, identical signals are transmitted in different transmission paths. The delay between each path defines the steering angle [137]. Without phase differences, e.g., steering broadside in a broadside array, the cross-correlation coefficients are unity indicating identical signals, resulting in a certain coupling effect. Upon applying phase shift or time-delay, the steering angle varies and the cross-correlation coefficients decrease, and thus the coupling effect changes. To illustrate, Fig. 4.9 shows the load reflection coefficients in beamforming scenario with and without delay between transmission paths.

In Massive MIMO for spatial multiplexing gain, the signals in each transmission paths are independent giving cross-correlation coefficients approaching zero. This results in characteristics of the coupling effect, which are less dependent on the delay between transmission paths as illustrated in Fig. 4.10.

The emulation technique is fully suitable to emulate and take into consideration these different scenarios and their implications on the coupling effects to fully represent the array of interest. This has been thoroughly demonstrated and verified in Paper C.

With minimal setup requirements in both the number of components and computation complexity, the technique is suitable for rapid evaluations and characterizations of components under mutual coupling effects without the need to realize an actual array. Ultimately, the technique is an appealing and valuable tool for circuit and system designers to foresee how the DUT would perform in real usage scenarios and to be able to characterize and evaluate their designs with system-level KPIs.
Figure 4.9. Magnitude of emulated load reflection coefficients in a beamforming scenario with coupling level of 16.46 dB and delay between transmission paths of (a) null and (b) two symbol periods, from Paper C.
Figure 4.10. Magnitude of emulated load reflection coefficients in a Massive MIMO scenario with coupling level of 16.46 dB and delay between transmission paths of (a) null and (b) one symbol period, from Paper C.
Chapter 5

A Technique to Measure Reflection and Transmission Coefficients

With the advent of devices, circuits, sub-systems, and systems which support mm-wave frequencies and mobilize wider bandwidths; common practice measurements at lower frequencies need to be re-investigated in order to enhance their usability and practicality under the new regime.

This chapter will investigate a technique to measure reflection and transmission coefficients with the following goals: to improve the precision of existing measurement instruments and to construct a tool enabling new characterizations. The approach undertaken is to mobilize DSP practices in conjunction with those of instrumentation.

Note that this chapter and Paper E use the following definitions:

- Accuracy refers to the statistical bias and systematic error.
- Precision refers to the statistical variability and stochastic error.

These are in contrast to the definitions used by the International Organization for Standardization, where accuracy is both systematic and stochastic errors.

5.1 Applications of Transmission and Reflection Coefficients

Chapter 4 has introduced a technique to emulate antenna array mutual coupling effects, which are prescribed by the S-parameter matrix, \( S \), known \textit{a priori}. As shown in Fig. 4.9 and 4.10, the coupling of output signals then creates deviations of the load reflection coefficients, \( \Gamma_L \), of all transmission path, i.e., load-pull. Complementary to the emulation technique, this chapter and Paper E introduce a technique to improve the precision of S-parameter measurements (a subset of transmission and reflection coefficients) and enables estimations of source and load reflection coefficients when the incident and reflected waves are non-sinusoidal wideband modulated signals.
5.1.1 Vector Network Analyzers: S-Parameters

Vector network analyzers (VNA), simplified and shown in Fig. 5.1, are common instruments used to measure S-parameters of the device under test (DUT). Note that a VNA is a complex instrument [138], whose exact implementation can vary significantly; Fig. 5.1 is not included to address this point, but merely to facilitate the subsequent discussions.

A VNA operates by sweeping the frequency of a sinusoidal source injected at a port of the DUT, whose other ports are appropriately terminated. At a frequency point, the incident and reflected waves are then measured simultaneously by the RXs inside the VNA. The S-parameter can then be calculated as a function of the corresponding pair of incident and reflected waves. The VNA can be calibrated from prior standardized measurements which are nicely summarized in [139], the S-parameter at the plane of interest (represented by the dash-line) can then be obtained. The sinusoidal source is then swept to the next frequency point and the procedure repeats. The precision of such measurement is affected by noise at the RXs, which can be alleviated through the intermediate frequency (IF) filter. In such a measurement system, there is a fundamental trade-off between the precision of the measurement and the required measurement time. The trade-off exists in both the calibration stage and the measurement of the DUT. With a given number of frequency points, this trade-off is controlled by the IF bandwidth, typically variable, of the aforementioned RXs. With larger IF bandwidth, the measurement is quick but noisy, and hence, imprecise. A precise measurement typically requires lower IF bandwidths and longer measurement time. To illustrate, Fig. 5.2 shows measured $S_{21}$ of a DUT at varying IF bandwidths. This constraint is exacerbated at mm-wave not only due to the wider measurement bandwidth, but also the higher loss of the test bench interconnects. Improvements to the precision and measurement time trade-off are therefore of significant and practical interests to wideband VNA measurements of mm-wave components.
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5.1.2 Active Load-Pull: Load Reflection Coefficients

Active load-pull is a characterization measurement, first proposed by Takayama in 1976 for the open-loop variant [140] and Bava et al. in 1982 for the closed-loop variant [141]. In such measurement, the DUT is evaluated at different source and load terminations (reflection coefficients). The characterization could then offer information on the optimal terminations given the performance metrics. The varying terminations are created by the interactions between incident and reflected waves, typically sinusoidal, at the respective planes and must be controlled through a mechanism within the measurement environment. An overview of modern load-pull systems can be found in [21]. A simplified active load-pull setup is shown in Fig. 5.3.

Recently, there has been a surge of research interests in characterizations of the DUT under real usage scenarios: the technique proposed in Chapter 4 and Paper C is but one example. The benefit of such approach is well-recognized [142–145]. In these measurement systems, the incident and reflected waves are non-sinusoidal wideband modulated signals. Additionally, measurements have been reported to utilize the merits of such signals in various ways: Roblin et al. proposed an active load-pull system which uses modulated signals to improve measurement time [146]; while Thorsell et al. proposed a technique to generate time-varying terminations using modulated signals [147]. However, the estimation of the reflection coefficients created by the interactions of these non-sinusoidal signals is non-trivial. Furthermore, the estimation of the coefficients at low signal-to-noise ratio (SNR) frequency regions, e.g., intermodulation region, is not easily feasible. To demonstrate, Fig. 5.4 shows the estimated reflection coefficients in comparison to the trivial true values. The 3-dB and null-to-null bandwidths of the wideband incident and reflected waves are 10 MHz and 18 MHz, respectively. Similar to the S-parameter measurements, these constraints are further exacerbated at mm-wave frequencies due to the higher loss of test bench interconnects [148]. A technique to improve the
5.2 Measurement

5.2.1 Setup (Framework)

The measurement systems of a VNA in Fig. 5.1 and an active load-pull test bench in Fig. 5.3 can be generalized to a generic measurement setup for a two-port DUT shown in Fig. 5.5. The setup consists of

1. a DUT to be characterized
2. two TXs to inject stimuli (sinusoidal or modulated signals)
3. two RXs to measure incident and reflected waves
4. two couplers and switches to select the pairing of incident and reflected waves
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5. a mechanism to synchronize the timing of all components (not shown)

The extension of the setup to \( N \)-port device is trivial (conceptually) and will not be illustrated.

5.2.2 Definition-Based Approach

In Fig. 5.5, the transmission and reflection coefficients are also identified.

VNA S-parameter Measurements

Recalling (4.3) in Chapter 4: for an \( N \)-port DUT, a frequency-domain reflected wave at the \( k \)th frequency-point and the \( \imath \)th port, \( B_i[k] \), is [149]

\[
B_i[k] = \sum_{j=1}^{N} S_{ij}[k]A_j[k],
\]  

(5.1)

where \( A_j[k] \) is the frequency-domain incident wave at the \( j \)th port. \( S_{ij}[k] \), is the S-parameter from port \( j \) to port \( i \), which can be formulated as [149]

\[
S_{ij}[k] = \frac{B_i[k]}{A_j[k]} : A_{\forall i \neq j}[k] = 0,
\]  

(5.2)

where it can be seen that S-parameter is either transmission or reflection coefficients with additional terminations condition. Equation (5.2) in vector form is

\[
S_{ij} = \frac{B_i}{A_j} : A_{\forall i \neq j} = 0_K,
\]  

(5.3)

where \( S_{ij} \), \( B_i \), and \( A_j \) are \( K \times 1 \) vectors with \( K \) being the number of measured frequency points. \( 0_K \) is a \( K \times 1 \) zero-vector, and \( : \) denotes element-wise division.

Define noise added at the two RXs: RX\(_a\) and RX\(_b\) (see Fig. 5.5), as \( W_a \) and \( W_b \), respectively, such that

\[
W_a \sim \mathcal{N}(0, \sigma_w^2)
\]  

(5.4)

\[
W_b \sim \mathcal{N}(0, \sigma_w^2).
\]  

(5.5)
CHAPTER 5. A TECHNIQUE TO MEASURE REFLECTION AND TRANSMISSION COEFFICIENTS

2.16 2.161 2.162 2.163 2.164 2.165
Frequency (GHz)

-9 -8 -7 -6 -5 -4 -3 -2 -1 0
Magnitude (dB)

Figure 5.6. Comparison between the operation in (5.6) and VNA-measured $\hat{S}_{22}$.

$W_a$ and $W_b$ are independent and identically distributed (i.i.d.) zero-mean Gaussian random variables with variance of $\sigma_w^2$. The measurable incident and reflected waves are $\hat{A}_j$ and $\hat{B}_i$, respectively. An estimation of $\tilde{S}_{ij}$ based on its definition in (5.3) is then

$$\tilde{S}_{ij} = \frac{\hat{B}_i}{\hat{A}_j} = \frac{B_i + W_b}{A_j + W_a} : A_{\forall i \neq j} = 0_K.$$ (5.6)

In an ideal VNA measurement, the power of the stimulated incident wave is expected to be satisfactorily high. In such case, $\|A_j\|^2 \|W_a\|^2 \gg 1$, and (5.6) is approximated to

$$\tilde{S}_{ij} = \frac{\hat{B}_i}{\hat{A}_j} \approx \frac{B_i + W_b}{A_j} = S_{ij} + \frac{W_b}{A_j} : A_{\forall i \neq j} = 0_K.$$ (5.7)

It can be observed that for each frequency point, the estimated S-parameter is

$$\tilde{S}_{ij}[k] \sim \mathcal{N}(S_{ij}[k], \frac{\sigma_w^2}{A_j^2[k]}).$$ (5.8)

If the incident and reflected waves are sinusoidal, the operation in (5.6) is trivial. To illustrate, a comparison between VNA-measured S-parameters and the operation of (5.6) is shown in Fig. 5.6.

**Active Load-Pull $\Gamma_L$ Measurements**

The above procedure can be directly applied to the estimation of $\tilde{\Gamma}_L$ (see Fig. 5.5) to obtain

$$\tilde{\Gamma}_L = \frac{\hat{A}_2}{\hat{B}_2} = \frac{A_2 + W_a}{B_2 + W_b}.$$ (5.9)
If the reflected wave from the output of the DUT is sufficiently high in power, such that $\frac{\|B_2\|^2}{\|W_b\|^2} \gg 1$, (5.9) is approximated to

$$\tilde{\Gamma}_L = \frac{\hat{A}_2}{\hat{B}_2} \approx \frac{A_2 + W_a}{B_2} = \Gamma_L + \frac{W_a}{B_2}.$$  

(5.10)

It can be observed that for each frequency point, the estimated load reflection coefficient is

$$\tilde{\Gamma}_L[k] \sim \mathcal{N}(\Gamma_L[k], \frac{\sigma_w^2}{B_2^2[k]}).$$  

(5.11)

Equations (5.8) and (5.11) illustrate the mechanism of this approach. Complete error analysis of the definite forms in (5.6) and (5.9) is presented in Section II-B of Paper E.

If wideband modulated signals were used to perform either of these measurements, the frequency-domain operations in (5.6) and (5.9) are not trivial. In such case, the measured wideband time-domain incident and reflected waves can be transformed to the frequency-domain by using Fast-Fourier Transform (FFT). However, this approach is not ideal due to the well-known problems associated with FFT operation on such waveforms: pseudo-aliasing, picket-fencing, and “leakage” [150,151].

### 5.3 Finite Impulse Response Least-Squares Approach

To improve the precision of the estimation of reflection and transmission coefficients and in conjunction solve the issues when wideband modulated signals are used, Finite Impulse Response Least-Squares Estimation (FIR-LSE) is proposed. Three variants of FIR-LSE have been developed as follows:

- I: time-domain operation on time-domain measurements
- II: time-domain operation on frequency-domain measurements
- III: frequency-domain operation on frequency-domain measurements

Variants I and III are included in Paper E, where the former is shown to be suitable for estimations of $\Gamma_L$ in active load-pull systems with wideband modulated signals, and the latter is proposed for estimations of $S_{ij}$ in $S$-parameter measurements with a VNA.

#### 5.3.1 FIR-LSE Variant I (Time-Time)

This is the most straight-forward variant of FIR-LSE: the estimation operation is done in time-domain on the time-domain incident and reflected waves. For estimations of $\Gamma_L$, the procedure is shown in Fig. 5.7 as follows:

1. The measured time-domain reflected wave of length $N_0$ at the output of the DUT (the forward wave), $\hat{b}_2$, is modelled as the input of a finite impulse response (FIR) filter$^1$.

$^1$\(\hat{b}_2\) is an $N_0 \times 1$ vector of $b_2[n]$, which is the time-domain sample of $b_2[n]$ impaired by noise added at the RX$_b$ (see Fig. 5.5), $w_b \sim \mathcal{N}(0, \sigma_w^2)$. 

2. The measured time-domain incident wave of length $N_0$ at the output of the DUT (the \textit{backward} wave), $\hat{a}_2$, is modelled as the output of the aforementioned FIR filter\textsuperscript{2}.

3. Using an FIR filter model \cite{152}, the relationship between the ideal \textit{forward} and \textit{backward} waves is

$$a_2[n] = \sum_{m=0}^{M} \gamma_L[m] b_2[n-m], \quad (5.12)$$

where $\gamma_L[m]$ is the $m^{th}$ filter coefficient of an $M^{th}$-order FIR filter. Denote $\tilde{\gamma}_L$ as an $(M + 1) \times 1$ vector of $\gamma_L[m]$, the relationship between $\tilde{\gamma}_L$ and $\Gamma_L$ is

$$\Gamma_L = F \tilde{\gamma}_L, \quad (5.13)$$

where $F$ is the Discrete Fourier Transform (DFT) matrix. Equation (5.12) in vector form is

$$a_2 = H_L \tilde{\gamma}_L. \quad (5.14)$$

$H_L$ is the time-domain observation $N_0 \times (M + 1) : M + 1 < N_0$ matrix such that

$$H_L = [ \hspace{0.5cm} h_0 \hspace{0.5cm} h_1 \hspace{0.5cm} \cdots \hspace{0.5cm} h_M ]^T, \quad (5.15)$$

where $\forall m \in \{0, 1, 2, \ldots, M\}$,

$$h_m = [ \hspace{0.5cm} 0_m^T \hspace{0.5cm} b_2[0] \hspace{0.5cm} b_2[1] \hspace{0.5cm} \cdots \hspace{0.5cm} b_2[N_0 - (m + 1)] \hspace{0.5cm} b_2[N_0 - m] ]^T. \quad (5.16)$$

$^T$ is the transpose-operator. An intuitive description of (5.15) is that it represents an array of delay-lines of the FIR filter.

4. Cost function is imposed on the error of the measured \textit{backward} wave, and least-squares (LS) estimation \cite{153,154} of $\tilde{\Gamma}_L$ is performed such that

$$\tilde{\Gamma}_L = \arg\min_{\Gamma_L} \| \hat{a}_2 - a_2 \|^2. \quad (5.17)$$

Applying (5.14) to (5.17) gives

$$\tilde{\Gamma}_L = \arg\min_{\Gamma_L} \| \hat{a}_2 - H_L \tilde{\gamma}_L \|^2, \quad (5.18)$$

\textsuperscript{2}$\hat{a}_2$ is an $N_0 \times 1$ vector of $a_2[n]$, which is the time-domain sample of $a_2[n]$ impaired by noise added at the RX\textsubscript{n} (see Fig. 5.5), $w_a \sim \mathcal{N}(0, \sigma_w^2)$. 

\textbf{Figure 5.7.} Simplified block diagram illustrating the mechanism of FIR-LSE (Variant I), from Paper E.
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where (5.13) can be used to obtain

\[
\hat{\Gamma}_L = \text{argmin}_{\Gamma_L} \| \hat{a}_2 - H_L F^{-1} \Gamma_L \|^2. \tag{5.19}
\]

\(-^{-1}\) is the inverse operator. By solving (5.19), the FIR-LSE estimated \(\hat{\Gamma}_L\) is obtained:

\[
\hat{\Gamma}_L = F \hat{H}_L^+ \hat{a}_2, \tag{5.20}
\]

where \(^{+}\) is the pseudo-inverse. \(\hat{H}_L\) is \(H_L\) in (5.15) but with the measured \(\hat{b}_2\).

To illustrate the efficacy of (5.20), the assumption in (5.10) (high SNR in the forward wave) is used such that \(\hat{H}_L \approx H_L\). Consequently, (5.20) is approximated to

\[
\hat{\Gamma}_L \approx \Gamma_L + FH_L^+ w_a. \tag{5.21}
\]

Equation (5.21) shows the mechanism of FIR-LSE; coloring of the white noise.

5.3.2 FIR-LSE Variant II (Time-Frequency)

This variant is an ad hoc solution to utilize Variant I for estimations of S-parameter measured with a VNA. In such case, the frequency-domain vectors obtained from VNA measurements need to be converted to the time-domain. This is done by regenerating the superposition of sinusoids, a pseudo comb generator, with the corresponding frequency, magnitude, and phase. For the estimation of \(\hat{S}_{ij}[k]\), the incident wave is regenerated as

\[
\hat{a}_j[n] = \sum_{k=0}^{K-1} \left| \hat{A}_j[k] \right| e^{j(2\pi n f[k] + \angle \hat{A}_j[k])}. \tag{5.22}
\]

where \(j = \sqrt{-1}, f[k]\) is the measurement frequency, and \(f_s\) is the prescribed sampling rate. To reduce the required sampling rate, \(f[k]\) can be mapped to baseband frequencies. Likewise, the reflected wave is

\[
\hat{b}_i[n] = \sum_{k=0}^{K-1} \left| \hat{B}_i[k] \right| e^{j(2\pi n f[k] + \angle \hat{B}_i[k])}. \tag{5.23}
\]

The procedure described in Variant I then applies, where \(\hat{a}_i\) is modelled as the input of the FIR filter and \(\hat{b}_j\) as the output. From (5.20), the solution is

\[
\hat{S}_{ij} = FH_{S_{ij}}^+ \hat{b}_i. \tag{5.24}
\]

\(\hat{H}_{S_{ij}}\) is \(H_L\) in (5.15) but with the regenerated \(\hat{a}_j\) in (5.22).

The practicability of this variant is questionable due to the regenerations of the time-domain waveforms in (5.22) and (5.23) and the associated complexity. Further, the discussion here has so far ignored multiple parameters of the time-domain waveform generation which affect the performance of the FIR-LSE including the sampling rate and the length of the generated waveform.
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Assuming uniform frequency spacing $\Delta f$ of the measurement, the sampling rate and the length of the waveform must satisfy

$$\Delta f = f_{res,\max} = I \times \frac{f_s}{N_0} = I \times f_{res} : I \in \mathbb{N}. \quad (5.25)$$

The sampling rate must also satisfy the Nyquist rate for baseband sampling. Fig. 5.8 illustrates the sensitivity of Variant II to these parameters. The estimation error (both magnitude and phase) is quantified through normalized mean-square error (NMSE) relative to the control values.

5.3.3 FIR-LSE Variant III (Frequency-Frequency)

Due to the inefficiency (and arguably the inefficacy) of Variant II; Variant III, which operates directly on frequency domain measurements, is developed.

To realize Variant III, which addresses the application in S-parameter measurements: the FIR model in (5.12) is modified such that the incident wave, $a_i[n]$, is the input to the FIR filter and the reflected wave, $b_j[n]$, is the output:

$$b_i[n] = \sum_{m=0}^{M} \gamma_{ij}[m] a_j[n-m]. \quad (5.26)$$

To obtain the frequency-domain operation, (5.26) is Fourier-transformed to obtain:

$$B_i[k] = A_j[k] \sum_{m=0}^{M} \gamma_{ij}[m] L_m[k] : L_m[k] = e^{-j2\pi m \frac{k}{K}}. \quad (5.27)$$

$L_m[k]$ is the $k$th element of an $N_0 \times 1$ vector, $L_m$, $\forall m \in \{0, 1, 2, \ldots, M\}$. Equation (5.27) can be understood by considering the Fourier transform of time-delay in (2.23) in Chapter 2. Equation (5.27) assumes constant frequency spacing. Denote $\bar{\gamma}_{ij}$ as an $(M+1) \times 1$ vector of $\gamma_{ij}[m]$, the relationship between $\bar{\gamma}_{ij}$ and $S_{ij}$ is

$$S_{ij} = F\bar{\gamma}_{ij}. \quad (5.28)$$

The vector-form of (5.27) is

$$B_i = X_{ij}\bar{\gamma}_{ij}, \quad (5.29)$$

where $X_{ij}$ is an $N_0 \times (M+1) : M+1 < N_0$ frequency-domain observation matrix defined as

$$X_{ij} = [A_j \quad A_j \circ L_1 \quad A_j \circ L_2 \quad \cdots \quad A_j \circ L_M]. \quad (5.30)$$

$\circ$ denotes element-wise multiplication. Imposing the cost function on the reflected wave and applying the LS estimator gives

$$\tilde{S}_{ij} = \arg\min_{S_{ij}} \| \hat{B}_i - B_i \|^2. \quad (5.31)$$

By using (5.28) and (5.29), (5.31) becomes

$$\tilde{S}_{ij} = \arg\min_{S_{ij}} \| \hat{B}_i - X_{ij}\bar{\gamma}_{ij} \|^2 = \arg\min_{S_{ij}} \| \hat{B}_i - X_{ij}F^{-1}S_{ij} \|^2. \quad (5.32)$$
Figure 5.8. Experimental illustration of the effects of FIR LSE (Variant II) parameters: (a) $f_s$, (b) $f_{res}$, and (c) $M$. 
The solution of (5.32) is
\[ \tilde{S}_{ij} = F\tilde{\hat{X}}_{ij}^+\hat{B}_i, \] (5.33)
where \( \tilde{\hat{X}}_{ij} \) is \( X_{ij} \) in (5.30) but with the measured \( \hat{A}_j \).

To illustrate the efficacy of Variant III, the assumption in (5.10) and (5.21) (high SNR of the input to the FIR filter model) is used such that \( \tilde{\hat{X}}_{ij} \approx X_{ij} \). Consequently, (5.33) is approximated to
\[ \tilde{S}_{ij} \approx S_{ij} + FX_{ij}^+W_b. \] (5.34)

Just as with Variant I, (5.34) shows the white noise coloring mechanism of FIR-LSE.

### 5.4 Applications

The efficacy of Variants I and III are thoroughly demonstrated in Paper E, where significant performance gain in precision has been experimentally demonstrated in both wideband active loadpull and S-parameter measurement applications. To summarize, the application of FIR-LSE is suitable in the following conditions:

1. The required order of the FIR filter is not excessively large.
2. The measurement has finite bandwidth.
3. Measurements of resonating structures assume finite number of modes [155].
4. If the incident and reflected waves are sinusoidal, both waveforms are not simultaneously ideal in terms of SNRs.
Chapter 6

Conclusions

This thesis has demonstrated the holistic development of mm-wave communication systems. The unified multi-disciplinary efforts, which consists of mm-wave circuits, sub-systems and system designs, characterization measurement techniques, and digital signal processing, have achieved the following key results:

1. Enhanced spectral efficiency using spectrally-efficient signals for mm-wave
2. A simple low-cost low-complexity architecture for mm-wave signal generations
3. New measurement technique to characterize components under mutual coupling effects
4. A frequency-domain measurement technique to improve the precision of fast S-parameter measurements
5. A new time-domain method enabling the estimations of load reflection coefficients in wideband active load-pull measurements

The main vision of this thesis is to create a new paradigm to solve challenging practical research problems found at mm-wave frequencies. Two research objectives have been addressed: realizations of efficient mm-wave data transmission and developments of measurement techniques enabling and assisting the design and evaluation of mm-wave circuits. To fulfill these, all elements of this thesis have been theoretically analyzed and experimentally demonstrated for their efficacies and efficiencies in real usage scenarios.

6.1 Contributions

The contents of the thesis and the appended papers are briefly summarized. **Chapter 2, Paper A, and Paper D** have experimentally demonstrated the transmission of Spectrally Efficient Frequency Division Multiplexing (SEFDM) in dual polarization coherent optical system over 80 km and in mm-wave testbed at E-band. Techniques and impairment compensation algorithms were developed to mitigate various practical issues found in both systems. The optical
demonstration in Paper A laid the foundations for the successful demonstration at mm-wave in Paper D. Moreover, two variants of SEFDM were demonstrated: with decoder and with FEC. It has been shown that with standard existing error correction mechanism found in modern systems, SEFDM offers enhanced spectral efficiency relative to standard signals, while achieving satisfactory performance.

**Chapter 3 and Paper B** present a variant of multiplier-based transmitter architecture. The low-cost low-complexity approach is experimentally demonstrated to be suitable for generations of mm-wave signals using relatively large multiplication-factors. The nonlinear effects of the multiplier including severe bandwidth expansions are satisfactorily mitigated through a simple phase retarder predistorter. Impairment correction algorithms were also designed and implemented in the digital receiver to further enhance the overall performance of the system.

**Chapter 4 and Paper C** have proposed a new characterization measurement technique to evaluate the device under test under the effect of mutual coupling in antenna arrays. This allows components such as power amplifiers to be characterized in real usage scenarios at early design stages. The technique can emulate the coupling effects while requiring only one copy of the device under test to be realized, an attribute which saves cost and development time. Further, the technique can represent the transmission scenarios down to the characteristics of the signals found in various applications. The device under test can then be evaluated through system-level key performance indicators (KPIs) in addition to conventional metrics. These indicators include error-vector magnitude, adjacent channel power ratio, and even bit-error rate. Finally, the emulation technique does not require any construction of the actual array and does not contain any cumbersome mapping procedures between the measurement and the transmission environments. These qualities and attributes make the technique an appealing and viable tool enabling and assisting the designs of complex mm-wave architecture.

**Chapter 5 and Paper E** proposed a novel technique to measure reflection and transmission coefficients. Variants I and III of the technique are presented in Paper E while Variant II is included in Chapter 5. Variant III, which operates in the frequency-domain, is suitable for improving the precision of S-parameters measured with lower signal-to-noise ratios (SNR) in the reflected waves. The application of Variant III assists and supports measurements of mm-wave wideband components and systems. On the other hand, Variant I, which operates in the time-domain, was developed specifically to enable estimations of load-reflection coefficients in active load-pull measurements with wideband modulated signals, a non-trivial task with the standard approach. The application of Variant I enables and assists controlled active load pull measurements to be performed with signals found in real application scenarios, which then further enhances the specificity of the characterization and evaluation of the device.
6.2 Future Directions

The work in this thesis has laid the foundations for further development of the holistic paradigm of mm-wave systems. The existing objectives can be further extended as follows:

**Efficient mm-wave data transmission**

- **Additional dimension of spectral efficiency:** As shown in this thesis, SEFDM adds an additional dimension of continuously tunable spectral efficiency adjustment. Combination of SEFDM with other spectrally efficient technique such as Massive MIMO would yet add another dimension of spectral efficiency enhancement. This would result in a total of three dimensions of spectral efficiency adjustments: the symbol, the carrier, and the spatial domain. Such combination would provide challenging and rewarding practical research problems and new solutions will need to be developed.

- **Optimized spectral efficiency:** The tunable spectral efficiency of SEFDM can be used as an optimization parameter. Implementations of SEFDM in software-defined radios (SDR) for mm-wave transmissions could prove a worthwhile effort in this regard. The spectral efficiency of the transmission could then be tuned as the transmission environment allows.

**Measurement techniques to enable and assist the design and evaluation of mm-wave circuits**

- **New transmission environments:** This thesis has presented a measurement technique to evaluate the performance of a device under test in antenna array environments, e.g., beamforming and Massive MIMO scenarios. As transmission techniques continue to evolve, new transmission structures, mechanisms, and environments will present new sets of challenges. The development of measurement techniques to evaluate components under these new conditions and subsequently report relevant system level KPIs is an interesting research area. Further development of the emulation technique in Chapter 4 by utilizing the estimation technique in Chapter 5 is one viable approach.

- **Backward evaluation of circuits:** In this thesis, a technique was developed to evaluate and characterize the device under test in the forward direction, i.e., if the impairment is known what is the resulting effect on the KPIs. *Backward* evaluation, which identifies the impairments based on the available observations, is a challenging and interesting area to explore.

- **Identification of optimal FIR-LSE orders:** In Chapter 5 and Paper E, the orders of FIR-LSE were chosen manually. A method to identify the optimal order of FIR-LSE, e.g., based on characteristics of fast and noisy measurements, is a complementary practical component.
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