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Abstract—Predictor antenna (PA) system is referred to as a system with two sets of antennas on the roof of a vehicle, where the PAs positioned in the front of the vehicle are used to predict the channel state observed by the receive antennas (RAs) that are aligned behind the PAs. This letter studies the performance of PA systems in the presence of the mismatching problem, i.e., when the channel observed by the PA is not exactly the same as the channel experienced by the RA. Particularly, we study the effect of spatial mismatching on the accuracy of channel state information estimation and rate adaption. We derive closed-form expressions for instantaneous throughput, outage probability, and the throughput-optimized rate adaptation. Also, we take the temporal evolution of the channel into account and evaluate the system performance in temporally-correlated conditions. The simulation and analytical results show that, while PA-assisted adaptive rate adaptation leads to considerable performance improvement, the throughput and the outage probability are remarkably affected by the spatial mismatch and temporal correlations.

Index Terms—Backhaul, channel state information (CSI), mobility, outage probability, predictor antenna, rate adaptation, spatial correlation, temporal correlation, throughput.

I. INTRODUCTION

Vehicle communication is one of the most important use cases in the fifth generation of wireless networks (5G). In 5G, a significant number of users would access wireless networks in vehicles, e.g., in public transportation like trams and trains or private cars, by their smart phones and laptops. Setting a moving relay node (MRN) in vehicles can be one promising solution to provide a high-rate reliable connection between a base station (BS) and the users inside the vehicle [1].

With an MRN, the channel state information at the transmitter (CSIT), i.e., at the BS, plays an important role on the system performance. However, the typical CSIT acquisition methods such as Kalman filter-based system, which are mostly designed for static/low speed channels, may not work well for high-speed MRNs. This is because the position of the antennas change quickly and the channel information becomes inaccurate for MRNs. To overcome this issue, [2] proposes the concept of predictor antenna (PA) wherein at least two antennas are deployed on top of the vehicle. The first antenna, which is the PA, estimates the channel and sends feedback to the BS. Then, the BS uses the CSIT provided by the PA to communicate with a second antenna, which we refer to as receive antenna (RA), when it arrives to the same position as the PA.

Fig. 1. Predictor antenna system with the mismatching problem.

In [2], experimental results are presented for the efficiency of the PA system which validate the feasibility of this concept. Furthermore, [4] proves the feasibility of the PA concept in massive multiple-input-multiple-output (MIMO) downlink systems. However, if the RA does not arrive in the same point as the PA, the actual channel for the RA would not be identical to the one experienced by the PA before. Different ways to compensate for this mismatching problem have been proposed in [5]. On the other hand, the BS can potentially adjust the transmission rate according to the mismatching problem, if the spatial difference between the PA and the RA in successive time slots is known by the BS. However, to the best of our knowledge, there is no work on rate adaptation in PA systems.

In this paper, we study the problem of imperfect CSIT estimation in PA systems. The goal is to maximize the throughput in the presence of imperfect CSIT. We model the mismatching of the PA system as an equivalent non-central Chi-squared fading model and perform the rate adaptation maximizing the throughput. Particularly, we derive closed-form expressions for the throughput, outage probability as well as the throughput-optimized rate adaptation. Finally, we study the system performance in temporally-correlated fading conditions. Our results, which are of interest for different delay-constrained scenarios of vehicle communications, indicate that rate adaptation can effectively compensate for the mismatching problem in PA systems.

II. SYSTEM MODEL

As seen in Fig. 1, consider one vehicle deploying two antennas on the roof with one PA positioned in the front of the moving direction and an RA aligned behind the PA. The idea of the data transmission model is that the PA first sends pilots in time $t$, then the BS estimates the channel and sends the data in time $t + \delta$ to the RA. Here, $\delta$ depends on the processing time at the BS. Here, we assume a time division duplex (TDD) system.

We initially assume that the vehicle moves through a stationary electromagnetic standing wave pattern. Thus, the vehicle experiences a time-invariant pattern. For our analysis of the effect of temporal correlation, see Section III.A. Due
to the movement, after some time the RA will come to the same place as the PA and observe the same channel. In this way, the BS can use the same CSIT which is known from the PA for data transmission to the RA. If the RA reaches exactly the same position as the position of the PA when sending the pilots, it will experience the same channel and the CSIT will be perfect. However, depending on the vehicle speed, the RA may receive the data in a position different from the one in which the PA was sending the pilots. In this case, the channel estimation is not the same as the actual channel in the BS-RA link, which will affect the system throughput correspondingly.

Considering downlink transmission in the BS-RA link, the received signal is given by

\[ Y = \sqrt{P} H X + Z. \]  

(1)

Here, \( P \) represents the average received power at the RA, while \( X \) is the input message with unit variance, and \( H \) is the fading coefficient between the BS and the RA. Also, \( Z \sim \mathcal{C}\mathcal{N}(0,1) \) denotes the independent and identically distributed (IID) complex Gaussian noise added at the receiver.

We denote the channel coefficient of the PA-BS uplink as \( \hat{H} \) and we assume that \( \hat{H} \) is perfectly known by the BS. The result can be extended to the cases with imperfect CSI at the BS (see Section III.A). In this way, we use the spatial correlation model [6, p. 2642]

\[ \hat{H} = \Phi^{1/2} H, \]  

(2)

where \( \hat{H} = [\hat{h}_i] \) is the channel matrix including both BS-PA (\( \hat{H} \)) and BS-RA (\( H \)) links. \( H \) has independent circularly-symmetric zero-mean complex Gaussian entries with unit variance, and \( \Phi \) is the channel correlation matrix.

In general, the spatial correlation of the fading channel depends on the distance between the RA and the PA, which we denote by \( d_\alpha \), as well as the angular spectrum of the radio wave pattern. If we use the classical Jakes’ correlation model by assuming uniform angular spectrum, the \( (i,j) \)-th entry of \( \Phi \) is given by [7, eq. (1)]

\[ \Phi_{i,j} = J_0((i - j) \cdot 2\pi d/\lambda). \]  

(3)

Here, \( J_0(\cdot) \) is the zeroth-order Bessel function of the first kind. Also, \( \lambda \) represents the wavelength which is equal to \( c/f_c \) where \( c \) is the speed of light and \( f_c \) is the carrier frequency.

In our model, we define \( d \) as the effective distance between the position of the PA at time \( t \) and the position of the RA at time \( t + \delta \), as can be seen in Fig. 1. That is, \( d \) is given by

\[ d = |d_a - d_m| = |d_a - v\delta|, \]  

(4)

where \( d_m \) is the moving distance between \( t \) and \( t + \delta \) while \( v \) is the velocity of the vehicle. To conclude, different values of \( v, \delta, f_c \) and \( d_a \) in (4) correspond to different values of \( d \), which leads to different levels of channel spatial correlation (2)-(3).

Combining (2) and (3) with normalization, we have

\[ H = \sqrt{1 - \sigma^2} \hat{H} + \sigma q, \]  

(5)

where \( q \sim \mathcal{C}\mathcal{N}(0,1) \) which is independent of the known channel value \( \hat{H} \sim \mathcal{C}\mathcal{N}(0,1) \), and \( \sigma \) is a function of the mismatching distance \( d \).

From (5), for a given \( \hat{H} \) and \( \sigma \neq 0 \), \(|H|\) follows a Rician distribution, i.e., the probability density function (PDF) of \(|H|\) is given by \( f_{|H|}(x) = \frac{2\sigma^2}{\pi} e^{-\frac{x^2}{\sigma^2}} I_0 \left( \frac{2\sigma x}{\sigma^2} \right) \). Then, we define the channel gain between BS-RA as \( g = |H|^2 \). By changing variables from \( H \) to \( g \), the PDF of \( f_{|G|H}(x) \) is given by

\[ f_{|G|H}(x) = \frac{1}{\sigma^2} e^{-\frac{x+\sigma^2}{\sigma^2}} I_0 \left( \frac{2\sqrt{x\sigma}}{\sigma^2} \right), \]  

(6)

which is non-central Chi-squared distributed, and the cumulative distribution function (CDF) is

\[ F_{|G|H}(x) = 1 - Q_M \left( \sqrt{\frac{2\sigma g}{\sigma^2}}, \sqrt{\frac{2x}{\sigma^2}} \right). \]  

(7)

Here, \( I_0(x) = (\frac{x}{2})^n \sum_{i=0}^{\infty} \frac{(\frac{x^2}{4})^i}{(i!)(2i+1)} \) denotes the \( n \)-th order modified Bessel function of the first kind and \( Q_M(s,\rho) = \int_\rho^x xe^{-\frac{z^2+\frac{1}{2}}{2}} I_0(sz) \, dz \) is the Marcum Q-function [8].

III. ANALYTICAL RESULTS

We assume that \( d_\alpha, \delta \), and \( \hat{g} \) are known at the BS. It can be seen from (6) that \( f_{|G|H}(x) \) is a function of \( v \). For a given \( v \), the distribution of \( \hat{g} \) is known at the BS, and a rate adaptation scheme can be performed to improve the system performance.

The data is transmitted with rate \( R^* \) nats-per-channel-use (npcu). If the gain instantaneous realization supports the data rate, i.e., \( \log(1 + g P) \geq R^* \), the data can be successfully decoded, otherwise outage occurs. Hence, the outage probability in each time slot is obtained as \( \text{Pr}(\text{outage}|H) = F_{|G|H}(\frac{R^* - 1}{P}) \). Considering slotted communication in block fading channels, where \( \text{Pr}(\text{Outage}) > 0 \) depending on the fading model, throughput defined as the data rate times the successful decoding probability, i.e., the expected data rate successfully received by the receiver, is an appropriate performance metric [9, p. 2631] [10, Th. 6] [11, eq. (9)]. Hence, the rate adaptation problem maximizing the outage-constrained throughput in each time slot, with given \( v \) and \( \hat{g} \), can be expressed as

\[ R_{\text{opt}|\hat{g}} = \max_{R^* \geq 0} \left\{ \left( 1 - \Pr \left( \log(1 + g P) < R^* \right) \right) R^* \right\} = \max_{R^* \geq 0} \left\{ \left( 1 - \frac{1}{P} \left( e^{R^* - 1} - 1 \right) \right) R^* \right\} = \max_{R^* \geq 0} \left\{ \left( 1 - F_{|G|H} \left( \frac{e^{R^* - 1}}{P} \right) \right) R^* \right\}, \]  

(8)

and the expected throughput is obtained by

\[ \mathbb{E} \left\{ R_{\text{opt}|\hat{g}} \left( 1 - F_{|G|H} \left( \frac{e^{R^* - 1}}{P} \right) \right) \right\} \]  

with expectation over \( \hat{g} \). Using (7), (8) is simplified as

\[ R_{\text{opt}|\hat{g}} = \max_{R^* \geq 0} \left\{ Q_M \left( \sqrt{\frac{2\sqrt{P}}{\sigma^2}}, \sqrt{\frac{2(e^{R^* - 1})}{P\sigma^2}} \right) R^* \right\}. \]  

(9)

Equation (9) does not have a closed-form solution. For this reason, Lemma 1 derives an approximation for the optimal data rate maximizing the instantaneous throughput.

Lemma 1. For a given channel realization \( \hat{g} \), the throughput-optimized rate allocation is given by (14).
**Proof.** We use the approximation of the first-order Marcum Q-function [8, eq. (2), (7)]

\[
Q_M(s, \rho) \approx e^{-s^2 \rho^2} \frac{2}{\rho s} I_1(2s \rho)
\]

where \( I(s) = -0.840 + 0.327 s - 0.740 s^2 + 0.083 s^3 - 0.004 s^4 \),

\[
J(s) = 2.174 - 0.592 s + 0.593 s^2 - 0.092 s^3 + 0.005 s^4,
\]

which is accurate at low/moderate values of \( s \), to obtain the optimal rate allocation (9) by setting

\[
\omega(\sigma, \hat{g}) = e^{\left(\frac{I}{\sqrt{\sigma^2}}\right)} \left(\frac{2}{\sigma^2} I_1\left(2\sqrt{s^2}\right)\right), \tag{11}
\]

\[
\nu(\sigma, \hat{g}) = \frac{J}{2}. \tag{12}
\]

In this way, (9) is approximated as

\[
R_{\text{opt}}(\beta) \approx \arg\max_{R^* \geq 0} \left\{ R^* e^{-\omega(\sigma, \hat{g})(e^{R^* - 1})^{\nu(\sigma, \hat{g})}} \right\}. \tag{13}
\]

Then, setting the derivative of (13) equal to zero, we obtain the throughput-optimized instantaneous rate as

\[
R_{\text{opt}}(\beta) = \arg\max_{R^* \geq 0} \left\{ e^{-\omega(\sigma, \hat{g})(e^{R^* - 1})^{\nu(\sigma, \hat{g})}} \times \left(1 - R^* \omega \nu (e^{R^* - 1})^{\nu - 1} e^{R^*} \right) = 0 \right\}
\]

\[
= \arg\max_{R^* \geq 0} \left\{ R^* \omega \nu e^{R^*} (e^{R^* - 1})^{\nu - 1} = 1 \right\}
\]

\[
\approx \arg\max_{R^* \geq 0} \left\{ R^* \nu e^{R^*} = \frac{1}{\omega} \right\}
\]

\[
= \frac{1}{\nu(\sigma, \hat{g})} \nu(\sigma, \hat{g}) = \nu(\sigma, \hat{g}) \nu(\sigma, \hat{g}) = \nu(\sigma, \hat{g}). \tag{14}
\]

Here, (a) comes from \( e^{R^* - 1} \approx e^{R^*} \), which is appropriate at moderate/high values of \( R^* \). Also, (b) is obtained by using the Lambert \( W \)-function \( xe^x = y \Leftrightarrow x = W(y) \) [12].

**A. Temporal Correlation**

Here, we study the system performance in temporally-correlated conditions. Particularly, using the same model as in [13, eq. (2)], we further develop our channel model (5) as

\[
H_{k+1} = \beta H_k + \sqrt{1 - \beta^2} z,
\]

for each time slot \( k \), where \( z \sim \mathcal{CN}(0, 1) \) is a Gaussian noise which is uncorrelated with \( H_k \). Also, \( \beta \) is a known correlation factor which represents two successive channel realizations dependencies by \( \beta = \frac{\mathbb{E}(H_kH_{k+1})}{\mathbb{E}(H_{k+1}^2)} \). Substituting (15) into (5), we have

\[
H_{k+1} = \beta \sqrt{1 - \sigma^2} \hat{H}_k + \beta \sigma q + \sqrt{1 - \beta^2} z. \tag{16}
\]

To simplify the calculation, \( \beta \sigma q + \sqrt{1 - \beta^2} z \) is equivalent to a new Gaussian variable \( w \sim \mathcal{CN}(0, (\beta \sigma)^2 + 1 - \beta^2) \). We can follow the same procedure as in (8)-(14) to analyze the system performance in temporally-correlated conditions. Moreover, we can follow the same approach as in [14] to add the effect of estimation error of \( \hat{H} \) as an independent additive Gaussian variable whose variance is given by the accuracy of CSI estimation. In this way, we can follow the same approach as (15)-(16) to study the effect of imperfect \( \hat{H} \). However, due to space limits, we do not add the detailed analysis here.

**IV. SIMULATION RESULTS**

In this section, we present the simulation results for the throughput as well as the outage probability in different cases with both spatial and temporal correlations:

- **Full CSIT**: This ideal case assumes that the BS has perfect CSIT at each position without uncertainty/outage probability, i.e., \( H = \beta \sqrt{1 - \sigma^2} \hat{H} \), which gives an upper bound of the system performance.

- **Partial CSIT, exact**: This case presents the performance of (8), where we use the PA to obtain the partial CSIT and perform the rate adaptation. The uncertainties are from both the spatial mismatching as well as the temporal correlation of the channel.

- **Partial CSIT, approximation**: This case presents the approximation results obtained by (14).

- **No CSIT**: \( \sigma = 1 \) in (5), i.e., \( H \sim \mathcal{CN}(0, 1) \). In this case no PA is applied and it gives a lower bound of the system performance.

In the simulations, we set \( \delta = 5 \) ms, \( f_c = 2.68 \) GHz. We fix \( d_a = 1.5A \) except for Figs. 3 and 5. Each point in the figures is obtained by averaging the system performance over \( 1 \times 10^5 \) channel realizations of \( H \). In Fig. 2, we plot the expected throughput in different cases for a broad range of signal-to-noise ratios (SNRs) which, because the noise has unit variance,
we define as $10 \log_{10} P$. Here, we set $v = 117 \text{ km/h}$ as used in (4). The analytical results obtained by Lemma 1, i.e., the approximation of (8), are also presented for $\beta = 1, 0.95, 0.9$. Also, the figure shows the results with no CSIT, which is independent of temporal correlation, i.e., $\beta$. Fig. 3 evaluates the expected throughput for a broad range of velocities with different values of $\beta$. Here, the SNR is set to 25 dB. Figs. 4 and 5 demonstrate the outage probability versus the SNR as well as the velocity for different values of $\beta$. In Fig. 4, the speed of the vehicle is set to 117 km/h while the SNR in Fig. 5 is set to 10 dB.

According to the figures, we can conclude the following:

- The approximation scheme of Lemma 1 is very tight for a broad range of values of SNR (Fig. 2). Thus, for different parameter settings, the throughput-optimized rate allocation can be well determined by (14).

- With deployment of the PA, remarkable throughput gain is achieved especially in high SNRs. Also, the throughput increases when the temporal correlation is high, i.e., $\beta$ increases. Finally, as can be seen in Fig. 4, the outage probability decreases with SNR as well as $\beta$ while the sensitivity to temporal correlation increases as $\beta$ decreases.

- In Figs. 3 and 5, we study the throughput as well as the outage probability for different speeds $v$. Here, manipulating $v$ is actually equivalent to changing the level of spatial correlation for given values of $d_0$, $f_c$, and $d_a$ in (4). Also, we address the effect of different values of $d_0$ on the system performance. With the setup of Figs. 3 and 5, the optimal speed, in terms of throughput and outage probability, is almost 120 km/h. This matches the straightforward calculation from (4) where the optimal speed without mismatching is 120.9 km/h. Moreover, when $\beta$ decreases, the throughput in Fig. 3 as well as the outage probability in Fig. 5 become less sensitive to the speed. To address the effect of $d_0$ on the system performance, we present the throughput as well as the outage probability for $d_0 = 1.4a$ and $d_0 = 1.6a$ in Figs. 3 and 5, respectively. As can be seen, the optimal velocity, in terms of the throughput and the outage probability, increases with $d_0$.

V. CONCLUSION

We studied the impact of the mismatching problem in PA systems and developed rate adaptation methods to compensate for its effect. The simulation and analytical results show that, while PA-assisted adaptive rate adaptation leads to considerable performance improvement, the throughput and the outage probability are remarkably affected by the spatial mismatch and degree of temporal correlation.

REFERENCES


