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Abstract

Protective oxide scales shield high temperature materials from corrosion, thus ensuring safety and long material life under adverse operating conditions. Cracking and spallation of such scales can lead to fatigue crack initiation and expose the material to further oxidation. It is therefore imperative to measure the fracture properties of oxides so that they can be incorporated in the life estimation models of high temperature materials. Existing models require inputs on oxide properties such as fracture strain and elastic modulus. The established measurement methods are mainly applied for thick (several microns) scales, but for many materials such as superalloys the oxides are thinner (< 1 µm), and the results would be affected by the influence of substrate and residual stresses. Focused ion beam machining (FIB) enables the preparation of micro sized specimens in the size range of these scales.

In this work, a modified microcantilever geometry with partially removed substrate is proposed for testing of oxide scales. Room temperature microcantilever bending of thermally grown superalloy oxide (complex oxide with an upper layer of spinel and lower layer of Cr$_2$O$_3$) revealed the presence of plasticity, which is attributed to the deformation of the upper cubic spinel layer and low defect density of the volume being probed. Due to difficulties in isolating Cr$_2$O$_3$ from the complex oxide layer, dedicated oxidation exposures are performed on pure chromium to generate Cr$_2$O$_3$ which is tested using the same cantilever geometry at room temperature and 600 °C. Results show lower fracture strain at 600 °C in comparison to room temperature and presence of cleavage type of transgranular fracture in both cases, pointing to a need for studying cleavage fracture of Cr$_2$O$_3$. This was analysed using microcantilever bending of single crystal Cr$_2$O$_3$ to identify the preferential cleavage planes. Finally, fracture toughness was also measured through microcantilever bending and micropillar splitting.

Thus, it is shown that micromechanical testing is an effective tool for measuring fracture properties of oxide scales. The fracture study of Cr$_2$O$_3$ scales show that it is a complex process in which the crystallographic texture also plays a role. Surface energy and fracture toughness criterion was unable to explain the fracture behaviour of single crystal Cr$_2$O$_3$ observed from experiments. Such a comprehensive analysis can contribute towards the development of reliable models for oxidation assisted failure.
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“Nothing worth having comes easy”
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1.1 High temperature materials

The ability of hot gas to move objects has been known for almost 2000 years and people throughout history have attempted to put this force to use in various forms. In 1791, John Barber applied for a patent for a design of a horseless carriage, which is considered as the first, albeit primitive form of gas turbine design [1]. George Brayton later developed the concept of Brayton cycle, meant to be used for piston engines. This thermodynamic formulation led to the realisation that higher efficiency could be obtained through raising the temperature of operation and was implemented in power generation and later in aviation. There rose a need for materials that could work at higher temperatures without compromising on strength. The early 1900s saw the development of austenitic stainless steels. Intense research regarding modification of properties of such steels by changing chemical compositions and adding new elements was occurring due to its requirement in the jet engine technology. This led to the development of a class of alloys that could be used in jet engines and power generation turbines and came to be known as superalloys. Such materials do not lose their mechanical strength even at high homologous temperatures (> 0.6 $T_m$). They also possess superior oxidation and corrosion resistance [2]. This is achieved through the addition of elements
such as chromium and aluminium, which form a dense and thin layer of oxide scale on top of the material, which protects the material from further oxidation. Oxides formed from such elements have very high melting points (> 2000 °C), have low oxide growth kinetics, and have low density of defects.

1.2 High temperature fatigue and oxidation

High temperature components typically experience rapid changes in mechanical loads and temperatures. For example, jet engines use gas turbines, which experience periods of sustained mechanical loading and large variation in temperatures and loads during the course of a flight. Similarly, gas turbines operated in combustion based power generation plants are subjected to an increasing number of thermal cycles as the power is ramped up or down based on the power generated from the use of an increasing fraction of renewable sources like wind and solar power, which are intermittent sources. This leads to a form of fatigue in the material commonly termed as thermomechanical fatigue (TMF). The nature of fatigue experienced by these materials have a time component to it, unlike other structural components, thus making fatigue analysis a lot more complex in comparison to other materials [3]. The loading is also experienced by the protective oxide scales on the top of the materials. Oxides are generally brittle and therefore damage can occur in the scale in the form of through cracks or spallation [4] and this exposes the underlying material for further corrosion in the form of rapid oxidation. Since the loading and temperature variation is repetitive, spallation and oxidation can take place a number of times, thus depleting the material of the protective oxide forming element and reducing its corrosion resistance. Through cracks in oxides are also a site of stress concentration, which is detrimental to the underlying material. Thus, there is a clear interplay between mechanical loading and oxidation.

Thermomechanical fatigue is a life limiting factor for high temperature materials (e.g. superalloys) [5], which necessitates the understanding of fatigue mechanism at high temperature. Several studies have been performed on the high temperature fatigue of different superalloys [6–8] and it has been seen that periods of sustained load at high temperatures causes a significant increase in crack growth rate [9] (Figure 1.1). This is termed as dwell fatigue. Such a reduction in material life is noticed in the presence of environment and oxygen has been shown to play a role [10] [11].

Several mechanisms have been proposed for the effect of environment and oxygen seems to play a main role in affecting the life. Among the different mechanisms, two are most often discussed; dynamic embrittlement (DE) [11] and stress assisted grain boundary oxidation (SAGBO) [12]. According to DE, the oxygen diffuses to the grain boundaries and causes their decohesion. SAGBO
Figure 1.1: Crack growth rate of Alloy 718 at 550 °C with different dwell times [9].

states that the accelerated crack propagation occurs due to the fracture of brittle oxides formed ahead of the crack tip in grain boundaries. Although the relative importance of these two mechanisms are debated, the use of advanced microscopy techniques show the formation of oxides ahead of the crack tip [13, 14]. Figure 1.2 shows one such case where the closed intergranular oxide at the crack tip shows a layered oxide.

Figure 1.2: (a) TEM bright field image of closed intergranular oxide at crack tip; (b) STEM EDS map of crack tip oxide showing different layers. Blue is Ni and Fe oxide, red is Cr$_2$O$_3$, and green region depleted of chromium showing nickel enrichment [14].

Chan et al. [15] developed a model for oxidation assisted crack growth where
the threshold stress intensity factor for high temperature fatigue is given by,

\[ K_{th} = E_{ox} \varepsilon_{cr} \sqrt{t_{ox} \frac{1}{3(1-\nu^2)}} + 2\text{sgn}(\varepsilon_{tr}) \left[ \frac{E_{ox} \sigma_y |\varepsilon_{tr}| t_{ox}}{2(1-\nu^2)} \right]^{1/2} \] (1.1)

\( E_{ox} \) and \( \varepsilon_{cr} \) are the elastic modulus and fracture strain of the crack tip oxide, \( t_{ox} \) is the thickness of the oxide, and \( \nu \) is the Poisson’s ratio. \( \varepsilon_{tr} \) refers to the transformation strain, which accounts for the volume change and its sign depends on the type of oxide formed. These values are required as input to obtain a reliable life assessment based on oxidation models.

Cruchley et al. [16] observed in the case of pre-oxidised RR1000 nickel based superalloy that early crack initiation occurred at the surface (Figure 1.3(a)) and internal grain boundary oxides (Figure 1.3(b)) in comparison to as-machined samples, which caused a reduction in fatigue life. Room temperature fatigue testing of the same material under different pre-oxidised conditions revealed that the fatigue life dropped significantly in comparison to the as-received material, and the increase in pre-oxidation time led to further reduction of life (Figure 1.3(c)) [17].

Another critical case is for out of phase thermomechanical fatigue (OP-TMF), where the highest tensile strain can coincide with the minimum temperature during the fatigue cycles. Bauer et al. [18] studied thermomechanical fatigue in \( \gamma \)-TiAl, and they found that the material life for OP-TMF can be a factor of 30 lower than that for isothermal conditions, when tests are performed in air (Figure 1.4). The effect on life is much less when OP tests are conducted in vacuum. The explanation is that the oxide which forms during the compression
cycle cracks easily during the tensile cycle where temperature is minimum. This clearly implies that oxidation effects are much more important for OP-TMF than tensile mean stress, which is the commonly proposed explanation.

![Figure 1.4: Fatigue life of $\gamma$-TiAl under different conditions](image)

1.3 Fracture of oxides

The adherence of oxide scales and modes of fracture has been a subject of extensive research over several decades due to their importance in corrosion protection of high temperature materials. Models based on fracture mechanics have been developed in order to explain the failure of oxide scales [19, 20]. However, experimental data regarding fracture strain and elastic modulus are required as inputs to the model, which has been pointed out as one of the critical issues [21]. Conventional methods such as resonance frequency, acoustic emission, four point bending, nanoindentation, etc [22, 23] are typically used for measuring mechanical properties of oxides such as fracture strain and elastic modulus. However, they are applicable to oxide scales which are few tens of microns thick. For thinner oxide scales which are a few microns or less thick, the substrate [23] and residual stresses [24] significantly affect the measured values. This clearly points to the need for development of advanced testing methods, which can measure mechanical properties of protective oxide scales in systems where they are typically thin. Micromechanical testing has shown promise in the measurement of mechanical properties at the micro scale. Focused ion beam (FIB) milling enables the preparation of micro-sized specimens of size in the range of thickness of the oxide layers and they can be tested with the help of micromanipulators or in situ nanoindenters through methods such as microcantilever bending, micropillar compression, micro-tensile testing, etc. Such methods have been successfully employed in the measurement of systems such as coatings [25, 26], oxides [27, 29], grain boundaries [30, 31], etc.
1.4 Aim of the study

The aim of this study is to understand the deformation and fracture of oxide scales formed on high temperature materials. The following questions have been addressed in this thesis:

- Can micromechanical testing methods be developed to measure fracture properties of thin oxide scales without influence from substrate and residual stresses?

- In the case of Cr$_2$O$_3$, which is the principal protective oxide layer for high temperature materials working below 1000 °C, is it possible to identify the mechanisms of fracture and measure the microscale fracture properties?

It has to be noted that although this work takes Ni-base superalloys as an example, the observations are equally applicable to any high temperature material which relies on the formation of a protective oxide scale for corrosion protection such as stainless steels, intermetallics, titanium alloys, etc. Superalloys were chosen since they represent a class of materials that operate in the harshest conditions and failure prevention is more critical as they are used in components such as jet engines, where unexpected failure leads to huge loss of life. The reasoning behind choosing Cr$_2$O$_3$ is that it is much less studied in comparison to Al$_2$O$_3$, even though Cr$_2$O$_3$ is widely used as a protective oxide scale, in particular for stainless steels.
Fracture of materials is a field that has been studied extensively throughout history. Fracture can be either brittle or ductile. Many metals undergo ductile fracture, which involves significant plastic deformation before failure. Brittle fracture is the mode of failure for materials such as glasses and ceramics. Since the materials in this work are oxides which typically fail in a brittle fashion, this chapter focuses on the theory and state of the art in brittle fracture. Additionally, the measurement techniques for oxide scales and novel methods will also be discussed in this chapter.

2.1 Brittle fracture

The design of structures is always aimed at good performance and to avoid failure. This is not an entirely new concept as evident from the majestic pyramids in Egypt or the Roman bridges and cathedrals which are still standing and functioning as they should. This was possibly achieved through trial and error method since there was no proper understanding on why materials fail and how much is their strength. The earliest attempt at quantification of strength of materials was possibly performed by Leonardo Da Vinci where he related the strength of iron wires to their length by the use of a primitive
setup [32] [33]. It was seen that wires of shorter length supported more weight in comparison to longer ones. The likely explanation is the difference in defect density with the volume of tested material. A quantitative approach to studying fracture was, however, achieved only in the 20th century.

The strength of a material is dependent on the energy required to break the atomic bonds that hold the material together. Fracture results if an energy higher than the cohesive strength of the bonds is supplied. This is the theoretical strength of the material, which is given by the formula,

$$\sigma_{th} = \sqrt{\frac{E\gamma_s}{x_0}} \tag{2.1}$$

$E$ is the elastic modulus of the material, $\gamma_s$ is the surface energy per unit area, and $x_0$ is the equilibrium distance between atoms in the material. By inserting typical values for $E$ and $\gamma_s$, the theoretical strength of a material is usually approximated to be around $E/10$, but in reality materials typically fail at a much lower stress. This is primarily due to the fact that flaws exist in the material, which leads to its failure. A quantitative approach to estimate the fracture stress was attempted by Griffith [34] in 1920 who proposed a theory relating fracture stress and flaws present in the material based on Inglis’s work on stress concentrations around an elliptical crack [35]. Griffith proposed that the propagation of a crack depends on the net energy and it will be in equilibrium if,

$$\frac{dU}{dA} + \frac{dW}{dA} = 0 \tag{2.2}$$

Where $U$ is the internal strain energy and $W$ is the work done for creating new surfaces, and $dA$ is the increment in crack area. For a plate with an elliptical crack of length $2a$ (major axis $\gg$ minor axis), Griffith derived the fracture stress to be,

$$\sigma_c = \sqrt{\frac{2E\gamma_s}{\pi a}} \tag{2.3}$$

when plane stress conditions are considered.

This treatment by Griffith is only applicable to ideal brittle materials such as glass and does not agree with the properties of metals. Irwin, and later Orowan modified equation 2.3 to add a term for plastic work.

Another approach was suggested by Irwin, which is based on energy release rate [32],

$$G = -\frac{dU}{dA} \tag{2.4}$$

For a material with a pre-existing flaw of half length $a$,

$$G = -\pi\sigma^2 a \frac{E'}{E} \tag{2.5}$$
For plane stress conditions,
\[ E' = E \] (2.6)

and for plane strain conditions,
\[ E' = \frac{E}{1 - \nu^2} \] (2.7)

The critical energy release rate is given by,
\[ G_c = \frac{\pi (\sigma_c)^2 a}{E'} = 2\gamma_s \] (2.8)

\( U \) is the potential energy, \( A \) is the crack area, and \( \sigma_c \) is the applied stress at fracture. One thing to be noted here is that even though it says energy release rate, it is not a time derivative, but based on crack area. \( G \) is considered as the crack driving force. It is directly related to stress intensity factor \((K)\), which is a proportionality constant used in describing the stress state near crack tip of the material, and it depends on geometry of the specimen, crack size and load. In general, stress intensity factor is represented as,
\[ K = f\sigma \sqrt{\pi a} \] (2.9)

\( f \) is a function of crack and specimen geometry. \( G \) and \( K \) are related by the following equation,
\[ G = \frac{K_{Ic}^2}{E'} \] (2.10)

\( \nu \) is the Poisson’s ratio. The critical energy release rate, above which crack propagation occurs, is given by,
\[ G_c = \frac{K_{Ic}^2}{E'} \] (2.11)

\( K_{Ic} \) is the critical stress intensity factor. Under plane strain conditions, \( K_{Ic} \) is called fracture toughness \((K_{Ic})\). It is a material property and does not depend on the geometry, and is widely used as a measure for strength of a material.

### 2.1.1 Microstructural effects

The above description is only valid for homogeneous and elastic isotropic materials. One thing to be aware of is that this kind of analysis does not consider the effect of environment and other external factors that cause crack growth. For example, work of fracture in air can be lower than that in vacuum \[36\]. Also, crack growth and strength of the material is governed by events happening at atomistic levels, which are not considered in a continuum analysis, and is described later.
The interaction of the crack with certain features can increase the work of fracture and provide damage resistance to materials. In crystalline materials, the cracks tend to follow certain directions as it is more energetically favourable, termed as cleavage. The cleavage through a certain grain can stop at the grain boundary as the neighbouring grain has a different orientation, hence a different direction for the preferred cleavage. Another situation is the presence of inclusions. When the crack tip encounters the inclusion, the crack tip gets blunted and higher stresses are required to further propagate the crack. The presence of secondary phases (in alloys) or fibrous reinforcement (in composites) is another case where the fracture is resisted by the strength of these materials that the cracks encounters, and also their orientation. They can also cause crack deflection which increases the crack area and hence the work of fracture. A situation in which the work of fracture can decrease is at interfaces. Consider an example of a polycrystalline material, the work done for transgranular fracture (through the grain) is,

\[ W_{ad} = 2\gamma_s \]  

But for intergranular fracture (grain boundary fracture), it is,

\[ W_{ad} = 2\gamma_s - \gamma_{gb} \]  

Where \( \gamma_s \) is the surface energy for the lattice, and \( \gamma_{gb} \) is the grain boundary energy. However, transgranular fracture can occur in some situations even though it requires more energy, as in the case of polycrystalline Al\(_2\)O\(_3\), where it has been observed that the fraction of transgranular fracture increases with increase in grain size [37, 38].

Cleavage is generally explained in terms of the crystal structure, especially for ionic solids, which have a clearly defined structure. There are several theories as to why cleavage occurs in certain planes. Some concepts refer to the number of bonds and distance between atoms on a certain plane, which favours fracture. Another concept is more commonly accepted which is the surface energy criterion. This states that the cleavage occurs in the crystallographic plane with the minimum surface energy. In practice, this is not followed for many materials such as spinels [39]. Schultz suggests the use of fracture toughness as the criterion for cleavage since it occurs in a rapid and catastrophic fashion and fracture toughness is the crack resistance parameter. There is, however, limited studies dedicated to relate fracture toughness to cleavage of materials.

2.1.2 Atomistic aspects

The origin of forces in materials that holds atoms together is different depending on whether the material is metallic, ionic or covalent [40]. At the surface
of a solid, the ions do not take the same positions as they do in the bulk, they are displaced in order to minimise the surface energy. This affects the properties of the material as well. This rearrangement might lead to attractive or repulsive forces between the newly created surfaces, which increase or decrease the work of fracture, though this also depends on the contribution of the environment. Griffith’s criterion is based on continuum approach, but failure of materials occur at the atomic level by breaking of bonds, and therefore the criterion is not applicable when considering fracture at atomic level. The crack is stable for a range of stress above Griffith’s stress, and this is attributed to a phenomenon called lattice trapping effect [41].

Brittle fracture, when considered at atomic level, can occur in a continuous or discontinuous manner. Continuous type of bond breaking is not affected by structural relaxations and proceeds continuously, as expected from continuum theory. The discontinuous propagation is related to atomic relaxations and rearrangement of atoms around the crack tip [42]. The load is also shared between bonds at the crack tip and its neighbour. This increases the energy barrier required for fracture, and thereby the critical stress. These are the effects of lattice/bond trapping. This implies that the atomic structure and crystallographic orientation also play an important role in fracture. Experimentally, crack propagation is shown to be anisotropic in many materials [13].

It was seen through atomistic simulations in silicon that in some directions, the crack growth was in a continuous manner and the loads were smaller in comparison to other directions where lattice trapping effects increased the critical load [42].

If Griffith’s criteria is followed, the generated surface should be so that the resulting surface energy is minimum (Equation 2.8). But this is not the case always. In some cases such as NiAl, lattice trapping results in the formation of crack surface which consists of half occupied Al atoms, instead of forming asymmetric Al and Ni surfaces [13]. This is because the energy barrier to reach the former surface condition is smaller than the one required to overcome the lattice trapping effect. This can occur in the case of interfaces as well. Atomistic simulations of oxide grain boundaries and dihedral angle measurements reveal that $\gamma_{gb} \sim \gamma_s$ for oxide ceramics, which implies that the work of fracture is halved for intergranular fracture in comparison to transgranular fracture (see Equation 2.13). Despite this, higher fraction of transgranular cracks is seen in brittle materials such as ceramics at high crack propagation speeds. A possible explanation is the bond trapping effects which increase the energy for the crack to propagate through interfaces. This can be overcome by thermal activation, seen in ceramics in the form of increased fraction of intergranular fracture at higher temperatures. This is true for cleavage fracture as well, where the supplied thermal energy is used to overcome the difficulty in creating certain surfaces. This is the case for Al₂O₃, where basal $\{0001\}$ fracture can occur at very high temperatures, but not at room temperatures [43]. In the case
of polycrystalline Al$_2$O$_3$, the fraction of intergranular fracture has been seen to increase with temperature [37], which cites another example where thermal activation supplies the energy for the crack to propagate through the grain boundaries. Though it is not easy to isolate and quantify the lattice trapping effects, it is useful in explaining the differences in theoretical and experimental values for fracture.

In short, it can be said that brittle fracture is a complex process which is influenced by several macroscopic and atomistic factors and needs a thorough understanding and analysis to produce reasonable explanations for strength of materials.

### 2.2 Oxide scale properties and their measurement

As mentioned in section [1.3], the fracture of oxides is a critical factor determining the life of high temperature materials. The oxide layers experience not only external stresses due to mechanical loading, but also internal stresses. One source of stress is due to the volume difference between oxide and metal, which is expressed in terms of Pilling-Bedworth ratio ($R_{PB}$). It is the ratio between the molar volumes of the oxide and metal. An $R_{PB} < 1$ creates tensile stresses in oxide leading to the formation of through cracks. If it is $> 1$, compressive stresses result, and a ratio $> 2$ can cause buckling and spallation. A ratio between 1 and 2 ensures a passivating and protective oxide layer, which is preferable. Another source of stress is due to the difference in thermal expansion of oxide and metal. Typically, the metal has a higher coefficient resulting in residual compressive stresses in the oxide scale. Depending on the net stress and temperature distribution, the oxide scales can undergo fracture or deformation, even in the absence of external loading.

As a result of external stresses, oxide scales can fail in multiple manners. The application of a tensile stress leads to scale cracking and a compressive stress leads to spallation [44]. Another possibility is deformation of the oxide scale. The stress required to activate plastic deformation is higher than that for initiation of cracks, below a certain temperature [45]. At high temperatures, plasticity in oxides can occur by creep, which has been observed for polycrystalline Al$_2$O$_3$ by diffusional creep [46] and in single crystal Al$_2$O$_3$ by dislocation creep [47]. There is another possibility where the conditions are such that the oxidation rate is higher than the crack rate, leading to healing of the cracked oxides. This phenomenon is referred to as pseudoplasticity [45]. This was observed in the case of heat resistant steels at 800 °C under tensile strains by Schütze [48]. It was seen that below a critical strain rate, the oxide scale heals itself, thus preventing further oxidation. This effect was more pronounced for adherent scales than detached ones.
The properties of an oxide scale determine the life of the alloy protected by it. Therefore, it is necessary to evaluate the mechanical properties of these scales in order to obtain a reliable model for fatigue life of engineering alloys. The principles of fracture mechanics can be applied to determine the failure conditions of oxide scales. Several studies have attempted to fit fracture mechanics principles for failure of oxide scales \cite{4, 49, 50}. Comprehensive oxide failure models have also been developed for several systems which demonstrates various mechanisms of failure based on the elastic strain and oxide layer thickness \cite{19, 20}. Rudolphi et al. \cite{51, 52} proposed a simplified model based on the physical defect size rather than scale thickness.

A critical property for an oxide scale is the elastic modulus. There are some indirect methods for the evaluation of elastic modulus such as the vibration method \cite{53}. This method is based on the fact that the resonance frequency of the specimen changes when oxidised. The difference in resonance frequency is utilised in the evaluation of the elastic modulus of the oxide scale. Nicholls et al. \cite{53} used this method to determine the elastic modulus of oxide growing on mild steel at 550 °C as 185 GPa. A direct method of determination of the elastic modulus is by using nanoindentation, which also suffers from certain disadvantages such as influence from substrate. Tortorelli \cite{23} used this technique to evaluate the room temperature elastic properties of \( \text{Cr}_2\text{O}_3 \) scales. For \( \text{Cr}_2\text{O}_3 \) scale on chromium (oxidised at 850 °C), the elastic modulus was obtained to be 272±62 GPa which was compared with that of bulk sintered \( \text{Cr}_2\text{O}_3 \) and a similar value of 273±17 GPa was obtained. It is mentioned that the surface roughness of the oxide scales and influence of substrate limit the accuracy of the measured values.

Assuming that fracture starts from pre-existing flaws in the material, one of the main challenges is the determination of flaw sizes, since the scales are very thin. The point of crack initiation is also difficult to determine. Optical methods can be used to determine the composite defect size in the oxide scale, as in the case of \cite{49, 54}. Composite defect size is an equivalent defect size that depends on the interaction between defects in the oxide scale and their positions. This has been used in calculation of fracture toughness of oxide scale grown on Nimonic 75, which ranges from 2 MPa√m at 700 °C to 4.5 MPa√m at 950 °C \cite{49}. The vibration method was used for determining fracture strains grown on mild steel, which ranged from 0.1% at 600 °C to 0.23% at 900 °C \cite{55}. Fracture and spallation of an oxide scale can be detected through the use of acoustic emission \cite{22}. This is based on the principle that these events produce audible signals. The acoustic emission setup was used together with a four-point bending setup in order to determine the fracture strains of oxides in mild steel \cite{56}. The critical strain decreased with increasing thickness, it varied from about 0.5% for 10 μm thick oxide to about 0.2% for 40 μm thick oxide. The aforementioned methods have a basic flaw that they are affected by the influence of the substrate at some levels. Since the
properties of the isolated oxide cannot be measured using these methods, the values are affected by residual stresses in the oxides as well, which is critical in determining factors such as a fracture strain. Nagl et al. \[24\] saw in the case of NiO that accounting for residual stresses in the scales brings down the actual fracture strain by a significant amount (Figure 2.1). It also shows the previously mentioned influence of temperature, which allows for higher strains before failure, due to creep. Measurement of intrinsic oxide properties is more beneficial than fracture measurements of oxide scales under different conditions, because intrinsic properties can be used to predict fracture under any conditions.

![Figure 2.1: Fracture strains in NiO scale. Dotted line shows fracture strain accounting for residual stresses \[24\].](image)

Information regarding the cleavage of oxides is also important as the fracture path in oxide scales can be transgranular. Many oxide materials show a strong tendency for cleavage in particular planes. Computer simulations on perfect surface for different crystallographic planes in Cr$_2$O$_3$ show that the difference in energy during relaxation is minimum for \{10\12\} plane (rhombohedral) and therefore was argued to be more likely to be seen during cleavage \[57\]. In another study on Cr$_2$O$_3$ and Al$_2$O$_3$ by Sun et al. \[58\], the same is seen for both of the oxides with the rhombohedral plane (r-plane) having the lowest change in surface energies. In both of the above studies, the basal plane (c-plane) has the highest change and is not expected to show any form of cleavage. For understanding the position of different planes, please refer to Figure 2.2. The reasoning has also been based on the atomic positions, where the vacant cationic sites are arranged along the r-plane, which can facilitate cleavage \[59\] \[60\].
Rhombohedral cleavage has been seen experimentally in Cr$_2$O$_3$ through AFM, where flat surfaces were obtained on this plane \[61\]. One of the older studies for Al$_2$O$_3$ report cleavage on the $p$-plane (Figure 2.2) and the reasoning is based on the increased bond length between atoms on this plane \[62\]. Pishchik et al. \[63\] report that though Al$_2$O$_3$ does not show any strong cleavage facets, single crystals can be cleaved through the $m$, $a$ and $p$-plane. Dedicated single crystal tests through microcantilever bending has been performed by Norton et al. \[64\] on Al$_2$O$_3$. It was seen in this study that the fracture surfaces of cantilevers oriented for the $m$ and $a$-plane show smooth facets, but the one oriented for $c$-plane does not show a clear cleavage facet. Also, there was no significant difference in fracture toughness for the different planes. Same was reported for cubic zirconia by Henry et al. \[65\] where no significant difference in fracture toughness is seen even though theory suggests that the \{110\} plane is weaker than \{100\} plane. Schultz et al. \[39\], suggest in an earlier work that fracture toughness of crystallographic planes could be used as the criterion for predicting cleavage. But it is clear from the aforementioned results that it cannot be applied to all systems. Same is the case for the surface energy criterion where the crystallographic planes with higher surface energy also show cleavage in the case of Al$_2$O$_3$. For Cr$_2$O$_3$, which has as much importance in engineering applications as Al$_2$O$_3$, no experiments have been performed to demonstrate this. Therefore, dedicated experimental tests need to be performed more on these two systems to understand what happens at a single crystal level as well. With the advancement in focused ion beam (FIB) technology, it is possible to prepare samples at the microscale with ease and high precision, and perform experiments using nanoindenters and micromanipulators. Single crystal tests can also be performed on polycrystalline materials, as shown in \[65\].

2.3 Micromechanical testing

The mechanical properties of materials are directly linked to their microstructure. Therefore, there is a drive towards measurement of mechanical properties
at the microscale. The mechanical testing of materials at the microscale is referred to as micromechanical testing. Testing at the nanoscale with the use of in situ instruments in TEM is also possible, but the focus will be on testing at the microscale in the SEM in this section since it allows the probing of volumes that can be related to the macro properties of the material. In the case of polycrystalline materials such as alloys and ceramics, controlled micromechanical testing enables the targeting of individual grains, grain boundaries, etc, thereby building knowledge on single crystal and grain boundary properties. This is also important for testing of features whose size is in the µm regime, such as thin films, secondary phases, etc. Nanoindentation is one of the most common techniques used for measuring hardness and elastic modulus where bulk samples could be used and at the same time the probing area would be in the micro/ nano scale. Other forms of testing which are often used are microcantilever bending [25, 31, 66, 67], micropillar compression [27, 68, 69], micro-tensile testing [70], etc. One of the main challenges for microscale testing is how to prepare samples at those scales. Techniques such as photolithography and selective etching could be used for many materials such as semiconductors, but is not viable for many other materials. The FIB milling technique plays a very crucial role in sample preparation without which it would not have been possible to apply micromechanical testing to many materials. It allows the preparation of different microscale geometries with high precision. Nanoindenters are typically used in micromechanical testing and they can be either ex situ or in situ, meaning they can be standalone (for ex situ) or as an attachment to SEM or optical microscope (in situ). They typically consist of a high precision displacement sensor attached to the probe that indents/ bends the specimen and a load cell is placed below the sample to measure the load response. In addition to nanoindenters, micromanipulators attached with force sensors have also been used in the field of micromechanical testing. In the following sub sections, descriptions of different micromechanical techniques are given.

### 2.3.1 Nanoindentation

This is the simplest and the first developed technique for micromechanical testing. It was developed in the early 1970s and has become one of the most commonly used techniques to measure hardness and elastic modulus of materials at the microscale. The earliest hardness measurements such as Brinell (spherical) and Vickers (square pyramidal) depended on the application of a macro load and measurement of the impression created by the tips on the material to calculate hardness. With the advent of nanoindentation, also known as instrumented or depth sensing indentation, the load and the displacement are continuously measured and the hardness value can be obtained without the requirement of imaging the impression. It consists of a displacement sensor
with a sub nm resolution and force sensor with resolution in the micronewton range. Due to the load and displacement ranges measured, this instrument requires shielding from vibrations and the environment to lower noise and reduce thermal drift issues.

Figure 2.3: A schematic of load-displacement curve generated by nanoindentation [71].

Figure 4.8 shows a schematic of the load-displacement curve generated from a nanoindentation experiment. The required values for calculation of hardness and elastic modulus have been highlighted in the figure as well. The maximum load $P_{max}$, the maximum depth $h_{max}$, stiffness during elastic unloading, $S=dP/dh$, and the final depth $h_f$ are the important parameters required for analysis of the obtained data [72]. Power law fitting can be used to describe the relation between load and displacement,

$$ P = \alpha(h - h_f)^m $$  \hspace{1cm} (2.14)

where $\alpha$ and $m$ are fitting constants. The hardness can be determined as follows,

$$ H = \frac{P_{max}}{A} $$ \hspace{1cm} (2.15)

$A$ is the projected area which is obtained as a function of the contact depth,

$$ A = F(h_c) $$ \hspace{1cm} (2.16)

The total depth ($h_{max}$) obtained from the experiment is the sum of contact depth ($h_c$) and sink in depth ($h_s$). The contact depth is defined at the vertical
distance along which contact is made, and the sink in depth refers to the surface displacement at the contact perimeter \[71\]. The Young’s modulus and stiffness are related by the following equation,

\[ S = \beta \frac{2}{\sqrt{\pi}} E_r \sqrt{A} \]  

(2.17)

\( \beta \) is a dimensionless correction factor to account for the actual indenter shape. \( E_r \) is the reduced Young’s modulus accounting for the combined deformation of the indenter and the sample, and also for the fact that the diameter of the indenter impression does not recover during unloading, only the depth does \[71\]. \( E_r \) and the Young’s modulus of the material, \( E \) is related as follows:

\[ \frac{1}{E_r} = \frac{1 - \nu^2}{E} + \frac{1 - (\nu_i)^2}{E_i} \]  

(2.18)

\( E \) and \( \nu \) are the elastic modulus and Poisson’s ratio for the material, and \( E_i \) and \( \nu_i \) are the corresponding values of the indenter material.

This technique opened up the hardness measurement to many systems which were not previously possible through macro and microhardness measurements, mainly thin films, since hardness could be measured with very shallow indentation depths. Over the years, several additions have been made to the technique, such as continuous stiffness measurement \[72\], high temperature nanoindentation \[73\], etc, making it more versatile. A large number of studies has been performed using this technique and it will be impossible to summarise all of them. The focus here will be on thin film systems since it is related to this work. Tortorelli et al. used nanoindentation to measure modulus and hardness of oxides grown on Fe\(_3\)Al \[74\] and thermally grown Cr\(_2\)O\(_3\) \[75\]. They used taper polishing to check for influence of substrate for measured values in Cr\(_2\)O\(_3\) and the validation was also performed using indentations on bulk sintered oxide. Suresh et al. \[76\] performed indentation on polycrystalline copper of thickness 300 to 1000 nm grown on a silicon substrate. Another application was in studying the strength of multilayer Al/ Si\(_3\)N\(_4\) coating to relate layer thickness to strength. In situ oxidation monitoring and mechanical properties measurement in Nb based alloys at different temperatures has been made possible by this technique as well \[77\]. There are several cases where nanoindentation enabled determination of fracture strain and elastic properties in oxide scales \[78, 79\]. This simple technique has become a platform for the development of several other techniques as well, which will be described in the following section. One particular application is the determination of fracture toughness through cracks formed during indentation, which will be described here.

Lawn et al. described a theory for development for cracks around sharp indenters \[80\] where fracture toughness (\( K_c \)) is related to radial crack length (\( c \))
through the relation,

\[ K_c = \alpha \sqrt{\frac{E}{H}} \left( \frac{P}{c^{3/2}} \right) \] (2.19)

\( \alpha \) is an empirical constant that depends on indenter geometry, \( P \) is the applied load, \( E \) is the elastic modulus, and \( H \) is the hardness. This method assumes that the crack length \( c \) is larger than the indent size and has a half penny-like shape. It is typically applied in the case of microhardness testing using a Vickers or Berkovich tip. Harding et al. suggest a modification to the system through the use of a nanoindenter and a cube corner indenter \[81\], which reduces the load thresholds required for crack formation in brittle materials. Other studies found disparities in the obtained values for different ceramics \[82, 83\]. Cook et al. \[84\] observed that the cracks developed beneath the indenter can be of many geometries. This is the main challenge with respect to this technique, as the shape of crack beneath the surface cannot be determined easily. Also, effects such as densification beneath cracks (for porous materials) can affect the fracture toughness values and therefore results in uncertainties in the values calculated using the model \[85\]. Modifications have been suggested for Equation 2.19 from experimental results \[82, 83, 86\]. Regardless, due to its ease of use, many brittle materials have been studied using this method \[87-89\]. In some cases, comparison with other techniques have been performed to ascertain the accuracy of obtained values \[90, 91\]. Advanced studies have been carried out using FEM \[92, 93\] and 3D FIB \[94, 95\] to obtain a better understanding of processes occurring beneath the indenter surface.

### 2.3.2 Microcantilever bending

Apart from nanoindentation, microcantilever bending is one of the most common methods in micromechanical testing. It essentially involves the bending of a micro-sized cantilever and measuring the load response from it. The force-displacement data generated from the experiment is then used to interpret mechanical behaviour of the material.

Consider a cantilever beam of prismatic cross section which has been loaded at the free end by applying a force \( F \) (Figure 2.4). The displacement of the beam at a distance \( x \) from the fixed end can be calculated using the equation,

\[ \delta = \frac{Fx^2}{6EI} (3L - x) \] (2.20)

where \( E \) is the elastic modulus, \( I \) is the area moment of inertia (e.g. \( wh^3/12 \) for a rectangular beam of width \( w \) and height \( h \)), and \( L \) is the length of the cantilever. The maximum displacement or the displacement at the free end is
Figure 2.4: A simple cantilever beam with span length \( L \) and an applied force \( F \).

given by,

\[ \delta_{\text{max}} = \frac{FL^3}{3EI} \]  \hspace{1cm} (2.21)

the bending stress in the outer fibre is given by the flexural formula,

\[ \sigma_b = \frac{M}{T}y \]  \hspace{1cm} (2.22)

\( M \) is the bending moment \((F \times L)\), and \( y \) is the perpendicular distance from neutral axis. The corresponding bending strain is given by,

\[ \varepsilon_b = \frac{3\delta}{L^2y} \]  \hspace{1cm} (2.23)

The strain can be calculated using the relation, \( \varepsilon = \sigma/E \), but requires an accurate value of \( E \). Since \( \delta \) and \( \varepsilon \) have a geometric relation, that can be used instead. Calculation of \( E \) using the beam formula in Equation 2.21 is possible, but it is highly sensitive to the geometry, especially the height of the beam \((I \propto h^3)\). Also, in the case of analytical equations shown above, the assumption is of a fixed constraint, which is not valid for several cases. Take an example of hard coatings on soft substrates, a significant compliance of substrate during bending is possible and fixed constraint is not valid.

In practice, microcantilever bending is typically performed with the help of a nanoindenter, which can be ex situ or in situ. Depending on the dimensions, it is often favourable to use an in situ SEM nanoindenter, since the sample and the indenter tip can be visualised, enabling easy alignment of the indenter tip to the cantilever beam (Figure 2.5). This technique has been used for studying of mechanical properties as early as 1988, when Weihs et al. used it for evaluating Young’s modulus and yield stress of silica by using an ex situ nanoindenter \[66\]. Ericson et al. performed fracture tests on silicon using this technique as well, but using a specially designed in situ SEM nanoindenter \[67\]. In both of these cases, cantilevers could be prepared using etching techniques applicable for semiconductor materials.
The real boost in this technique occurred due to the advent of focused ion beam (FIB) machining. Motz et al. used FIB machining for preparing microcantilevers in copper and used it to demonstrate the strain gradient plasticity theory [96]. Around the same time, Maio et al. devised a method for measuring fracture toughness of thin films through notched microcantilever bending tests [25]. This paved the way for microscale fracture toughness testing in several different materials such as thin films, interfaces, single crystals, etc. Different cantilever geometries were used, depending on the location. Cantilevers made on the surface of the material away from the edges were usually triangular [28, 64, 97] or pentagonal cross section [25, 31, 65], whereas the ones prepared on sample edges could be rectangular or square cross section [96, 98, 99].

In a detailed work by Dugdale et al. [31], microcantilever bending was used to determine the nature of crack propagation in an oxidised grain boundary. This study determined that in the case of stress corrosion cracking of Alloy 600, the crack progressed through the oxide metal interface and not through the oxide. The interaction of grain boundary particles with the crack was also studied using this technique. This study was extended in a recent work by Dohr et al. [28], which examines the role of surface oxide scales on top of oxidised grain boundaries. With the help of microcantilever bending experiments, it was shown that the surface scale helps in delaying crack initiation at grain boundaries, which is an important result in the field of stress corrosion cracking. The mechanical behaviour of grain boundaries in a ductile aluminium alloy was demonstrated by Kupka et al. [100] using blunt notches. Fracture toughness of many single crystals were also measured with ease [65, 98, 101, 102]. Another important application was the fracture toughness of interfaces of coatings [103, 104], which cannot be performed using other conventional techniques. Abad et al. [29] used this method to determine frac-
ture toughness of oxide scales and the fracture mode in oxide layers, where the whole cantilever was prepared from thick oxides grown on steels in liquid metal coolant environment. Camposilvan et al. used microcantilever bending to measure microscale properties of zirconia [105]. It was seen that the failure stress was about 4 times larger than standard sized specimen. The size effect plays an important role in determining the properties, as small sized specimens would have very less or no intrinsic defects. Size dependence for plasticity [98, 106] and fracture toughness [107] has also been studied in detail. The testing technique itself has been modified over the years. A straight notch on the cantilever leads to an unstable crack growth. Therefore, alternate FIB notching techniques have also been developed which allows stable crack growth, such as chevron notches [97, 108] and bridge notches [109]. The testing has also been extended to cases where crack tip plasticity could be present, using the J-integral method [110, 112].

Some aspects need to be considered while performing fracture experiments using cantilever technique. Since the notch is fabricated using FIB, there is a possibility that ion implantation affects the measured value. This has been analysed in several studies [102, 113]. The chevron and bridge notch geometries aid in circumventing this issue. In some cases, comparison has been performed with FIB notched and natural cracks [110]. Comparison with other micromechanical techniques is also one way of assessing the FIB influence [102, 113]. FEM has been used as well to evaluate the influence of notch geometry, radius, etc [114]. Norton et al. [64] and Best et al. [113] have evaluated the influence of notching currents on the obtained notch radius and hence the influence on fracture toughness values. Best et al. state that below 10 pA of milling current, a sharp notch can be obtained and the measure values reach close to the values measured through techniques uninfluenced by FIB. So, if proper preparation and testing techniques are used, microcantilever bending can be a powerful tool for evaluation of fracture in a wide range of materials.

2.3.3 Micropillar compression

Micropillar compression, or microcompression refers to microscale compression testing of a pillar of close to uniform cross section using a flat punch, in a nanoindenter. This technique was developed by Uchic et al. [69] to study size dependent plasticity in Ni$_3$Al (Figure 2.6). Since then, this technique has been used to test deformation behaviour at small scale. The pillars are machined using FIB and can be of circular [69, 115] or square cross section [116]. In the case of circular cross section, lathe milling technique is used to obtain micropillars of high quality with little taper [117]. Annular milling can also be used for circular pillars, but results in a larger taper. But it has been observed that the yield stresses are about 4 times higher for magnesium pillars of the
same orientation milled by lathe milling in comparison to annular milling which is due to FIB damage resulting from longer exposure in the former case \cite{118}. The force displacement curve obtained is interpreted in terms of engineering stress and strain curve by converting the load to stress using the pillar cross section, and displacement to strain using initial pillar height \cite{117}. It has been seen in several studies that the yield stress of the material is significantly higher at microscale than in bulk \cite{69, 115, 119, 120}. Another interesting effect observed through micropillar compression tests is the brittle to ductile transition in silicon at room temperature, where Östlund et al. \cite{121} saw that the material transitioned to a ductile regime between 310 to 400 nm of pillar diameter. Room temperature plasticity was observed in otherwise brittle single crystal sapphire was observed by Montagne et al. \cite{27}, and the slip planes were identified as well (Figure 2.6). Since the experiments were performed on single crystals, the critical resolved shear stresses were also calculated.

As is the case with any technique, micropillar compression also suffers from some demerits. One is the surface damage of the prepared samples caused by FIB. Comparison of FIB and lithography prepared gold specimens showed significant difference in strength \cite{119}. FIB damage by gallium on surface of specimens has been studied in detail by Kiener et al. \cite{120}, where it is also stated that annealing at high temperatures can reduce the damage, but it will affect the dislocation structure in the material as well. Another source of error is the misalignment between the flat punch and the pillar, which can lead to underestimation of elastic modulus and also abnormal deformation behaviour \cite{122}. Zhang et al. \cite{122} also list out some recommendations such as an aspect ratio (height to diameter ratio) of 2 to 3, and that the taper should be minimised since it can lead to overestimation of elastic modulus. The issue of friction between the indenter tip and the top surface of the pillar cannot be solved. In the case of macro testing, a lubricating layer is used to minimise friction, which cannot be done at the microscale \cite{117}. Friction prevents elastoplastic buckling, which can occur with the onset of plasticity. A theoretical treatment along with the experimental results, and finite element
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\caption{SEM image of deformed Al₂O₃ micropillar with the identified slip plane shown \cite{27}.}
\end{figure}
modelling can lead to highly useful results in this technique. Combined with the reduction in sample preparation time in comparison to micro-tensile and microcantilevers, this is a powerful technique to measuring elastic and plastic properties of materials.

2.3.4 Micropillar splitting

This method was developed by Sebastiani et al. [123] in 2014 to measure fracture toughness in ceramic thin films. It is based on sharp indentation testing of FIB milled micropillars, which generates cracks in the pillar and results in its splitting. This method retains the simplicity of indentation fracture toughness testing and provides some advantages over it as well. The measurement of cracks lengths is not necessary post testing. Also, if the height to diameter ratio of the pillar is maintained above 1, residual stress effects are circumvented which provides a huge advantage for testing of thin films. The substrate effects are also removed in such cases since the indentation depth is typically very small before splitting occurs. Since the crack develops from the bulk material under the indenter, FIB influence is minimised as well. The biggest challenge for this method is the generation of a model to describe measurement of fracture toughness based on the fracture load. The fracture toughness can be described by the formula,

\[ K_c = \gamma \frac{P_c}{R^{3/2}} \]  

(2.24)

Where \( P_c \) is the fracture load, \( R \) is the pillar radius and \( \gamma \) is a dimensionless coefficient which depends on the elastic modulus (\( E \)) to hardness (\( H \)) ratio of the material. A cohesive zone finite element model was developed which considers the pillar as an isotropic and cylindrical material and a Berkovich indenter which is considered as rigid. The main aim of the model was to generate the relation between fracture toughness, critical load and the pillar radius (Equation 2.24). So, if the \( E/H \) ratio is known for a material, \( \gamma \) can be calculated from the data in this study and fracture toughness can be calculated. However, the use of Berkovich tip limits visibility and it is difficult to position the indenter tip on the centre of the pillar due to the tip geometry. A cube corner indenter is much sharper and is easier to use for such experiments, especially in an SEM. A study on the effect of tip geometry was carried out [124], which calculated the \( \gamma \) values for cube corner geometry as well (Figure 2.7).

Figure 2.8 shows a typical micropillar splitting test using a cube corner indenter. The SEM imaging enables the proper placement of the tip on the pillar and to retract the tip after fracture. This technique was used by Lunt et al. [125] to profile the fracture toughness at zirconia-porcelain interfaces for dental application. They were able to test 60 pillars along the interface using a
Since the FIB preparation time for a micropillar is much less than that for a notched cantilever, better statistics can be obtained in a shorter time using this technique. Lauener et al. used micropillar splitting to perform a thorough study on silicon with regard to various factors influencing the results of this technique [126]. They prepared pillars using lithography and FIB (both gallium and xenon) to compare the effects of ion damage. It was seen that for smaller diameter pillars (< 10 µm) the FIB did influence the obtained results when compared to the ones prepared by lithography. Another factor that affected the results was the positioning on the tip, the further away from the centre, lower was the toughness. Due to the simplicity of this technique, it is gathering importance in the fracture toughness measurements of coating and other brittle materials. One main demerit of this technique is that it can only be used for brittle materials, since the critical radius for crack generation in metals is high.

2.3.5 Stable crack growth techniques

Some micromechanical testing methods have been developed to evaluate fracture toughness in a stable crack growth mode since the cantilever techniques typically lead to unstable fracture. Some of the most used ones will be described in this section.
2.3.5.1 Fixed beam bending

In this geometry, a cantilever milled using FIB fixed on both sides is used (Figure 2.9). In this case, the cantilever shape needs to be milled at the edge of the specimen. This was demonstrated by Jaya et al. [127, 128] as a method for fracture toughness evaluation of (Pt,Ni)Al bond coats.

The fracture toughness is calculated as per notched cantilever equations and validations by comparing with simulations have also been performed. It is a recently developed technique and has also been used for the fracture studies of diffusion aluminide bond coats [129]. A recommendation of length to width ratio between 4 to 8 has been proposed. The notch length to depth ratio should be between 0.3 and 0.5. The alignment of the tip and the notch should be accurate to have mode I loading, and the tip should not create an impression on the beam [102]. The disadvantage of this method is that the notching is done from the side and so the quality of notch is not as good as in the case of
cantilevers. Also, high stresses at the clamped regions can lead to failure at the supports as well \[128\]. To counter these issues, Cui et al. has proposed a modified bowtie geometry which can be prepared on the edges of the sample with a chevron notch \[130\]. Figure 2.10 shows a milled bowtie geometry with a chevron notch, from which it is clear that the stresses are concentrated near the notched region thus preventing failure at the supports.

![SEM image of Bowtie clamped geometry with chevron notch](image)

Figure 2.10: SEM image of Bowtie clamped geometry with chevron notch \[130\].

### 2.3.5.2 Double cantilever beam (DCB)

Liu et al. \[131\] described a method for measuring fracture toughness of hard coatings through stable crack growth using a notched double cantilever beam geometry (Figure 2.11). A notch is FIB milled to the centre of the geometry and a flat punch is used to compress the shoulders of the milled geometry. This causes a tensile load perpendicular to the direction of load application and the crack starts propagating.

![Schematic of double cantilever beam geometry](image)

Figure 2.11: (a) Schematic of double cantilever beam geometry; (b) SEM image showing FIB milled DCB \[131\].
The fracture toughness can be calculated using the formula,

\[ K_{Ic} = \sqrt{\frac{3(e - \mu h)}{bd^{3/2}}} P_c \]  

\[ (2.25) \]

\( d \) is the half width of the specimen, \( b \) is the width parallel to the notch, \( e = (d - w)/2 \) where \( w \) is the width of the shoulder, \( \mu \) is the coefficient of friction between indenter and the sample. Figure 2.11(a) shows different notations used for dimensions of the DCB. Being a recently developed method, it has been used in a few studies in measurement of toughness for different systems [102, 132, 133]. Reliable results depend on the consideration of factors that can affect the results. Beam dimensions need to be such that the two arms are of same width, since symmetry is of importance. Also \( w = d/2 \) and \((h + a) > 4w\) should be followed as well. To ensure mode I loading, the flat punch should be parallel to the top of the specimen and larger than the \( 2d \). The validity of the test depends on the straightness of the crack and also whether plastic deformation of the shoulders take place or not [102].

A similar geometry has been proposed by Sernicola et al. [134] based on the macro geometry proposed by Lawn (Figure 2.12(a)) [135]. A wedge indenter is used to perform stable crack growth studies (Figure 2.12(b)) from which the fracture energy can be calculated directly. The advantage of this method is that the geometry is relatively simpler and the load values and coefficient of friction are not required for the calculation of fracture energy.

![Diagram of wedge splitting of DCB](image)

Figure 2.12: (a) Schematic of wedge splitting of double cantilever beam; (b) Stable crack growth during wedge splitting of DCB [134].

### 2.3.6 Advanced testing

This section will briefly mention the most recent advancements in the field of micromechanical testing aimed at enabling testing in more demanding conditions.
2.3.6.1 Hydrogen embrittlement

Hydrogen embrittlement (HE) is a process where a metal is affected/embrittled due to exposure to hydrogen. It affects the performance of a variety of metals and alloys. It has been mostly studied macroscopically through mechanical testing such as tensile tests, even though the process is atomistic. Barnoush et al. proposed a nanoindentation based technique to evaluate the effect of hydrogen embrittlement [136]. It uses an ex situ nanoindenter attached with a 3 electrode system which could add electrolyte in controlled amounts [2.13]. This setup was used to perform nanoindents on single crystal nickel submerged in electrolyte to demonstrate the interaction of hydrogen and has been extended to several other materials [137]. This is further developed to incorporate micropillar compression into the testing of FeAl [138], which revealed the effect on hydrogen on dislocation nucleation seen in the form on increased plasticity in the micropillars. The study has been extended to notched microcantilevers tested in electrochemical cell by Hajilou et al. [139]. A similar approach aided in the identification of role of hydrogen in phase transformation of a metastable high entropy alloy [140]. In situ SEM testing was also performed where the cracking of notched microcantilevers were compared for high vacuum conditions, and low vacuum condition in an ESEM where water vapour is present and hydrogen can affect the material [141] [142]. The use of hydrogen plasma for in situ micro-tensile testing in SEM was performed by Wan et al. [143]. Recently, Kim et al. [144] developed an electrochemical cell for in situ charging of hydrogen in an SEM where the effect of hydrogen on different alloys could be monitored using the electron beam and nanoindentation could be performed on the top surface when the hydrogen charging is done through the bottom surface of the specimen.

Figure 2.13: In situ hydrogen charging setup for nanoindentation [137]
2.3.6.2 High temperature testing

The simulation of real conditions is necessary for micromechanical testing in order to understand the mechanical behaviour of materials and its mechanisms in service conditions. High temperature micromechanical testing offers such a platform where processes such as deformation can be studied at various temperatures for different materials, providing insight into their behaviour under these conditions. High temperature nanoindentation has existed for over two decades. Lucas et al. [145] developed an equipment with nanoindentation capabilities from -100 °C to 75 °C. Smith et al. [146] modified a standard nanoindenter to perform indentation experiments up to 500 °C. This led to many modifications of ex situ nanoindenter with separate heating for the indenter tip and the sample stage to allow for temperature matching. For in situ SEM based nanoindenter (Alemnis AG), a modification was proposed by Wheeler et al. [147] for experiments up to 500 °C (Figure 2.14). These techniques have been used in various studies which was previously not possible due to experimental limitations. Wheeler et al. used microcompression at room temperature and 500 °C tests to assess the performance of hard coatings. Several other studies have used microcompression at elevated temperatures to identify deformation mechanisms, size effects, strain rate sensitivity, etc [148–151]. This has also been used in microcantilever bending tests to evaluate fracture toughness at higher temperatures [113, 128]. Currently, the temperature limit for in situ SEM testing is 1000 °C.

Figure 2.14: Schematic diagram of heating system used in Alemnis in situ SEM nanoindenter [73].

There are several issues related to in situ testing at higher temperatures. One is the need for better materials for indenter tip apart from diamond since it can oxidised above 400 °C in non vacuum environments. Even if used in SEM in a vacuum chamber, reaction with the material being tested is of big concern. Alternatively, materials such as cubic boron nitride (cBN), tungsten
carbide (WC), etc are used for testing at higher temperatures. These materials are subjected to a higher wear rate when compared to room temperature experiments. Temperature matching between the sample and indenter surface is another critical issue if left unchecked can lead to significant thermal drift and wrong temperature measurements. Thermocouples are required near both the sample and the tip so that thermal matching can be achieved with relative ease. The thermal drift in high temperature testing is much more significant because even a small temperature difference can lead to a heat flow, producing spurious results and incorrect conclusions. Some issues are specific to in situ SEM testing. The use of alternating current in heater for such equipment can result in a wobbling of images in the SEM. At temperatures higher than 525 °C, radiation from the tip and sample can lead to degradation of image contrast [73].

### 2.3.6.3 High strain rate tests

In situ micromechanical testing is typically quasi-static, which is due to limitations of the mechanical design and speed of data acquisition. High strain rate tests such as impact tests are of industrial importance as in the case of materials used in the automotive industry. Earlier attempts have been made at impact testing of polymers using a pendulum based actuator [152]. High speed indentations were performed in a study by Hay et al. to map the hardness in a solder material, where individual indents took a time of just 3 seconds [153]. Another approach was also in the case of nanoindentation where the strain rate dependence on hardness values of aluminium were measured by Phani et al. [154] where strain rate of 1000 s$^{-1}$ were achieved. Recently, a high strain rate testing based on intrinsically displacement controller were developed by Guillonneau et al. [155]. The load cell in the typical setup is replaced by a rigid stage and the indenter tip by a piezo actuator which measures the load and displacement signals. This system is able to perform indentations up to a constant strain rate of 1000 s$^{-1}$ and micropillar compressions up to 100 s$^{-1}$, which has been demonstrated with an example of nanocrystalline nickel [155]. Best et al. [156] used this technique for conducting a high number of impact tests at the microscale on CrN coated tool steels at room temperature to 500 °C. Another application was in the compression testing of silica micropillars over a wide range strain rates from 0.0008 to 1335 s$^{-1}$ [157]. This revealed a ductile to brittle to ductile transition in the deformation of the micropillars. Such high strain rate testing capabilities opens doors for high cycle fatigue testing in situ SEM at different temperatures. Also, a wide range of processes can be studied, which was not possible previously.
CHAPTER 3

Materials

This chapter describes the materials that were used in this study. The oxide scales were thermally grown through oxidation exposures at high temperatures. The initial base material chosen was Alloy 718plus, a superalloy which is representative of high temperature materials used in critical applications and also has Cr$_2$O$_3$ as its protective oxide scale. Experiments were also carried out on Cr$_2$O$_3$ thermally grown on pure chromium to obtain thicker oxide scales. Due to the need for cleavage fracture studies on Cr$_2$O$_3$, single crystal wafers were used.

3.1 Oxidation of Alloy 718plus

Alloy 718plus is a nickel based $\gamma'$ (Ni$_3$(Al,Ti)) strengthened alloy developed recently (Figure 3.1(a)). The nano sized $\gamma'$ precipitates (Figure 3.1(b)) provides precipitation strengthening. It is very similar to Alloy 718 in composition, but half of the Fe content is replaced with Co and the Al/Ti ratio is increased. It has a maximum operating temperature of 704 °C.

For the oxidation exposures, coupon sized samples of Alloy 718plus of dimensions 15 × 15 × 3 mm were cut using a low speed saw and the surfaces were
mechanically polished using SiC papers up to 1200 grit size and diamond suspensions of 3 and 1 µm. The exposures were done in an alumina tube furnace at 700 °C in a pure oxygen environment for 100 hours. This yielded an oxide layer which was roughly 200 nm thick, measured from FIB cross sections. TEM lamella was prepared along the cross section of the oxidised alloy to analyse the microstructure of the formed oxide using STEM and EDS. Imaging was performed using a TEM in STEM mode to obtain microstructural and chemical information. The generated oxide consisted of different layers (Figure 3.2(a)), the top layer being a mixed spinel of (Ni,Co)(Fe,Cr)\(_2\)O\(_4\) followed by a layer of fine grained Cr\(_2\)O\(_3\), and internal oxide of Al\(_2\)O\(_3\) (Figure 3.2(b)). This is very much in agreement with the oxidation mechanisms for such superalloys [3]. Details regarding preparation and testing of this oxide can be found in Paper I.
3.2 Chromia (Cr$_2$O$_3$)

Chromia or chromium(III) oxide is a corundum structured oxide which occurs in nature in the form of a green coloured mineral known as eskolaite. The primitive unit cell is trigonal where the oxygen atoms are arranged in a hexagonal closed packed arrangement and the chromium atoms occupy 2 of the 3 octahedral sites (Figure 3.3). Cr$_2$O$_3$ has a very high melting point (2435 °C) and has hardness close to that of α-Al$_2$O$_3$. Cr$_2$O$_3$ is the only solid form of chromium oxide that is stable at high temperature. It is used in pigments due to its green colour and also as abrasives due to its hardness. However, our focus will be on its application as a protective oxide scale. Chromium is added in the form of an alloying element in many materials so that when they are operating at high temperatures, it leads to the formation of a Cr$_2$O$_3$ layer, which is dense, thin, and prevents further oxidation.

![Figure 3.3: Unit cell of Cr$_2$O$_3$ showing corundum structure.](image)

3.2.1 Oxidation of chromium

For the oxidation exposures, pure chromium of 99.97 % purity was used to prepare coupon shaped specimen of dimensions 15 × 15 × 2 mm. The coupon surfaces were mechanically prepared using SiC papers and diamond suspensions to generate a scratch free surface. The isothermal exposures were conducted in an alumina tube furnace at 700 °C in an oxygen environment for different times, and it generated oxide scales of thicknesses as shown in Figure 3.4. In all cases, the oxide layer consisted of smaller equiaxed grains covering the surface with some grains growing larger (Figure 3.4). Scale thickness was measured from FIB cross sections. The oxide scale generated from 480
hours exposure that was a couple of microns thick was used for preparation of microcantilevers (Figure 3.5(a)). The oxide microstructure was further examined by preparing a TEM lamella of the oxide layer cross section and imaging was performed in transmission mode in the SEM. The oxide layer reveals a duplex morphology with an inner layer consisting of equiaxed grains and an outer layer of larger grains, which is in agreement with literature [158][161]. The presence of voids is seen both at the oxide-metal interface and within the scale, which has been observed previously as well [158][162]. TKD performed on the oxide scale reveals a texture close to (0001) for the larger grains (Figure 3.5(b)). The details can be found in the experimental section of Paper II.

Figure 3.4: Oxide thickness for different oxidation exposure times. The corresponding SEM images of the oxide scale surface is shown as well.

3.2.2 Single crystal Cr₂O₃

The examination of cleavage planes in Cr₂O₃ required single crystals of known orientations. Single crystals of Cr₂O₃ of different orientations grown by Verneuil process were purchased from MaTecK GmbH, Germany. Wafers with (0001) and (1120) planes perpendicular to growth direction were used in the studies for determining the active cleavage planes. The single crystals were obtained in the form of wafers of dimensions 5 \times 5 \times 0.1 mm. The surface was polished using silica suspension to allow EBSD to be performed to determine the exact
Figure 3.5: (a) Transmission SEM image of Cr$_2$O$_3$ grown for 480 hours; (b) inverse pole figure map of the area in (a).

orientation of the crystals. This is needed to orient the crystals during FIB milling of microcantilevers targeting various cleavage planes. Details regarding this can be found in Paper III and Paper IV.
This chapter describes the various experimental techniques that were instrumental in the progress and completion of this work. The methods specifically developed for this work have also been described under the corresponding section headings.

4.1 Scanning electron microscopy (SEM)

SEM is one of the most versatile electron microscopy techniques. It enables the examination of a wide range of materials from the nanometre to the micrometre scale. The analysis of bulk specimens with a high spatial resolution (a few nanometres) is achievable using SEM. It uses a focused electron beam with energies in the range of 1-30 keV for imaging. The beam is scanned over the area of interest which generates a set of signals due to the interaction between the electrons and the specimen. The image in an SEM is generated by the use of these signals. The main signals generated are the secondary electrons (SE) and backscatter electrons used for imaging, and characteristic X-rays used for chemical analysis. Some advanced detectors are also used in SEMs to generate different contrast and to enable imaging under various conditions.
SEM has been instrumental in the completion of this work and has been used extensively for different purposes, which will be summarised in the following sections.

4.1.1 Imaging

The primary use of SEM in this work was for imaging. The microstructures of the materials used were visualised, which provides a lot of information such as grain size, grain morphology, presence of precipitates, surface conditions, etc. The sample surface needs to be metallographically prepared to generate a flat and defect free surface so that the grains and precipitates in the material can be visualised. Taking the example of alloy 718plus which was used in the work shown in Paper I, prior to their thermal exposure, the microstructure was studied. A small piece of the alloy (roughly 20 × 20 × 5 mm) was cut using a low speed saw and was mounted on a conductive Bakelite resin using a mounting machine (180 °C for 5 mins). The surface preparation consisted of initial grinding steps using SiC papers up to grit size of 1200 for 2 minutes each. This is followed by polishing using diamond suspensions of 3, 1 and 0.25 µm for 10 to 15 minutes each. As a last step, oxide polishing using silica suspension of 0.05 µm size was carried out for 2-5 minutes so that the damage layer generated due to grinding is removed/ minimised. Ultrasonic cleaning in ethanol is performed for 2 minutes between each of the above steps. This ensures that the impurities from one step is not transferred to the next. After oxide polishing, the surface was wiped using a tissue very carefully in order to remove the silica particles, and the ultrasonic cleaning was done for 10–15 minutes. This recipe was obtained after some trials of varying the time and loads used in each steps, and works for many Ni based superalloys. The sample was then imaged in a SEM, using a backscatter detector, and it was revealed that the material was not heat treated. Since the alloy was not in the desired conditions, heat treatments were performed to generate equiaxed grains and also γ′ precipitates to simulate the conditions in which the materials are used. After heat treatment, similar sample preparation steps were performed as described before and the microstructure was visualised again. The microstructure showed equiaxed grains with some primary carbides along the grain boundaries (see Figure 3.1(a)). To check whether precipitates have formed, electrolytic etching had to be performed using oxalic acid on the prepared specimen. The size of γ′ precipitates are a couple of tens of nanometres, which is not easy visualise in the SEM. The interaction volume needs to be minimised which can be done by reducing the voltage. But the secondary and backscatter detectors are not very efficient at these voltages. So, the imaging was performed in a Zeiss Ultra55 FEG SEM using in-lens detectors, which can provide high resolution under low voltage conditions. A 30 µm aperture was used at 1kV voltage to minimise the interaction volume and to bring out the surface fea-
tures clearly. The working distance has to be maintained below 5 mm since
the generated electrons from the specimen do not have a high energy and can
get scattered over longer working distances. Care needs to be taken at this
point that the sample does not crash into the pole piece. The precipitates
were visualised clearly using this imaging technique (Figure 3.1(b)) and it was
confirmed that the alloy was in the desirable condition.

Similar procedures as mentioned previously were used to analyse the grain size
of pure chromium samples used in the work done in Paper II. After thermal
exposures, the oxide scale was imaged in an SEM in the secondary electron
mode, since it provides very good topographical contrast. A voltage of 5 kV
was used and the smallest aperture was used to provide better resolution. Figure
3.4 shows the $\text{Cr}_2\text{O}_3$ layer generated, in which the features such as the grain
facets can be seen. Thus, a rough estimation of the grain sizes in the thermally
grown oxide layers could be obtained. Another important use of imaging was
in the measurement of dimensions of all prepared microcantilevers. Low volt-
age conditions were used in all cases to obtain a good resolution. The use of
in-lens detectors was preferred since it has better resolution than secondary
electron detectors.

The major part of this thesis, which is micromechanical testing would not have
been possible without an SEM to visualise the sample during testing. This
is especially necessary for testing using the Kleindiek micromanipulator setup
(will be described in the following sections), since no displacement sensor is
available. Images are recorded at a rate of 1 Hz and image analysis is later used
to measure displacement of the microcantilever during testing. The imaging
conditions for testing in the Kleindiek setup which was done in FEI Quanta 200
FEG ESEM were 10 kV voltage and a 30 $\mu$m aperture, while working distance
is in the range of 10-15 mm. The working distance is larger in this case because
of the micromechanical test setup, which limits how close to the pole piece the
sample can be taken. The tests performed using the Alemnis setup were mostly
done using similar imaging conditions, but in a Zeiss microscope. In both of
these test setups, SEM allows easy alignment of the indenter with the sample,
and also provides a live view of deformation of the samples.

4.1.2 Electron backscatter diffraction (EBSD)

EBSD is a microanalysis technique used in the SEM in order to obtain crystal-
lographic information from crystalline materials. It can be used to deduce the
crystal structure, identify phases, reveal texture, etc. When high energy elec-
trons strike a specimen surface, back scattered electrons are generated which
undergo Bragg diffraction. The intersection of the diffraction cone and a phos-
phor screen placed near the specimen produces a pattern of Kikuchi lines called
as electron backscatter patterns (EBSP). This is used as the basis for identification of the orientation of the crystal and the phase. The EBSD detector consists of a phosphor screen that can be moved inside the SEM chamber towards the sample which is placed at a steep angle (70°) to the normal plane of the beam (Figure 4.1). Typically, a voltage of 20 kV is used under high current conditions in order to generate a high number of backscatter electrons. The lateral resolution of this technique is limited by the backscatter resolution of the microscope due to the larger interaction volume. Unlike other SEM techniques the horizontal and vertical resolutions are not the same for EBSD due to the high tilt angle.

Figure 4.1: Schematic of EBSD setup inside the SEM

EBSD was used for multiple purposes in this work. One was in the case of flat Cr$_2$O$_3$ cantilevers, where the orientations the the grains on the surface was measured so that it could be later compared with the images of the fracture surface and deduce the mode of fracture as transgranular or intergranular. Focused ion beam (FIB) milling was used to prepare the surface for EBSD. Low milling currents of 10-100 pA were used to mill away the rough surface of the grains at a grazing incidence angle to minimise ion implantation. For EBSD, a defect free surface is important, otherwise Kikuchi patterns will not be clear. The sample is mounted on an SEM stage using a 70° pre-tilted holder. This can be done using stage tilt as well, but depending on the bulkiness of the sample and location of the detector, it can be difficult. It is recommended to mount the sample on aluminium stub using silver paste or using clamps. The use of carbon tape can lead to mechanical drifts, especially due to the high tilt angle. The sample should be such that the surface where the data is recorded has to face the EBSD detector. The detector is usually retractable and can be brought in close to the sample after aligning the stage so that the sample faces the detector (see Figure 4.1). The maximum insertion distance
is recommended, but it depends on the geometry of the sample. The working distance was maintained close to 10 mm, but depends on the model of the detector and its position in the SEM chamber. The voltage is maintained at 20 kV and a high current condition is used to generate more electrons. The size of the map and the pixel size (step size) is decided based on the feature being analysed. Since the oxide grains were a mixture of sub-micron to few micron sized grains, a fine step size of 20-50 nm was used. Once the area of interest is chosen and the image parameters are adjusted, the stage is not moved again and the sample rests in the chamber for a while to stabilise. This is followed by mapping and the time required for mapping depends on the exposure time for the EBSD camera, step size and the area being mapped. The phase being analysed need to be known since the software does a comparison of the projected Kickuchi patterns to its database to identify the orientation. The results only consist of orientations and pixel positions. The patterns need to be saved for each pixel if a reanalysis needs to be done. The obtained raw data has to be processed to obtain meaningful results.

Processing of EBSD data can be done using software associated with the model of the detector being used. In our case, an Oxford detector was used, so their Channel5 software was used for most analyses. Different forms of maps can be obtained from the raw data. One map that is of very good use is the band contrast map, which is a map showing the Kikuchi band contrasts obtained for each pixel. The advantage of this is that even if orientations in certain pixels are not identified, they still have a band contrast value and the resulting map reveals the microstructure of the sample being analysed, even though the exact orientations are unknown, as in the case of the analysed Cr$_2$O$_3$ cantilevers. An inverse pole figure (IPF) map was also used, which shows the sample directions (e.g. growth direction) in terms of crystallographic directions of the material. This gives an idea on the crystallographic texture of the material. In addition to these, Euler maps can also be obtained which gives the absolute orientations of grains with respect to a reference coordinate system.

EBSD was also useful for identification of the exact orientation of single crystal Cr$_2$O$_3$ samples used in Paper III and IV. In this case mechanical preparation of the surface was used. The purchased wafers were already polished. Therefore, only the final polishing step, that the oxide polishing to remove the surface damage layer was done. The procedure of mechanical preparation by grinding and polishing is the same as the one described in the previous section. For the oxide layers, obtained from oxidation exposures, transmission Kikuchi diffraction (TKD) was performed which provides a higher resolution compared to EBSD.
4.1.3 Transmission kikuchi diffraction (TKD)

TKD is a recent technique developed which is very similar to EBSD in operation, but can provide spatial resolutions as high as 2 nm \[164\]. In this case, an electron transparent sample is placed horizontally or at small angles (0 - 20°) to the stage and at very low working distances. The detector used is the same as that for EBSD. The geometry of a TKD setup is given in Figure 4.2. Due to the diffraction being generated from a smaller volume, the spatial resolution is higher and the diffraction patterns are mostly generated from the bottom side of the specimen \[165\]. Due to the low tilt angles, the disparity between horizontal and vertical spatial resolution is also reduced. Electron transparent thin foils of oxidised chromium was prepared using FIB. Standard TEM lamella preparation procedures are followed \[166\]. A special holder in which the TEM grid with the thin foil sample can be inserted is used, which is pre-tilted at 20°. The electron beam energy is maintained at 30 keV to ensure maximum penetration and high current conditions are used as for EBSD. The working distance in kept in the range of 3-5 mm, although it depends on the detector position and sample geometry. The step size used here is typically smaller than the one for EBSD, but it depends on the feature being analysed. For the oxide scales grown on chromium, step sizes 10-25 nm were used. The advantage of this technique was that the grain structure of oxide scale was revealed, which would not have been possible using EBSD due to limitations in spatial resolution. However, the obtained data quality depends on the thin foil sample quality. Typically, there shouldn’t be any overlaps of grains along the electron beam path, i.e., the ideal sample would have just one layer of grains

![Figure 4.2: Schematic of a TKD setup inside the SEM.](image-url)
along the thickness. The processing of data obtained from TKD is similar to that for EBSD, described in the previous section.

4.2 Transmission electron microscopy (TEM)

TEM utilises the interaction between sample and the electron beam during transmission. This was the first kind of electron microscope and the concept was proposed by Ernst Ruska. TEM has been commercially available since 1939 and has improved a lot over the years. The sample is in the form of an electron transparent thin foil which is typically < 100 nm thick. The electron beam usually has an energy of 200 or 300 keV, but there are TEMs that can be operated at lower energies. The higher energy is necessary to provide very good spatial resolutions. The best resolution obtained in a TEM is about 0.5 Å. TEMs are widely used for imaging, chemical analysis and also for obtained crystallographic information. The sample preparation can be through mechanical thinning, ion beam milling and also FIB milling. In our work, all thin foil preparation has been performed using a FIB since the samples are target specific and cannot be prepared using mechanical means. The main use of TEM in the current work has been in imaging of oxide layers and their chemical information, and also for the analysis of FIB damage during microcantilever milling.

4.2.1 Scanning TEM (STEM)

STEMs are modified forms of TEMs where a scanning coil setup is added in the electron beam column in addition to the electromagnetic lenses. Modern TEMs have the possibility to be operated in STEM mode as well. Unlike the case of TEM imaging, the electron probe is focused to a fine spot and scanned over the sample in a raster fashion. The images are obtained from different detectors. Bright field detectors are placed in the electron beam path. Annular dark field detectors are like concentric circles and they collect scattered electrons, and provides atomic number contrast. Atomic resolution images can be obtained in this mode, and the contrast can be interpreted directly, unlike the case of TEM. Since the electron beam can be scanned over the sample, it is also possible to obtain high resolution energy dispersive X-Ray spectroscopy (EDS) maps. STEM imaging was mainly used in this work to obtain an overview of the thermally grown oxide microstructure and to obtain chemical information on the oxides. An FEI Titan 80-300 FEG TEM was used for imaging and chemical analysis. The microstructure of thermally grown oxides of 718plus and chromium were both studied in the STEM mode at 300 keV. Standard alignment files available for the instrument was used and
small spot sizes were used to obtain higher resolution images. Figure 4.3(a) shows an example where the oxide microstructure for Cr$_2$O$_3$ grown on pure chromium can be seen with the help of bright field images. The dislocation network present in the metal below, possibly due to mechanical preparation can also been visualised clearly using this technique. In another case, high resolution STEM was used to identify the damage layer caused due to FIB damage and redeposition during FIB milling of cantilevers. Figure 4.3(b) is provided as an example to showcase the high resolution capabilities in STEM mode. However, the alignment procedure to obtain good HRSTEM images is complex, especially in the case of oxides, which are fine grained and have several intrinsic defects. Therefore, the redeposition analysis was done using high resolution TEM, since the alignments are comparatively easier.

![Figure 4.3](image)

Figure 4.3: (a) Bright field STEM image showing oxide microstructure and dislocations; (b) HRSTEM HAADF image showing atomic columns in Cr$_2$O$_3$

### 4.2.2 High resolution TEM (HRTEM)

HRTEM is an excellent tool for the imaging of lattice and lattice defects in crystalline materials. A technique called phase contrast imaging is used to generate high resolution images of atomic columns. The image is formed by the interference between the direct beam and the diffracted beams that pass through the crystal. To enable this, either a very large objective aperture or no aperture is used so that it allows the passage of the direct beam and a bunch of different diffracted beams. To image atomic columns properly, it is a requirement that the crystal needs to be aligned in a high-symmetry direction, i.e., the zone axis condition needs to be satisfied. A zone axis is that direction to which two or more set of intersecting planes are parallel. However, the phase contrast images obtained using this technique as not easy to interpret. More details are required to isolate atom of one element to the other. However, since the current application was to identify redeposition layers which are typically amorphous, the analysis was relatively simpler. Figure 4.4 shows an example where HRTEM was utilised to identify the presence of redeposition on top of the
oxide layer after FIB milling. Fast Fourier transforms (FFT) are performed on selected areas to obtain patterns similar to electron diffraction patterns, which can reveal whether the area being analysed is crystalline or amorphous. Such an example is shown in Figure 4.4, where the oxide layer is to the left, as revealed by the associated FFT from that area, and the redeposition layer differs in appearance from the image and shows an amorphous nature, as revealed by the FFT.

4.3 Focused ion beam (FIB) microscopy

The FIB is an instrument similar to the SEM in setup, but uses ions instead of electrons as the imaging source. This class of instruments have revolutionised the semiconductor industry with respect to nanomachining, enhanced etching etc. In the 1980s they were used mostly in semiconductor industries for masking and circuit repair [167]. They found their way into research laboratories only in the 1990s. One of the most important contributions of FIB to research is the means for target specific TEM lamella preparation. This instrument allows TEM sample preparation with a greater degree of precision than conventional methods at specific microscopic sites. Today, the most common form of FIB microscopes comes with a dual column; an electron column that is vertical and an ion column inclined at an angle to the electron column (angle depends on the manufacturer). The main application of FIB is for imaging and sputtering.

Unlike broad ion-beams used for TEM lamella preparation or preparing cross sections, FIB uses a highly focused ion beam. It uses a field ionisation source
with a size of about 5 nm in order to generate a very fine beam. The source used is usually a liquid metal ion source (LMIS) which can produce bright and focused beams. The source used in most of the cases is gallium due to its low melting temperature and low volatility. Recently there are some FIBs using xenon plasma as source in order to generate higher currents for sputtering of larger areas, but at the expense of the resolution. Since it is impractical to build huge electromagnetic lenses to focus ions, electrostatic lenses are used instead. Although the resolution depends on the beam shape and intensity, the sputtering resolution is material dependent. The stage for this instrument is designed to have a eucentric point, which aids in maintaining the field of view when the specimen is tilted towards the ion column. Imaging in a FIB can be performed thorough the usual detectors in SEM, SE and BSE detectors. In addition to that, ion-induced secondary electrons (ISE) can also be detected. The advantage of using ISE for imaging is a strong channelling effect created by these electrons, enabling a grain structure view in case of crystalline materials. In addition to the imaging and sputtering capabilities, FIBs are also used for target specific chemical vapour deposition (CVD). Secondary electrons generated by ion beams or electron beams can be used to crack hydrocarbon precursor gases in order to deposit materials such as platinum, tungsten, carbon or SiO$_2$ films. This can be used as support structures or protective films for materials science applications.

Some of the major applications of FIB in the field of materials science is mentioned below:

- **TEM lamella preparation** – This is one of the most common application of FIB in multiple disciplines of research. TEM lamella can be prepared from specific sites of interest using a widely known lift out method [166].

- **Atom probe tips** – Tips used for Atom Probe Tomography (APT) can be prepared from specific sites using FIB.

- **Micromechanical test specimens** – Specimens for micro-mechanical testing can be milled using FIB with a high degree of accuracy. Preparation of microcantilevers, micropillars, micro-tensile specimens, etc has been made simple through the use of FIB.

As the title of this thesis suggests, micromechanics forms the core of most of the experimental work conducted, which involves intensive sample preparation using FIB. The microcantilevers and micropillars used for mechanical testing are prepared using FIB. The preparation procedures are explained in the later sections where the geometries are described. For microcantilevers prepared on the edges of specimen, a 45° pre-tilted holder was used to mount the sample. This is to allow the milling of two perpendicular surfaces of the sample without the need for remounting them. Since the ion beam is at a tilt angle with respect
to the electron column (52° for FEI microscopes), the use of a pre-tilted holder also reduces the amount of stage tilt required. For TEM sample preparations, standard procedures were followed. An FEI Versa3D FIB was used for all FIB preparations. FEI has a comprehensive guide on TEM sample preparation and those procedures were followed. The only difference was in the case of platinum deposition. More amount of platinum needs to be deposited due to the surface roughness created by the oxide grains.

There are some aspects of FIB milling that one should consider in order to ensure optimal results. The sputtering of material using Ga ions causes ion implantation on the sample surface. This results in a damage layer of certain thickness which is amorphised. It also can lead to creation of point defects and dislocations. This is especially important in the case of TEM foils since and micromechanical test specimens. The preparation needs to be done carefully in order to minimise the damage as much as possible. The standard TEM preparation procedures were fit for producing good quality electron transparent foils for the imaging and analysis of oxide layers. For microcantilever preparation, multiple attempts were made to optimise the preparation parameters. In crystalline materials, the sputtering creates a surface roughness due to several factors such as surface diffusion, channelling effect etc. In order to obtain a cleaner surface, low currents for milling or a rocking stage can be utilised. This is important for TEM lamellae preparation and for FIB cross sections. Another situation is where the sputtered material can get redeposited in the nearby regions which decreases the sputter yield and require sputtering a second time. For micromechanical test specimens, this can alter the mechanical properties of the surface and can affect the measured values. It is therefore very important to be aware and to quantify redeposition in FIB prepared samples. In the case of Cr$_2$O$_3$ microcantilevers prepared using FIB, redeposition was observed on surface of cantilevers. The thickness of this layer was measured with the aid of HRTEM (see section 4.2.2). An idea for surface protection using free standing thin films was proposed during the course of our work. This will be pursued at a later stage.

4.4 Raman microscopy

Raman spectroscopy is an excellent optical technique that is used for structure determination of molecules. The principle is based on Raman scattering, which is the inelastic scattering of photons. A monochromatic light source (laser) is used to illuminate the specimen, and it interacts with the specimen to produce elastic and inelastic scattering. The elastic scattering, which is also known as Rayleigh scattering does not provide useful information. The laser also interacts inelastically with the molecules of the specimen, which results in an increase or decrease of the laser energy characteristic to the structure of the
molecule. This principle can be used in generating a Raman spectrum that represents the signature of a particular molecule. The peak positions of the spectrum depend on the mode of vibration of the molecule and the intensity is proportional to the concentration of the component. Both the peak positions and relative intensity can be used to identify a molecule and its structure. One of the challenges is that the inelastic scattering part is only about 0.01% of the incident energy. This means that the detection of the inelastic part is difficult since Rayleigh scattering overpowers the output signal. Special filters are used to filter out or reduce the elastic part so that the Raman spectra can be obtained. Also, all molecules cannot be detected through Raman spectroscopy, the vibrational mode should result in a net change of dipole moment.

Confocal Raman microscopy combines an optical microscope and a Raman spectrometer \[169\]. However, the optical microscope is a confocal microscope, which is used to spatially filter out the analysis volume to the focus plane. The laser beam can be scanned over the sample by the movement of the sample stage and thus information can be obtained from a large region in the form of maps. Raman maps carry unique information regarding the presence of different phases and their locations as well. A sub-micron spatial resolution can be obtained using this technique. Apart from chemical and structural identification, Raman microscopy can also be used for measurement of residual stresses in materials. The presence of stress in the material causes a shift in the frequency of vibration and this is used to quantify the stresses present in the material \[170\]. Depending on whether the stresses are compressive or tensile, the peak can shift to the right or left (Figure 4.5(b)). If we take an example of \(\text{Cr}_2\text{O}_3\), which is the oxide of interest for this thesis, the \(A_{1g}\) peak at \(551\ \text{cm}^{-1}\), which is the most intense peak (Figure 4.5(a)), shifts linearly with respect to stress in the material. It has been show that the stress can be quantified according to the following equation \[171, 172\],

\[
\sigma = -\Delta \nu \times 0.307 \tag{4.1}
\]

where, \(\Delta \nu\) is the shift in frequency caused by the stress and 0.307 is the shift stress coefficient calculated from high pressure studies on \(\text{Cr}_2\text{O}_3\). This method was used in determining the residual stress distribution on thermally grown \(\text{Cr}_2\text{O}_3\) scales (Figure 4.5).

In the present work, a WITec Alpha 300R Raman microscope with a green laser of wavelength 532 nm was used to perform Raman mapping. The sample was placed using a glass slide under the objective lens of the optical microscope and 100x magnification was used to acquire an image. This is followed by adjusting the power of the laser so that a good signal to noise ratio is obtained. The mapping is performed with a step size of \(1/3\ \mu\text{m}\), which is close to the spatial resolution attainable by this technique. The obtained data is processed to generate a map based on peak shift, which in turn shows the distribution of residual stresses. It could be seen that high compressive stresses were present...
in the oxide scale and the mapping gave an idea on spatial distribution of the stress.

4.5 Micromechanical test setup

Micromechanical testing requires specialised miniature test equipment, which are typically nanoindenters and in some cases, micromanipulators as well. This section describes the various test setups that were used for different experiments.

4.5.1 Kleindiek micromanipulators

It consists of a micromanipulator capable of precise movement along the 3 axes (two axes of rotation, and linear extentions/retraction) and a force measuring setup. Forces can be measured either through a force measurement sensor (FMS) for small forces or a spring table for larger forces. Figure 4.6 shows the setup placed in an SEM chamber.

It consists of the following components,

- **MM3A micromanipulator** - It is a precision robotic arm that is capable of moving along the three different axes and aid in manipulation of micro sized specimens. Different tips can be attached to the arm depending on the application. It can be controlled using a three-knob system, a joystick or a command based scripting system.

- **Force measurement sensor (FMS)** - It consists of a piezo resistive silicon cantilever which generates a voltage signal during bending. This voltage signal can be converted to a force signal by calibration it against a spring.
of known force constant. The calibration and recording of force can be performed through a software interface. It can be used to measure forces up to 360 µN and has an excellent force resolution about about 10 nN. Above this value the calibration of the silicon cantilever fails. The displacement is measured from a series of SEM images taken at an interval of 1 Hz. Figure 4.7 shows the image of FMS and the SEM image of the actual silicon cantilever that measures forces.

![Figure 4.6: Kleindiek micromanipulator setup.](image)

![Figure 4.7: (a) Image of FMS sensor; (b) SEM images of the silicon cantilever.](image)

### 4.5.2 Alemnis in situ nanoindenter

In situ nanoindenters have become a common part of micromechanical testing. Alemnis in situ nanoindenter is one such indenter which has been used in this
work. It is a high precision instrument that can be operated in true displacement control mode, unlike many ex situ and in situ nanoindenters which rely on load controlled mode for indentation. This is particularly interesting for fracture tests since a load controlled experiment during fracture would lead to crashing of the indenter tip on the sample. The instrument is compact enough that it can be loaded on the sample stage of an SEM. Figure 4.8 shows an image of Alemnis nanoindenter highlighting the different parts. It consists of a indenter head which is controlled by a piezo stack for high precision movement in the up and down direction, generally referred to as z direction. The indenter tip can hold a wide range of tip such as Berkovich, conical, cube corner, flat punch, wedge, etc. The sample is placed on a sample holder, which in turn sits on a load cell which has been calibrated. The load cell can be suited to requirements, and in our case a load cell calibrated up to 500 mN was used. The sample holder and load cell rests on a piezo stage which can be moved in the horizontal directions for sample placement. The indenter setup is mounted on the SEM stage in a horizontal manner or at a small tilt such as 20°. This is to enable the viewing of sample surface during indentation and other experiments. The indenter is equipped with a real time controller which manages data acquisition. The stage and the indenter tip can be moved with the help of a controller or the AMICS RT control software provided with the setup. The control software is used in designing and performing the experiments. In addition, a data analysis software is also provided, called AMMDA, which can aid in processing the data and generate output files to be used to plotting graphs. Testing protocols were developed for different purposes.

4.6 Micromechanical testing

This section describes all the micromechanical testing procedures that were developed for the oxide scales and single crystals used in this work. The sample preparation for the experiments is also described here since they are a
crucial part of the mechanical property measurement.

### 4.6.1 Deformation of thermally grown oxides on 718plus

The first part of measuring mechanical properties of oxide scales involved microcantilever bending of thermally grown oxides on alloy 718plus, which is chosen as an example to represent high temperature materials. The oxide layers developed from 100 hour oxidation exposure of alloy 718plus was roughly 200 nm thick. For testing such thin oxides, very good force resolution is required and that is the reason for using Kleindieck micromanipulator setup for the microcantilever bending tests, since the FMS provides sub-µN force resolution. **Paper I** shows the detailed results and discussion for this work.

The testing method entirely depends on the perfection of the prepared specimens. A special geometry was developed for microcantilevers so that the substrate and residual stress influences can be avoided. The rectangular geometry is modified as shown in Figure 4.9.

![Figure 4.9: Modified cantilever geometry - region where substrate was removed has been highlighted.](image)

The microcantilevers were prepared using an FEI Versa3D FIB. A small block of the oxidised superalloy (10 × 5 × 5 mm) is cut using a low speed diamond saw, and the cross section is polished. This was followed by broad ion beam milling on the cross section to obtain a flat surface perpendicular to the oxide layer surface. The sample is then mounted on an aluminium stub using silver glue (for electrical conduction and adherence). The stub is mounted on a 45° pre-tilted holder, which is then mounted on the FIB sample stage. The stage is then tilted to 7° (ion column is at 52° with respect to the stage) so that the ion beam is normal to the surface of the specimen. The first step is similar to that for a cantilever of rectangular geometry. High milling currents of 5 and 7 nA are used to isolate a rectangular slab from the edge of the sample. The stage is then rotated by 180°, which makes the cross section of the sample perpendicular to the ion beam. Undercutting of the rectangular slab prepared
earlier is done using the same milling currents, resulting in a fixed beam of rectangular cross-section, as shown in Figure 4.10(a). The next step is to remove the substrate over a small region (about 3 µm) near the support using a low milling current of 100 pA (Figure 4.10(b)). This frees the oxide from the substrate, thus preventing residual stresses and effects of substrate in the cantilever. The substrate metal is left behind for the rest of the cantilever length. This is to provide a support to the oxide scale and to prevent it from curling. The edges of the cantilever are then polished with a low FIB current of 100 pA to obtain a perfect geometry and to minimise the surface damage due to FIB. As a last step, the other end of the geometry is milled away to produce the final cantilever (Figure 4.10(c)). The SEM image in Figure 4.11 shows the final geometry of the cantilever. Note that the oxide is not visible in the SEM image and the thickness of the ‘metal+oxide’ portion is typically double of that for the ‘free oxide’ portion.

Figure 4.10: Different steps involved in milling of modified oxide cantilever geometry.

For this modified geometry, displacement equations were derived by considering it as a combination of two cantilevers. Details of the derivation can be found in supplementary material section C of Paper I. The displacement at the free end for this geometry was calculated to be,

\[ \delta = \frac{F}{EI} \times g \]  

(4.2)

where \( F \) is the applied load, \( E \) and \( I \) are the elastic modulus and moment of inertia of the oxide, and \( g \) is the geometric factor given by the formula,

\[ g = L^2 \chi - L \chi^2 + \frac{\chi^3}{3} \]  

(4.3)

\( \chi \) is the length of the isolated oxide near the support.
The bending tests were performed in an FEI Quanta 200 FEG ESEM. The Kleindiek micromanipulator setup is mounted on the SEM stage using an adaptation plate, which allows the mounting of both the MM3A micromanipulator and sample on it so that the SEM stage movements result in the combined motion of the sample and manipulator. The FMS is then mounted on arm of the micromanipulator carefully using special tweezers provided by Kleindiek. The silicon tip (Figure 4.7(b)) is very sensitive and can break easily if not handled correctly. Before the start of experiments, the FMS is calibrated with a copper spring of known spring constant. The tip is used to bend the copper spring through a distance of 1µm, and the voltage change is used obtain a force constant since the spring has a known spring constant. This procedure is repeated a number of times by varying the contact point to obtain an average value of the force constant. The spring is then replaced by the sample, which is mounted in such a way that the oxide surface is vertical. In this way, the displacement can be recorded using SEM images without the need for tilt corrections. Next step involves the alignment of the silicon tip of the FMS with the width centre of the cantilever at the free end. Loading away from width centre can lead to twisting of the cantilever. A small stage tilt (∼10°) is applied to visualise the top surface on the cantilever. A line is milled along the centre of the cantilever to aid the placement of the tip. Once the alignment is performed, the stage is brought back to 0° tilt.

A set of small displacement bending tests are performed so that the bending is within the elastic region of the oxide. This is to calculate the stiffness of the oxide layer, which can later be utilised to calculate elastic modulus. The load is applied manually using the knobs on the control box for the micromanipulators. The SEM images are recorded at an interval of one second to measure the displacement of the cantilever using imaging analysis. The force is recorded by the FMS software associated with the setup. The elastic bending tests are followed by large displacement tests in which the microcantilever is bent as much as possible. In this case, the microcantilever can either fracture or show permanent deformation. In the case of fracture, the loading is stopped at that point. In the case of permanent deformation, a set of small displacement tests are repeated to compare the stiffness before and after testing, since a significant change in stiffness implies the presence of microcracks.

The obtained raw data needs to be processed to generate $F - \delta$ curves. The force data is obtained from the FMS software, but the values are averaged since the force is recorded at 4 Hz and displacement at 1 Hz. The displacement is calculated by image analysis using a simple MATLAB script for extracting pixel values from images. In each image, three points are chosen and their coordinates are recorded. One point is chosen anywhere on the fixed part of the sample, another at the contact point between the tip and cantilever, and the third point at the free end of the cantilever (Figure 4.12). The fixed point is tracked to get a sense of mechanical and thermal drift during the experiment.
and its y coordinate is subtracted from that of free end displacement tracking point to obtain the displacement of the cantilever. This ensures that drift does not affect the measured value, since only the relative displacement is measured. During the bending, the FMS tip moves along the cantilever length. This means that the span length changes continuously and needs to be accounted for. Therefore, the load application point is also tracked, the distance between the loading point and the fixed end is calculated for each figure. This distance is used to translate the force to the free end, in the form of an equivalent force ($F_{eq}$) using the equation,

$$F_{eq} = F_p \times \frac{\eta}{L} \quad (4.4)$$

Where $F_p$ is the load measured by FMS, $\eta$ is the actual span length recorded from each image, and $L$ is the total length of the cantilever. So, the plotted $F - \delta$ curves are based on equivalent force and free end displacement.

![Figure 4.12: Overlaid SEM images recorded during cantilever bending of thermally grown oxides on alloy 718plus showing different tracking points.](image)

The stiffness calculated from $F - \delta$ curves of small displacement tests can be used to estimate the elastic modulus ($E$).

$$E = g \times \frac{k}{I} \quad (4.5)$$

$g$ is the geometry factor obtained from Equation 4.3, $k$ is the stiffness, and $I$ is the area moment of inertia. The use of analytical formula for elastic modulus calculation assumes a fixed support, which is not the case in reality as the support has definite compliance. This was compared using FE simulations, and it was calculated that $E$ could be underestimated by about 5% by use of analytical formula (details in section C of supplementary material in Paper I).
Sources of errors

**FMS calibration** - Errors can occur in the calibration of FMS to convert voltage to force signal. The spring constant of the copper spring has an uncertainty of 10%, as reported by Kleindiek. The positioning of tip at the end of the spring can affect the value of voltage constant obtained. Therefore, the calibration was done multiple times by slightly varying the point of contact to determine the spread in the values and it was found that there is about a 5% variation in the voltage constant obtained through the calibration. To minimise errors, a number of calibrations are performed and the average value is taken as the force constant.

*Misalignment* - During bending test, the FMS tip should be in contact at the width centre of the cantilever. If the tip is away from centre, it can lead to twisting of the cantilever in addition to bending, which can be observed from imaging during experiment, This results in an error in force values and displacement as well. A line is milled using FIB during preparation of the cantilever to aid the correct placement of FMS tip.

*Geometrical uncertainties* – The cantilever is prepared using FIB, which can lead to uncertainties in dimensions, especially at the oxide-metal interface. In the calculation of the elastic modulus, it can be seen that thickness of the oxide is present as a power of three. So, the milling as well as the measurement should be done accurately in order to prevent large errors in elastic modulus calculations.

*Horizontal force component* - A point load applied to generate a large displacement will generate a force component in the x direction in addition to the applied force in y direction. This will affect the bending of the beam, for which a correction factor is required to correct the stress given by [173],

\[\sigma_{corr} = \sqrt{\tan \theta \sigma}\]  \hspace{1cm} (4.6)

\(\theta\) is the deflection angle at the loading point and \(\sigma\) is the uncorrected stress.

*Friction* - The sliding of the FMS tip along the top surface of the oxide during unloading induced what is thought to be a non-ideal bending of the FMS silicon cantilever. Consequently, the forces measured during unloading were lower than those measured during loading (Figure 4.13(b)). This effect is a particular feature of the micromanipulator setup used. It occurs only at large displacements, and therefore does not affect the stiffness measurements. Based on the normal forces and frictional forces at a certain angle \(\theta\) (Figure 4.13(a)), The unloading to loading force ratio was calculated as,

\[\frac{F_{\text{unloading}}}{F_{\text{loading}}} = \frac{\cos \theta - \mu \sin \theta}{\cos \theta + \mu \sin \theta}\]  \hspace{1cm} (4.7)
\(\theta\) is the angle of the cantilever with horizontal and \(\mu\) is friction coefficient. Figure 4.13(c) shows the effect of friction coefficient on the force ratio, which shows that the force drop can be close to 50\% as seen in the experimental curves, if a friction coefficient of 0.3 - 0.5 is considered at an angle > 30°. Note that this correction was not utilised in Paper I, and was devised at a later stage.

![Figure 4.13: (a) SEM image showing normal and frictional forces; (b) \(F - \delta\) curves showing force drop in unloading cycle; and (c) Plot showing how much the force can drop at a certain angle for different coefficients of friction.](image)

**FMS angle** - Due to the geometry of FMS tip, the silicon cantilever on the FMS is often not parallel to the cantilever axis. This brings a change in the force values measured due to the difference in extent of bending of the silicon cantilever in FMS. To assess how much the angle affects the force values, a silicon cantilever of known orientation prepared using FIB was bent using different angles (\(\alpha\)) of FMS, and it was noticed that as \(\alpha\) increases the force drops significantly (Figure 4.14). The \(\alpha\) angle needs to be kept minimum so that the force can be measured correctly.

**Manual errors** – There is a possibility of manual errors in the case of image analysis where a MATLAB script is used to calculate displacement by selecting different points in the images. It is essential to quantify the variation in displacement/force values calculated through image analysis. However, the uncertainties were more in the case of Kleindiek software provided for image analysis.
4.6.2 Fracture properties of thermally grown Cr$_2$O$_3$

For measurement of fracture properties of thermally grown Cr$_2$O$_3$, which is detailed in Paper II, a similar geometry described in previous section was used. The only modification was the flattening of the top surface towards the free end, to facilitate placement of indenter tip (Figure 4.15). The micro-cantilevers were prepared using FIB in the same manner as described in the previous section.

The experiments consisted of both room temperature and high temperature tests, and therefore the Alemnis nanoindenter setup was used for testing. The sample was mounted on a copper stub using a high temperature cement and cured to obtain a good bonding of the sample with the stub. A tungsten carbide cono-spherical indenter of tip radius $\sim$1 μm was used for the bending tests. The fracture tests at room temperature and 600 °C were conducted in a displacement controlled mode with at 10 nm/s until fracture. The tip was manually retracted at fracture. All fracture tests consisted of fixed periods of thermal load drift measurement segments where the tip is not in contact with the sample surface. For the tests at 600 °C, the initial steps consisted of temperature matching, since the indenter tip and sample has independent
heaters attached to them. The temperature matching is done with the help of a series of indentations on the surface of the sample away from the cantilevers [116, 117]. A small region near the edge, but away from the cantilevers was flattened using FIB to perform these indentations. The direction of thermal drift during contact in the indentations corresponds to the difference in temperature and can be rectified according to the drift observed. For example, if the indenter tip is hotter, contact will lead to contraction of the tip and an increase in displacement will be observed. This procedure is repeated multiple times until the drift is minimised. This is followed by fracture tests using the same procedure as for room temperature tests. An additional set of microcantilevers were prepared on the sample with the same geometry, but the top surface was milled to remove the surface roughness throughout the length of the cantilever. This was to assess the influence of surface roughness on the fracturing mechanism and also to estimate elastic modulus. The room temperature tests were conducted using the Alelnnis nanoindenter setup in displacement controlled mode. The first set of bending tests were small displacement tests to evaluate stiffness of the cantilever followed by fracture tests.

The raw data obtained from the experiments were evaluated manually using MATLAB. Linear fitting was performed on the drift segments to obtain the drift rate for each cantilever. This was then subtracted from the raw data to obtain the final \( F - \delta \) curves. Since this response depends on the geometry, the force-displacement curves were converted to stress-strain curves \( \sigma - \varepsilon \). Since the geometry was complex, FEM was used to derive the geometric constants for each cantilever to obtain \( \sigma - \varepsilon \) curves. The details of this procedure has been outline in section C of supplementary material in Paper II. The surface roughness was not accounted for in the FE models and the average height was used to calculated the geometric factors. The elastic modulus was obtained from slope of the generated stress-strain curves.

FE modelling was also used in evaluating the influence of surface features such as notches and bumps, and internal features such as porosity on stiffness of the cantilever. COMSOL Multiphysics 5.0 was used to perform linear elastic simulations on the cantilever geometry with actual dimensions, with addition of the aforementioned features. Figure 4.16 shows one such example where an extreme case of through thickness porosity and a surface notch is present. The stiffness of such a cantilever was compared with a cantilever of same dimensions, but with the height varied, as shown in Figure 4.17.

4.6.3 Fracture of single crystal \( \text{Cr}_2\text{O}_3 \)

The observation of cleavage type of transgranular fracture seen in thermally grown \( \text{Cr}_2\text{O}_3 \) scales pointed towards the need for evaluation of its single crystal
properties. This was performed using single crystal wafers of Cr$_2$O$_3$. A micro-cantilever bending method was proposed to target different crystallographic planes in Cr$_2$O$_3$ to evaluate the preferential planes for cleavage. The idea was to prepare and test microcantilevers oriented in different crystallographic directions such that their tensile axis was perpendicular to the known cleavage plane for corundum structures. Figure 4.18 shows a schematic for the proposed method.

Since the cantilevers have to be oriented for particular crystallographic directions, preparation could not be done on edges of the wafer sample. They had to be FIB milled on the bulk surface away from edges of the samples. This meant that rectangular cross section cantilevers could not be prepared using FIB due to limitations in accessing the underside. For such situations, a triangular or pentagonal cross section is chosen as the geometry for the microcantilever. For our purpose, which was the experimental evaluation of cleavage planes, a pentagonal cross section was chosen since the top part is a rectangular section and it can be used to measure the angle of the cleavage plane using SEM images of side views. Figure 4.19 shows the schematic for the FIB milled pentagonal
cross section microcantilevers. It should be noted that both unnotched and notched cantilevers were tested. The span length for unnotched cantilevers is calculated from the fixed end to the load application point and from the notch for notched cantilevers.

The single crystal wafers are of known orientation, but only the growth direction is known. So, the first step was to perform EBSD on the wafers to determine the exact orientation. This gives the exact position of the unit cell with respect to the edges of the wafers, and this information is utilised to determine the stage rotation necessary for each set of microcantilevers. The (0001) and (1120) wafers were used to make cantilevers in different directions. The angles between the different planes were determined using the c/a ratio for Cr$_2$O$_3$ from literature, which is 2.741 (details in section B of supplementary material in Paper III). For FIB milling of microcantilevers, the method outlined by Maio et al. [25] is utilised. The wafer is mounted on an aluminium stub using silver glue and is left to dry for a couple of hours. The mounted sample is then placed on the FIB stage and then an edge of the wafer is aligned horizontally/vertically depending on the orientation of the cantilever to be milled. Then stage rotation is used to arrive at the orientation required.
The stage is tilted so that the ion beam is perpendicular to the wafer surface. The initial milling was to produce a trench (‘U’ shaped from top view) so that a rough rectangular slab is produced that is only attached to the bulk on one side. This was done using milling currents of 5 and 7 nA. The next step was to undercut the rectangular slab using 3-5 nA of current, but at an angle of 45° in order to obtain a rough pentagonal cross section cantilever. The final steps involve polishing at 300 pA current to produce the final geometry. An overtilt of 1.5° is used for the final polishing to account for profile of the ion beam. A line roughly 2 µm was milled along the free end of the cantilever at the width centre to enable easy alignment of indenter tip for the experiments. For the notched cantilevers, the cantilever was carefully aligned vertically in the FIB image and a line was milled at 10 pA along the width. The milling time was kept below 100 s to avoid broadening of the notch due to drift. All prepared cantilevers were imaged in SEM to measure dimensions of the cantilevers. The prepared cantilevered roughly had a total length of about 15-17 µm, width about 3 µm, and the depth of the rectangular section ranged from 1.4-2 µm. For the notched cantilevers, the depth ranged from 0.4-0.7 µm.

Before the tests, a quick check of all the components of the Alemmis in situ nanoindenter is performed to ensure that the connections are right and are working. The initial set of experiments involve load controlled nanoindentation of fused silica samples using a Berkovich tip and the elastic modulus values are calculated. This value is compared with literature values for fused silica to ensure that the load cell is working as it should. This is followed by changing the indenter tip to cono-spherical (radius 1 µm) and also the sample. The sample is roughly aligned in such a way that the length of the cantilevers being tested is horizontal to the image plane (Figure 4.20). The cono-spherical tip makes the alignment easy due to axial symmetry, and aids in good visualisation of the contact point. The nanoindenter setup is allowed to remain in the SEM
chamber after pumping of vacuum for 20 to 30 minutes. This allows the stabilisation of the setup and tests are started when the load drift goes below 10 µN/min and displacement drift below 1 nm/min. This can be measured from the control software AMICS RT.

![SEM image of pentagonal cross section cantilever with indenter tip shown.](image)

Figure 4.20: SEM image of pentagonal cross section cantilever with indenter tip shown.

The microcantilever bending tests start with small displacement tests to measure the elastic behaviour of the material. The loading profile shown in Figure 4.21 was used for these tests in displacement controlled mode. The initial 30 second segment with zero displacement is for measuring load drifts, which has to be subtracted from the raw data obtained from the experiments. These elastic bending cycles are conducted with increasing displacement for up to 1µm, which is followed by a thermal drift test to evaluate displacement drift. Load controlled experiments were conducted at a low load (750 µN) which was held for 1-2 minutes. This was followed by fracture test, which was displacement controlled. The indenter tip is withdrawn manually after fracture. The sample orientation is then changed manually for performing the same set of experiments on cantilevers of other orientations.

![Loading cycle for small displacement tests.](image)

Figure 4.21: Loading cycle for small displacement tests.

After all fracture tests are completed, SEM images of the fracture surfaces are
taken from the side, top and front so that the cleavage plane of fracture can be
determined through the images. The images are taken at a 70° tilt to minimise
distortion due to tilt. After this, the angle of fracture surface with respect to
length of the cantilever is determined using ImageJ software. Expect for top
view images, other images require tilt correction for the correct determination
of angles. The tilt correction for angles was performed according to,

$$\theta_{corr} = \tan^{-1}\left(\frac{\tan \theta}{\cos 20^\circ}\right)$$  \hspace{1cm} (4.8)

Where $\theta$ is the angle measured from the SEM images. The corrected angles
are then compared with angles for different crystallographic planes and thus
the cleavage plane is identified.

The obtained raw data from the bending tests are processed using analysis
software provided by Aleennis, called AMMDA. This software provides a fairly
simple interface to perform drift corrections and obtain the final form of data.
The initial part is the removal of load drift, for which the initial segments
from the bending tests are used. A linear fit to these segments gives the
load drift rate which can be subtracted from the raw data. The displacement
thermal drift is evaluated separately from the dedicated load controlled test
performed at low load. This is also subtracted from the raw data, which
completes the drift corrections. The software has a pre-calculated value for
compliance of frame of the nanoindenter, which becomes relevant at higher
loads, and is accounted for during data processing. For the fracture tests, a
non-negligible indentation of the cantilever surface takes place, despite using
a rounded indenter tip. It is important to remove displacement caused by
indentation from cantilever displacement in order to assess the mechanical
behaviour correctly. To do this, load controlled indentations using the same
tip are performed on the bulk surface at different loads observed from the
fracture tests. The obtained data is fitted using equation 4.9 to obtain relation
between load and indentation displacement.

$$P = A\delta_i^b$$  \hspace{1cm} (4.9)

$A$ and $b$ are fitting coefficients. The function is used to determine the variation
of indentation depth ($\delta_i$) with respect to applied load,

$$\delta_i = \left(\frac{P}{A}\right)^{1/b}$$  \hspace{1cm} (4.10)

This is then subtracted from the displacement data from the test to obtain
corrected displacement ($\delta_{corr}$).

$$\delta_{corr}(P) = \delta(P) - \delta_i(P)$$  \hspace{1cm} (4.11)

Figure 4.22 shows an example for the effect of indentation depth correction
on the $F - \delta$ curve. The force-displacement curves are then converted into
stress-strain curves using the beam flexural formula.

\[ \sigma = \frac{PLy}{I} \]  \hspace{1cm} (4.12)

\( P \) is the load, \( L \) is the span length, \( y \) is the vertical distance between neutral plane and the surface of the cantilever, which is given by the formula,

\[ y = \frac{b^2w}{2} + \frac{w^2}{4}\left(b + \frac{w}{6}\right) \]  \hspace{1cm} (4.13)

For a pentagonal cross section, the area moment of inertia \((I)\) is given by the formula,

\[ I = \frac{wb^3}{12} + wb\left(y - \frac{w}{2}\right)^2 + \frac{w^4}{288} + \frac{w^2}{4}\left(b - y\right)\left(b + \frac{w}{6}\right)^2 \]  \hspace{1cm} (4.14)

The notations of dimensions are as per Figure 4.19. The bending strain is given by the equation,

\[ \varepsilon = \frac{3y\delta}{L^2} \]  \hspace{1cm} (4.15)

One thing to be noted here is that the above equations assume that the support is rigid, which is not true in reality. Therefore, fracture stresses were derived from linear elastic FE simulations of each tested cantilever and the analytical stress-strain curves were only used for comparison between different orientations of microcantilevers.

Linear elastic simulations were performed using the dimensions of the individual cantilevers using COMSOL Multiphysics 5.0 (Figure 4.23(a)). This provides a better estimation compared to analytical solutions since the fixed support assumption is not valid. In figure 4.23(b), the analytical calculation overestimates the stress at the fixed end. Also, the maximum stress in the
case of FEM calculation is away from the fixed end due to compliance of the support. The full cross section was simulated for each cantilever because for some cantilevers, the depth of the rectangular section \(b\) was not the same in the front and back side, due to problems in FIB sample preparation. So the fracture stress values were extracted from the front and back edge of the cantilever and the position of maximum stress was derived as well. This was compared with the SEM images of the fracture surfaces and close agreement was seen with the position of fracture in most cases. This was performed to extract fracture stresses from both unnotched and notched microcantilevers.

For the notched microcantilevers, small displacement tests were not performed and just a displacement controlled fracture test was performed at a a rate of 10 nm/s. The thermal drift was measured on the bulk surface for these cantilevers to avoid crack propagation in cantilevers due to thermal drift measurement. The fracture toughness \(K_{Ic}\) was calculated according to the formula,

\[
K_{Ic} = \sigma_c \sqrt{\pi a} f \left( \frac{a}{b} \right)
\]

Where \(\sigma_c\) is the fracture stress obtained from FE calculations, \(a\) is the notch depth, and \(f(a/b)\) is the shape factor, according to [25].

\[
f \left( \frac{a}{b} \right) = 1.85 - 3.38 \times \frac{a}{b} + 13.24 \times \left( \frac{a}{b} \right) - 23.26 \times \left( \frac{a}{b} \right)^3 + 16.8 \times \left( \frac{a}{b} \right)^4
\]

Different errors can arise in the cleavage and fracture toughness measurement method. Errors in stage rotation and determination of orientation using EBSD is < 1°. The deviation from the ideal orientation in growth direction of the crystal is < 3° due to the mounting of the wafer on aluminium stub. The measurement from SEM images can also result in small errors. Therefore, the exact angle for plane matching may not be obtained from the results. The known cleavage system closest to the measured angle is considered to be the active cleavage plane. For fracture toughness measurements, the ion implantation on FIB milled notch is of concern and has been studied extensively [64, 113]. To keep the influence minimal, the parameters recommended by literature has
been followed, and also comparison with fracture toughness values obtained from micropillar splitting experiments are also performed.

### 4.7 Other cantilever geometries

Apart from the aforementioned geometries, three other geometries for testing the oxide scale were developed as well. They were, however, not used in the current study since they were not a perfect fit for the designed experiments. They are described below:

#### 4.7.1 Composite cantilever

This was the initial method developed for the fracture testing of thermally grown oxide scales on alloy 718plus. It consists of a rectangular cross section cantilever with an oxide layer on top and a metal substrate supporting the oxide layer (Figure 4.24). The ratio of thickness of oxide to substrate was about 1:4. During the bending of the cantilever, the upper layers experience tensile force which can cause the oxide layer to fracture. This would be seen in the force displacement curve as a sudden drop in force (Figure 4.25). Further bending would lead to a change in slope as the stiffness of the oxide layer and the substrate are different.

![Figure 4.24: Schematic of composite microcantilever.](image)

The advantage of this method is that the entire oxide layer will be in tension. The force resolution for this type of experiment was checked using FEM simulations and it was concluded that the fracture of the oxide should be visible in the force curve with the proportions used (typically a force drop of around 10% is expected, which would be readily observable at the applied load levels). A set of two experiments were conducted using this method, but no force drop was visible. It is not clear whether this was because cracking did not occur or because it was not detectable with the experimental setup. One of the factor could be the presence of compressive residual stresses. If the oxide
layer is under compressive stress, the stress state will not have reached tensile levels at smaller displacements. The generation of tensile stresses would require large displacements and the Kleindieck setup was not suitable for this due to movement of the force measuring tip during large displacements (see discussion section of paper I). The substrate has to be removed in order to relieve the residual stresses in the oxide layer.

Figure 4.25: Schematic of force displacement showing how fracture can be detected in a composite microcantilever.

4.7.2 Free-standing oxide cantilever

This can be considered a modified form of the previous geometry where the metal substrate is completely removed (Figure 4.26(a)). This leads to residual stress relief in the oxide layer and also removes the substrate influence. A composite cantilever geometry is milled first and the substrate is gradually removed using FIB milling at low currents.

Figure 4.26: (a) Free-standing oxide cantilever schematic; (b) SEM image showing curling of cantilever and presence of stress concentrations (white arrows).

In reality, as the substrate is removed the cantilever starts to curl, which makes the FIB milling difficult and it becomes non-uniform (Figure 4.26(b)). Due to
this, the testing of such a cantilever is also not possible because of difficulties in indenter tip placements and the inference of results.

### 4.7.3 Peeled oxide cantilever

To prevent the curling of oxide during substrate removal in the previous case, spalled oxide scales which were seen from the longer oxidation exposures of alloy 718plus (500 hours) were targeted for the preparation of this geometry.

![Diagram of Peeled Oxide Cantilever](image)

Figure 4.27: (a) Spalled oxide scales are attached to micromanipulator using platinum; (b) Oxide scale is picked up using micromanipulator and transferred to substrate; (c) Oxide attached to substrate using platinum; and (d) final geometry of cantilever milled with FIB.

Spalled oxide scales found on the oxidised alloy are picked up with the help of an Omniprobe micromanipulator typically used for TEM lift-outs by soldering the oxide to the tip using platinum (Figure 4.27(a)). This is then transferred to a different substrate, which can be a TEM grid, or needles used for atom probe tomography (Figure 4.27(b)). The scale is attached to the substrate using platinum solder and then the contact with the micromanipulator is cut off using FIB (Figure 4.27(c)). More platinum is deposited on the support for the oxide scale. The final step consists of milling the oxide scale to develop the geometry of the cantilever (Figure 4.27(d)). The resulting geometry is shown in Figure 4.28.

The advantage of using this method is that the oxide layer is free of residual stresses. However, there are some concerns regarding this method. The stability of the soldered joint is unknown and needs further analysis. Even if a large amount of Pt is used in the soldering, discontinuities within can act as stress concentrations. Also, the solder material is not stable at high temperatures, which renders this method unsuitable for high temperature testing. Even if a thermally stable solder such as tungsten is used, the thermal mismatch between the solder, specimen and the support could lead to instabilities.
in the mechanical test. A cantilever was manufactured from spalled scales in additional samples of exposed Allvac 718plus. It can be seen from Figure 4.28 that there is a taper in thickness of the cantilever. This would lead to errors evaluation of properties such as fracture toughness and elastic modulus. The bottom layer needs to be milled carefully in order to make the geometry uniform. The TEM grid also needs to be modified in such a way that the tip used for loading the cantilever can access it. The alignment of the FMS tip with the cantilever width centre was difficult and twisting of cantilever was observed during experiments.

4.8 Nanoindentation

Load controlled nanoindentations are performed on single crystal Cr$_2$O$_3$ samples using a Berkovich tip to obtain elastic modulus and hardness values. The typical loads used are 3 and 5 mN. The loading cycle consists of a linear loading segment followed by a hold of 10 seconds once the target load is reached. The retraction of the tip is done at a similar rate as loading. Multiple indentations are performed to ensure consistency and correctness of measurement. The analysis of the mechanical data obtained is performed using the Alemnis AMMDA data analysis software assuming an ideal Berkovich tip.

4.9 Micropillar splitting

Micropillars prepared by FIB are tested using a cube corner tip until fracture in accordance with the method proposed by Sebastiani et al. [123]. All the tests were done using the Alemnis in situ nanoindenter setup. A cube corner tip is used instead of Berkovich in order to enable easy placement while viewing the sample and tip through SEM. The tip is aligned with the centre of the pillar with the help of FIB milled cross on the pillar. The loading is performed in displacement controlled mode at a constant strain rate of 0.05 s$^{-1}$. 

Figure 4.28: SEM image of peeled oxide cantilever.
The tip is manually retracted at fracture. The load cycle starts with a load drift segment of 30 seconds during which the indenter is not in contact with the specimen. This is followed by the loading segment under displacement control. The displacement thermal drift is calculated using a load controlled experiment at a small load (750 µN) for 60 - 120 seconds. The determination of the dimensionless coefficient $\gamma$ requires the knowledge of elastic modulus and hardness of the material. This was determined using nanoindentations using Berkovich indenter at 5mN load using the method outlined in section 4.8. Three indents on each wafer were performed which gave an average $E/H$ ratio of 18.3 for $\{0001\}$ wafer and 23.8 for $\{11\bar{2}0\}$. $\gamma$ was calculated from data given in Ghildelli et al. [124], which was obtained to be 0.74 for $\{0001\}$ wafer and 0.82 for $\{11\bar{2}0\}$. The fracture load was determined manually from the drift corrected $F - \delta$ data. The radius of the pillar was measured from SEM images of top views of the FIB milled microcantilevers using ImageJ.
In this chapter, the results obtained from the papers appended with this thesis are summarised. The details are discussed in the papers. Initially, a microcantilever geometry for mechanical testing of thin oxides has been developed which circumvents the issues of residual stresses and substrate effects through the isolation of a small portion of oxide layer from the substrate. This geometry was used in microcantilever bending of oxide layers thermally grown on alloy 718plus (about 200 nm thick), which revealed the presence on plasticity (Paper I). One of the reasons for this was attributed to the top layer of cubic spinel. Due to the nature of cantilever bending, only the spinel layer was subjected to high tensile stresses, while the underlying Cr$_2$O$_3$ layer was under compressive stress. To determine the deformation behaviour of Cr$_2$O$_3$, thermal exposures were done on pure chromium to generate pure Cr$_2$O$_3$ scales and they were tested using microcantilever bending at room temperature and 600 °C. It was observed that the fracture behaviour at both room and high temperature was mixed inter- and transgranular, implying that cleavage behaviour of Cr$_2$O$_3$ needs to be understood (Paper II). Dedicated cleavage fracture studies were done with the aid of cantilevers prepared on single crystal Cr$_2$O$_3$ of specific orientations. Cleavage studies revealed the presence of both rhombohedral and pyramidal cleavage, though theory suggests just rhombohedral (Paper III). Therefore, a detailed study regarding orientation dependent fracture toughness was performed using notched microcantilevers. The results
reveal that there is no significant difference in fracture toughness for various
orientations, implying that cleavage fracture toughness cannot be used as a
criterion for determination of preferential cleavage planes in Cr$_2$O$_3$. Additionally, reliable estimates of fracture toughness values were obtained through
micropillar splitting as well (Paper IV).

5.1 Room temperature plasticity in superalloy oxides

A novel method was developed for the testing of ultra thin thermally grown
oxide scales, and the applicability was demonstrated with the help of oxide
scales grown of alloy 718plus superalloy. The modified cantilever geometry
was such that the oxide layer was free standing near the support for a small
distance (\(\sim 3 \, \mu m\) in this case) and for the rest of the cantilever length, ox-
ide was supported by metal beneath. The free part is neither influenced by
residual stresses nor by substrate. The rest of the support enables the micro-
cantilever to be straight and not curl up, and also contributes by increasing
the net length, thereby providing better displacement resolutions. A 100 hour
exposure of metallographically prepared alloy 718plus in oxygen at 700 °C gen-
erated an layered oxide scale. The top layer was cubic spinel roughly 50 nm
thick, followed by a Cr$_2$O$_3$ layer about 100 nm thick, and some internal Al$_2$O$_3$
was present as well. The microcantilevers were prepared in such a way that
the internal Al$_2$O$_3$ was milled away using FIB.

Room temperature microcantilever bending experiments were performed with
a Kleindieck micromanipulator setup, due to the force resolutions required. The
force was measured using a force measurement sensor (FMS) with capability
of measuring forces up to 360 \(\mu\)N. SEM images taken at a frequency of 1 Hz
are relied upon for displacement measurements.

![Microcantilever bending test in SEM](image)

![Maximum deflection](image)

![Residual displacement after end of experiment](image)

![Force-displacement curves for two consecutive cycles](image)

Figure 5.1: (a) Microcantilever bending test in SEM; (b) Maximum deflection; (c) Residual displacement after end of experiment; and (d) force-displacement curves for two consecutive cycles [175].

Three cantilevers were tested with progressively increasing displacements. The
tested cantilevers have roughly the same dimensions. Figure 5.1(a) shows an
example of microcantilever bending test. The force-displacement curves show
non-linear behaviour (Figure 5.1(d)), but it does not necessarily imply plastic
deformation. At large displacements, a horizontal force component develops that can lead to such an effect (Figure 5.1(b)). But even with a correction factor applied for the horizontal force component, it is not enough to obtain a linear response, which means that there are other contributing factors, such as friction between the silicon tip and oxide surface. In all tested cantilevers, a residual displacement ($\delta_r$) was also seen, both from the images (Figure 5.1(c)), and from the $F-\delta$ curves (Figure 5.1(d)). Since the oxide layer is not expected to undergo plastic deformation at room temperature, this effect can be due to micro-cracking. The cantilevers were therefore bent while viewing from top, but no micro-cracks were visible. To confirm their absence another cantilever was tested. The first part of the test consisted of small displacement tests to evaluate the elastic behaviour which was followed by large displacement tests similar to the previous cantilevers, creating a residual displacement. The last part of the testing also consisted of multiple small displacement tests. These tests were used to evaluate the stiffness of the cantilever before and after the large displacement tests. The initial stiffness was measured to be $2.15 \pm 0.11$ N/m and the final stiffness was $2.37 \pm 0.27$ N/m. This stiffness values are similar within the limits of error, implying absence of micro-cracks. Thus plasticity can be confirmed to be present in the oxide scales, which can be due to the low probability of defects at sub-micron sizes allowing for higher levels of tensile stresses to be reached and also the cubic structure of the top spinel layer allowing comparatively easier plastic deformation.

There are some aspects that need to be addressed. In the bending geometry, only the very top layer experiences high tensile stresses due to the stress gradient developed in the cross section, so the plasticity could be present only on the top spinel layer and the behaviour of the protective Cr$_2$O$_3$ layer cannot be isolated. Dedicated tests on Cr$_2$O$_3$ need to be performed. Another is the sliding of the FMS tip along the length of the cantilever which appears in the form of oscillations in the $F-\delta$ curves and needs to be taken into account.

5.2 Cr$_2$O$_3$ scale fracture

Though Cr$_2$O$_3$ is the protective oxide scale for many high temperature materials, very little work on mechanical properties of such oxide scales have been reported. Since it is difficult to isolate the Cr$_2$O$_3$ layer from the superalloy oxide mentioned in the previous section, oxide grown on pure chromium was studied. We measured the fracture properties of thermally grown Cr$_2$O$_3$ on pure chromium at room temperature and 600 °C, using the microcantilever geometry developed previously. Metallographically prepared pure chromium samples were exposed to oxygen at 700 °C for 480 hours which generated an oxide scale with average thickness of $2.8 \pm 0.6$ µm. Near the metal-oxide interface, the grains are small with an average size of 100 nm, above which a
homogeneous layer of 1 µm size grains are present. Some grains on the surface have grown larger with a basal texture ($<0001>$). Microcantilevers were FIB milled according to the geometry mentioned in previous section (Figure 5.2).

![Figure 5.2: (a) Schematic of microcantilever geometry with notations of dimensions shown; (b) SEM image of FIB milled microcantilever](image)

Microcantilever bending tests were performed using an Alemnis in situ nanindenter setup in an SEM. Both room and high temperature (600 °C) tests were performed. Microcantilevers with surface roughness ('raw') were tested at both temperatures, and a set of microcantilevers with the surface roughness removed by FIB polishing ('flat') were tested at RT. The force-displacement curves were converted to stress-strain curves using FE models due to complex geometry (details in supplementary material section C of Paper II). Fracture was observed in all tested cantilevers and was elastic until fracture (5.3(a) and (b)). Plasticity is not expected as failure occurs before reaching stress levels required for plasticity due to presence of defects.

Despite conversion to stress-strain, the variation in stiffness is prominent for the tested specimens. This can be due to geometric uncertainties in oxide scale, such as porosity and stress concentrations. FE models were used in testing effect of notch, bump and porosity, which showed that the stiffness can be halved in some situations (supplementary material section F in paper II). In addition to this material anisotropy is prominent due to the probing of a small volume containing few grains. The fracture strains at 600 °C are lower than that at RT for raw microcantilevers (Figure 5.3(c)). Higher fracture strains are observed for flat microcantilevers, which is expected due to the removal of stress concentrations. Dedicated bending tests were performed on flat microcantilevers to extract stiffness values and calculate elastic modulus, which is in the range of 217 to 301 GPa and well in agreement with literature values (Figure 5.3(d)). The elastic modulus calculated from raw cantilevers showed
large variations between specimens, possibly due to stress concentrations and other defects.

Another important observation was from the SEM imaging of fracture surfaces, which showed mixed trans- and intergranular fracture (Figure 5.4). The presence of transgranular fracture in raw microcantilevers is surprising since the location of the stress concentration ‘troughs’ are along oxide grain boundaries. Removal of such stress concentrations for the flat microcantilevers increased the propensity for transgranular fracture. Fracture surface examination reveal a cleavage type of transgranular fracture. An attempt at identification of cleavage planes on flat cantilevers with the help of EBSD was made, but it was difficult to measure fracture surface angles due to polycrystalline nature of the oxide. This points towards the fact that crystallographic orientation and texture also play a role in fracture in addition to stress concentrations. However, dedicated single and bi-crystal tests need to be perform to elucidate the role of crystallographic orientations.

5.3 Fracture of single crystal Cr$_2$O$_3$

Due to the complex nature of fracture in thermally grown Cr$_2$O$_3$ scales, dedicated tests were designed for experimental determination of cleavage planes for Cr$_2$O$_3$. Two single crystals, one with growth direction perpendicular to basal plane (0001) and the other parallel to it (1120), were chosen for iden-
Figure 5.4: (a) and (b) show fracture surfaces from 600 °C tests; and (c) and (d) show fracture surfaces from RT tests (for raw microcantilevers) [176].

tification of cleavage planes during fracture. Microcantilevers of pentagonal cross-section were prepared using FIB in such a way that the tensile loading direction is perpendicular to known cleavage planes for corundum structure. EBSD done on crystals aided the exact alignment of microcantilevers.

Figure 5.5: SEM images of top and side view of fracture microcantilever demonstrating determination of cleavage plane.

Microcantilever bending tests were performed at room temperature in an SEM using Alemnis in situ nanoindenter. Fracture tests were performed in the displacement controlled mode and the $F - \delta$ curves show elastic behaviour. The fracture loads were converted to fracture stresses through FE modelling. The determination of cleavage planes was performed based on SEM imaging of fracture surfaces from different sides. The angles of fracture surfaces were determined using ImageJ from the images, and the unit cells were overlapped
over the images to determine the active cleavage plane (Figure 5.5). Tilt corrections are made for the side views since the images are taken at an angle of 70°.

Figure 5.6 shows the plane of cleavage and fracture stresses for all tested cantilevers and the symbol type denotes the active cleavage plane. The notations on x-axis point to the plane targeted by cantilever bending. Rhombohedral (r) (10\bar{1}2) and pyramidal (p) (10\bar{1}1) cleavage was observed in various cantilevers, but r cleavage seems to be preferred over p, as the cantilevers aligned for p cleavage fracture along the r-plane instead. The basal (c) plane did not show a clear cleavage, as expected in the case of corundum structures. The cantilever oriented for a high index plane showed a combination of r and p fracture. Literature points to r cleavage in Cr₂O₃. This is based on the fact that the calculated surface energy is minimum along the plane \[57\], and also that the octahedral sites unoccupied by cations are arranged along this plane. The tendency for p cleavage has been previously reported for single crystal Al₂O₃ \[62\]. These results imply that surface energy calculations alone cannot be used as a criterion for identification of preferential cleavage for this system. Schultz et al. \[39\] suggested the use of fracture toughness of single crystals as a criterion, which was tested with notched microcantilevers.

A set of microcantilever bending experiments with FIB notched cantilevers were performed as well, in which the orientations previously studied were targeted. Only about half of tests were successful, and in several cases the crack did not follow the notch. In figure 5.7(a), the image shows that even though the crack followed the notch, it was not straight and followed the p-plane during propagation and not the targeted plane (m-plane). For cantilevers where the crack propagated away from the notch, they follow the p or r-plane (Figure 5.7(b)-(d)).
For the successful tests, the fracture toughness was in the range 2.6 to 4.9 MPa√m. There was no specific trend observed between the different orientations (Figure 5.8). If fracture toughness as a criterion for cleavage was valid, the toughness value for ρ oriented cantilevers should be lower than the others, which is not true for the current case. Such observations have been made in the case of other systems such as Al₂O₃ and ZrO, where there was no significant difference in fracture toughness values between various orientations. This shows that the cleavage fracture toughness cannot be used as criterion to determine preferential cleavage for such systems, especially Cr₂O₃.

Additionally, FIB influence on the measured fracture toughness values was evaluated using micropillar splitting. Based on Sebastiani et al.’s method [123], cube corner indenter was used to perform indentations of FIB milled micropillar of 2 µm diameter to generate cracks in the pillar, and using the fracture loads to measure toughness. Such experiments were performed on both the wafers, and the tip was rotated with respected to the wafer orientation to test for influence of crystallographic orientation. For pillars on the {0001} wafer, the cracks seemed to follow the sharp corners of the indenter, and for {1120} wafer, rhombohedral cleavage was seen for all tip orientations. Same trend was seen in the calculated fracture toughness values as well. They ranged from 2.5 - 3 MPa√m and did not show significant variation between orientations. The absolute values do follow the similar trend as other studies, where the ones calculated through micropillar splitting are lower than that measured through microcantilevers, since the ones from notched microcantilevers are affected by FIB. Although FIB influence in micropillar splitting is minimal, there is a concern with regard to the applicability of this method in
the current case. The cohesive zone simulations [123] on which the method is based has the cracks following the sharp corners of the indenter. This condition is not met in some pillars, but the general trend between the toughness values from microcantilevers and micropillars observed by Best et al. [113] is followed here.

### 5.4 Conclusions

A significant part of this thesis work has been to develop testing methods apt for measuring mechanical properties of oxide scales. From all of the experiments and results described in the previous sections, the following conclusions have been made.

- A microcantilever geometry has been developed which has the capability of testing thin oxide scales which are otherwise difficult to be studied due to substrate influence and residual stress effects.

- The first two studies show that microcantilever bending using the developed geometry is highly effective in determination of fracture properties of oxide scales, both at room and high temperature.

- The presence of plasticity in thin oxide scales is most likely due to a small volume being studied, thereby reducing the defect probability, and the cubic spinel layer on top.
• Cr$_2$O$_3$ scale fracture is complex and the microstructure and crystallographic texture play a role in addition to stress concentrations.

• Surface energy criterion is not capable of accurately predicting preferential cleavage in Cr$_2$O$_3$, and both rhombohedral and pyramidal are preferred cleavage planes.

• Fracture toughness in single crystal Cr$_2$O$_3$ does not depend on orientation and fracture along its preferential cleavage planes. Therefore, even cleavage fracture toughness cannot be used in predicting preferential cleavage planes.

To summarise, a microcantilever based method has been developed which is effective in determination of parameters such as fracture strain and elastic modulus of protective oxide scales. This can contribute towards the development of comprehensive oxide failure diagrams and oxidation based material life models. Taking an example of Cr$_2$O$_3$, it can be seen that the fracture of oxide scales is complex and simple models may not be able to explain fracture behaviour at atomistic level. Tests on single crystal Cr$_2$O$_3$ have shown that previously known and commonly used criterion such as surface energy cannot explain the fracture behaviour completely. Therefore, atomistic aspects of fracture in such real systems need to be studied in detail towards the development of better models.

5.5 Future work suggestions

Several ideas have been proposed during the course of this project which were not realised due to the lack of time. Some of them are mentioned here which can be the path to taking this work further ahead.

• One of the demerits of cantilever bending is that the whole oxide layer is not under tension and there is a stress gradient. A cantilever based geometry was proposed in which the bending could be transformed to pure tension in the oxide scale through the use of a hinge like structure. An alternative is to platinum solder a peeled oxide layer using the method described in section 4.7.3 to a push-pull geometry and perform tensile tests. Such an experiment can be attempted so that the fracture behaviour of oxide scale in pure tension can be determined.

• Thermal exposures on pure chromium to generate Cr$_2$O$_3$ scales were done for different time period and the long term exposures (1000 hours) generated an oxide layer in which several grains on the surface grew more than 10 µm in size (Figure 3.4). Such grains can be targeted
for preparation of single crystal cantilevers, similar to work done by Mueller et al. [177]. In regions where two crystals are close together, cantilevers can be prepared in such a way that the interface can be tested for fracture. The advantage of this method is that a whole range of orientations can be targeted without the need to purchase expensive lab grown single crystals. Additionally, in the case of bicrystals, stress concentrations are naturally present in the grain boundaries and can be utilised for fracture testing of interfaces.

- Plastic deformation in single crystal Cr$_2$O$_3$ can be evaluated with the help of micropillar compression by varying both the size and temperatures.

- A natural next step would be also to extend this study to oxidised grain boundaries in high temperature materials such as superalloys to determine mechanism of high temperature fatigue damage in such materials.

- Microcantilever preparation using FIB on Cr$_2$O$_3$ has shown that redeposition can occur on the surface, which can influence the results if unaccounted. A method for surface protection during FIB milling was proposed based on masking the region of milling using free standing thin films. If successful, this can be highly effective in reduction of redeposition and FIB damage.


