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Convergence Acceleration of the Harmonic Balance Method using a Time-Level Preconditioner

Daniel Lindblad *, and Niklas Andersson †
Chalmers University of Technology, Gothenburg, SE-412 96, Sweden

The Harmonic Balance method is nowadays widely applied for numerically solving problems that are known to possess time-periodic solutions. Key reasons for its success are its wide range of applicability, relative ease of implementation, and computational efficiency compared to time-accurate approaches. The computational efficiency of the Harmonic Balance method is partly derived from the fact that it searches directly for a periodic solution, instead of integrating the governing equations in time until a periodic solution is reached. Convergence acceleration techniques such as multigrid, implicit residual smoothing and local time stepping may also be used to improve the efficiency of the Harmonic Balance method. This paper considers another option for accelerating convergence, namely a novel time-level preconditioner that can be applied to the Harmonic Balance residual locally in each computational cell. This preconditioner is derived from a rigorous stability analysis of the Harmonic Balance equations and is shown to give a speed-up factor of 2 when applied to simulations of laminar vortex shedding behind a circular cylinder.

I. Nomenclature

Roman/Greek

c = speed of sound, m s\(^{-1}\)
\(C_L, C_D\) = lift, drag coefficient
\(D\) = time spectral derivative matrix, s\(^{-1}\)
\(E_K(t), E_K^{-1}(t)\) = discrete Fourier transform matrix pair
\(F\) = discrete flux operator
\(\mathcal{F}\) = vector containing convective flux of each conserved variable
\(i\) = imaginary unit
\(k\) = axial wavenumber, rad m\(^{-1}\)
\(K\) = number of frequencies resolved in Harmonic Balance method
\(N\) = number of axial wavenumbers resolved on mesh
\(N_{var}\) = number of conserved variables
\(M\) = number of time instances used in Harmonic Balance method
\(P\) = time-level preconditioning matrix
\(Q\) = vector containing the conserved variables
\(\mathcal{R}\) = Residual operator, s\(^{-1}\)
\(S\) = number of Runge-Kutta stages
\(t\) = physical time, s
\(\Delta t\) = physical time step, s
\(\mathbf{t}\) = vector containing time instances used in Harmonic Balance method, s
\(T\) = time period, s
\(T, T^{-1}\) = matrices containing right, left eigenvectors to flux Jacobian
\(u\) = velocity, m s\(^{-1}\)
\(U_{\infty}\) = freestream velocity, m s\(^{-1}\)
\(w\) = characteristic variable
\(\mathcal{W}\) = vector containing the characteristic variables
\(x\) = axial coordinate, m
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Δx = length of computational cell, m
α = Runge-Kutta coefficient
β = Runge-Kutta coefficient
λ = eigenvalue to flux Jacobian, m s⁻¹
Λ = matrix containing eigenvalues to flux Jacobian along its diagonal, m s⁻¹
σ = Courant–Friedrichs–Lewy number
τ = pseudo-time, s
Δτ = pseudo-time step, s
ϕ = nondimensional axial wavenumber
ω = frequency, rad s⁻¹
Ω_K = matrix containing frequencies resolved in Harmonic Balance method along its diagonal, rad s⁻¹
γ = constant in approximate scaling function

Subscripts/Superscripts

□_j = cell index
□_k = frequency index
□_l = physical time index
□_m = pseudo-time index
□_n = spatial wavenumber index
□_p = characteristic variable index
□ = spatial+temporal average
̂ = temporal Fourier transform
̂̂ = spatial + temporal Fourier transform

II. Introduction

Numerical simulations are today important tools in several engineering fields. In particular, the field of turbomachinery relies heavily on using numerical methods to analyze and design robust and high performance machines. A characteristic feature of turbomachines is that fluid flows inside them are inherently unsteady and time-periodic. This feature has promoted a lot of research within the turbomachinery community on numerical methods that are tailored for solving time periodic problems, both on the fluid and the structural side [1,2].

Early research on time-periodic flows inside turbomachines focused on solving a linearized set of equations. The advantage of this approach is that it decouples each frequency in the solution and that it often is a good model of the flow. One of the first approaches that incorporated nonlinear terms into the governing equations was the Nonlinear Harmonic method [3]. Later, the Harmonic Balance (HB) method was introduced in the Computational Fluid Dynamics (CFD) community by Hall et al. [4]. Hall et al. formulated their HB method in the time domain. An equivalent formulation in the frequency domain is the Nonlinear Frequency Domain (NLFD) method developed by McMullen [5]. In both these methods, the solution is assumed to take on the form of a truncated Fourier series in time, with spatially varying coefficients. This allows the time derivative to be calculated exactly and then be included in the governing equations as a source term. This effectively transforms the problem from finding the time evolution of the governing equations, into a steady state problem for finding the Fourier coefficients. An appealing feature of the HB and NLFD methods is that they can be readily incorporated into an existing CFD code. In addition to this, the HB/NLFD methods can account for nonlinear interaction among the resolved frequencies. Since their introduction into the CFD community, these methods have therefore been adopted by many researchers and have proven to be both accurate and computationally efficient [6–10].

Early applications of the HB method showed that it can give rise to numerical instabilities when a large number of frequencies is included in the simulation and the equations are solved using explicit pseudo-time integration [4]. McMullen et al. [11] analyzed the stability of the NLFD method and showed that the time derivative source term effectively adds an imaginary part to the eigenvalue spectrum of the spatial discretization. They further concluded that this will lead to stability issues if the time derivative source term is large enough to push the eigenvalue spectrum outside the limited stability region of an explicit pseudo-time integration scheme. These findings are indeed consistent with the stability issues reported by Hall et al. [4]. McMullen et al. [11] initially proposed to overcome the stability issue...
associated with the time derivative source term by treating it in a point implicit manner inside an explicit Runge-Kutta scheme. Later, it was shown by the same authors that this approach rotates the stability region of the Runge-Kutta scheme in the complex plane such that it no longer covers parts of the imaginary axis [5][12]. From this, it was concluded that the point implicit treatment of the time derivative source term was unsuitable, at least when a central discretization of convection terms is used since the eigenvalue spectrum then is purely imaginary. Other authors have however reported that the stability of the HB method can be improved with a point implicit treatment of the time derivative source term [9]. This suggests that the stability of the point implicit treatment depends on which pseudo-time integration and spatial discretization scheme it is applied to.

Instead of applying the point implicit treatment, McMullen [5] scales the pseudo-time step used in his NLFD solver so that each frequency component of the solution is updated with the largest possible pseudo-time step allowed by his explicit Runge-Kutta solver. Later, van der Weide et al. [13] derived a similar restriction on the pseudo-time step. They also noted that it is necessary to perform a matrix-vector multiplication in each cell and iteration when this restriction is implemented in the time domain HB method. In order to avoid this overhead, van der Weide et al. [13] proposed to use the smallest pseudo-time step, corresponding to the highest frequency, when the time domain HB method is employed.

Similar pseudo-time step restrictions have since then been adopted by several other authors in their respective time domain HB implementations [10][14][15]. An extensive stability analysis of the HB method has also been performed by Gentilli [16], who showed that the stability of an explicit HB solver depends both on the classical CFL number, as well as an additional parameter referred to as the grid reduced frequency. In his work, Gentilli also derives exact pseudo-time step restrictions for a four stage Runge-Kutta solver and a set of spatial discretization schemes. These restrictions can in fact be seen as tailored versions of the pseudo-time step restriction developed earlier by van der Weide et al. [13].

The restrictions on the pseudo-time step associated with explicit schemes can in principle be removed by employing an A-stable pseudo-time integration scheme, e.g. backward Euler, to integrate the equations. When this approach is followed for the HB method, the Jacobian matrix will be $M$ times larger than for a steady state computation, where $M$ denotes the number of time instances used in the HB method [17][18]. The structure of the Jacobian will further be such that it consists of $M$ diagonal sub blocks that contain the normal flux Jacobian, plus additional off diagonal terms that correspond to the linearization of the time-derivative source term. This structure reduces the diagonal dominance of the linear system when the time derivative source term is large [14], and was found to impact convergence rate of the linear solver in [18]. It is interesting to note that the ratio derived in [14] to quantify the diagonal dominance of the linear system is equivalent to the grid reduced frequency introduced by Gentilli [16] to quantify the stability of explicit HB solvers. One way to strengthen the diagonal dominance of the linear system is to restrict the pseudo-time step used in the backward Euler method. Su and Yuan [14] do this based on the formula originally proposed by van der Weide et al. [13]. Another approach, adopted by Antheaume and Corre [19], is to add the norm of the time derivative source term to the diagonal of the linear system. In either of these cases, the linear system is better conditioned at the cost of slower convergence in pseudo-time.

If the time derivative source term on the other hand is treated explicitly in the backward Euler scheme, the resulting linear system decouples across all time instances. This approach facilitates the implementation of the HB method into an existing CFD code but has unfortunately been proven to be unconditionally unstable [20]. Woodgate and Badcock [18] and Sicot et al. [21] have also verified this stability issue numerically. Several schemes have therefore been proposed to circumvent the problem of having to solve a large linear system, while at the same time retaining numerical stability. Sicot et al. [21] use a block-Jacobi symmetric successive over-relaxation (BJ-SSOR) technique to solve the linear system. Another approach is the two step approximate factorization method developed by Thomas et al. [17]. Implicit residual smoothing using a LU-SGS method combined with the block Jacobi method to treat the time spectral derivative source term implicitly has also been shown to greatly improve the stability of an explicit Runge-Kutta solver in [22].

In summary, a wealth of research has been conducted on numerical methods for solving the Harmonic Balance form of the Navier-Stokes equations in fluid dynamics. Most of these methods are based on employing either explicit or implicit pseudo-time integration to converge the discrete residual to zero. In both these cases, it has been shown that the time derivative source term introduces new challenges. For an explicit scheme, the stability of the pseudo-time integration may be compromised, whereas, for an implicit scheme, the linear system becomes harder to solve. This paper starts by deriving the eigenvalue spectra obtained from using the HB method and finite volume method to respectively discretize the Euler equations in time and space. Based on these results, three different methods available in the literature that potentially could be used to stabilize explicit pseudo-time integration of the discrete equations are analyzed. These include the point implicit Runge-Kutta method proposed by McMullen et al. [11] and Campobasso and Baba-Ahmadi [9], the HB source term stabilization matrix used by Thomas et al. [17] in their two step approximate factorization approach, and the pseudo-time step restriction proposed by van der Weide et al. [13]. Based on the knowledge gained from this
analysis, a novel time-level preconditioner is then derived for the time domain HB method. This preconditioner scales the pseudo-time step with which each frequency component is being updated, without having to explicitly convert the time domain HB solution into the frequency domain. The benefit of this time-level preconditioner is also demonstrated by simulating laminar vortex shedding behind a cylinder. Although the time-level preconditioner presented in this paper has been developed for an explicit solver, it is believed that it also can enhance the convergence of an implicit solver by increasing the diagonal dominance of the linear system.

III. Method

A. Harmonic Balance Temporal Discretization

The Harmonic Balance method proposed by Hall et al. [4] can be used to compute time-periodic solutions to a wide variety of differential equations. In this work, the HB method will be applied to governing equations in fluid dynamics. For the stability analysis presented later, the one dimensional Euler equations for a perfect, ideal gas will be considered.

These equations may be written in compact form as

\[
\frac{\partial Q}{\partial t} + \frac{\partial F(Q)}{\partial x} = 0
\]

In this equation, \( Q \in \mathbb{R}^{N_{\text{var}}} \) is a vector that contains the conserved variables and \( F : \mathbb{R}^{N_{\text{var}}} \rightarrow \mathbb{R}^{N_{\text{var}}} \) a function that computes the convective flux of each conserved variable. The convective flux is a nonlinear function of the conserved variables. This implies that periodic solutions to Eq. (1) can contain an infinite number of sinusoids with different frequencies. Computing the amplitude of each of these sinusoids is however not feasible from a computational point of view. Therefore, the HB method considers approximate solutions to Eq. (1) instead

\[
Q(t) = \sum_{k=\pm K} \hat{Q}_k e^{i\omega_k t}
\]

Here, \( \omega_k = k\omega \) is the frequency of the \( k \)th harmonic and \( \omega \) the fundamental frequency of the problem.

The first step in deriving the HB form of Eq. (1) is to substitute Eq. (2) into Eq. (1). This yields the following equation

\[
E^{-1}_K(t) \Omega_K \hat{Q}_K + \frac{\partial F^*(E^{-1}_K(t)\hat{Q}_K)}{\partial x} = 0
\]

In this equation, \( E^{-1}_K(t) \) and \( \Omega_K \) are two block diagonal matrices with \( N_{\text{var}} \times N_{\text{var}} \) blocks. The diagonal blocks in these two matrices are respectively defined as

\[
E^{-1}_K(t) = \begin{bmatrix} 1 & e^{i\omega_1 t} & e^{i\omega_2 t} & \cdots & e^{i\omega_{2K+1} t} \end{bmatrix} \quad \Omega_K = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & i\omega_1 & 0 & \cdots & 0 \\ \vdots & 0 & i\omega_2 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & 0 & i\omega_{2K+1} \end{bmatrix}
\]

The vector \( \hat{Q}_K \in \mathbb{R}^{N_{\text{var}} \times 2K+1} \) in Eq. (3) is further structured into \( N_{\text{var}} \) sub-vectors, in which the \( n \)th sub-vector contains all Fourier coefficients of the \( n \)th conserved variable.

The derivation of the HB form of Eq. (1) continues by imposing the requirement that Eq. (3) should be satisfied at \( M = 2K + 1 \) time instances that are evenly distributed over the time period \( T = 2\pi/\omega \). This requirement may be stated as

\[
E^{-1}_K(t) \Omega_K \hat{Q}_K + \frac{\partial F^*(E^{-1}_K(t)\hat{Q}_K)}{\partial x} = 0
\]
The frequency domain formulation of the HB method presented in the above equation will be used for the upcoming analysis. This yields the following result

\[ \Omega_K \hat{Q}_K + E_K(t) \frac{\partial F^*(Q^*)}{\partial x} = 0 \]  

The operator denoted \( D \) in this equation is often referred to as the time spectral derivative operator [4]. It represents a finite difference operator of spectral order, that returns the exact time derivative of \( Q \) at the time instances in \( t \) as long as the solution contains at most \( K \) harmonics.

The HB method may also be formulated in the frequency domain, in which case it is often referred to as the Nonlinear Frequency Domain (NLFD) method [12]. The NLFD formulation of Eq. (1) is obtained by multiplying Eq. (5) by \( E_K(t) \). This yields the following result

\[ \hat{Q}_K = E_K(t)Q^* \]  

The function \( F^*: \mathbb{R}^{N_{var} \times M} \rightarrow \mathbb{R}^{N_{var} \times M} \) further computes the convective flux of each conserved variable at each time instant. The argument to this function is the realization of the Fourier coefficients in \( Q_K \) at the time instances in \( t \)

\[ Q^* = E_K^{-1}(t)\hat{Q}_K \]  

The inverse discrete Fourier transform matrix defined in Eq. (7) is always invertible for the given choice of frequencies and time instances. Due to the block diagonal structure of \( E_K^{-1}(t) \), it follows that \( E_K^{-1}(t) \) is also invertible. The inverse of \( E_K^{-1}(t) \), here denoted \( E_K(t) \), is also a block diagonal matrix, whose diagonal blocks contain the following discrete Fourier transform matrix

\[ E_K(t) = \frac{1}{M} \begin{bmatrix} 1 & e^{-i\omega t_0} & e^{-i\omega t_1} & \cdots & e^{-i\omega t_{M-1}} \\ e^{-i\omega t_0} & e^{-i\omega t_1} & e^{-i\omega t_2} & \cdots & e^{-i\omega t_{M-1}} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ e^{-i\omega t_0} & e^{-i\omega t_1} & e^{-i\omega t_2} & \cdots & e^{-i\omega t_{M-1}} \end{bmatrix} \]  

The matrix \( E_K(t) \) may be used to compute the Fourier coefficients of the conserved variables from the vector \( Q^* \) as follows

\[ \hat{Q}_K = E_K(t)Q^* \]  

This relation together with Eq. (8) may now be inserted in Eq. (5) to obtain the time domain formulation of the HB method

\[ \Omega_K \hat{Q}_K + E_K(t) \frac{\partial F^*(Q^*)}{\partial x} = 0 \]
B. Finite Volume Spatial Discretization

Before the stability analysis is performed in the next section, Eq. (12) will also be discretized in space using the finite volume method. The first step in this process is to rewrite Eq. (12) as follows

\[ \Omega_K \hat{Q}_K + E_K(t) \frac{\partial F^*(\hat{Q})}{\partial Q^*} \frac{\partial Q^*}{\partial x} = 0 \]  

(13)

In this equation, the flux Jacobian \( \frac{\partial F^*(\hat{Q})}{\partial Q^*} \) was introduced together with the realization of the Fourier coefficients in the time domain given by Eq. (8). This flux Jacobian is structured into \( N_{var} \times N_{var} \) blocks, where each block contains a diagonal matrix of size \( M \times M \). The diagonal elements in block \((m, l)\) are obtained by evaluating element \((m, l)\) in the flux Jacobian of the 1D Euler equations \( \frac{\partial F(Q)}{\partial Q} \) at each of the time instances in \( t \). If all flow perturbations are small in amplitude, however, the flux Jacobian may be approximated by evaluating it from a spatially and temporally averaged mean state. This yields the following linearized form of Eq. (13)

\[ \Omega_K \hat{Q}_K + E_K(t) \frac{\partial F^*(\hat{Q})}{\partial Q^*} \frac{\partial Q^*}{\partial x} = 0 \]  

(14)

Since the elements in the flux Jacobian have been assumed to be the same for all time instances, it commutes with \( E_K(t) \) \[16\]. Equation (14) may therefore be rewritten as

\[ \Omega_K \hat{Q}_K + \frac{\partial F^*(\hat{Q})}{\partial Q^*} \frac{\partial Q^*}{\partial x} = 0 \]  

(15)

The next step in computing the spatial discretization of Eq. (12) is to introduce the diagonalization of the flux Jacobian

\[ \frac{\partial F^*(\hat{Q})}{\partial Q^*} = T^* A^* T^{-1} \]  

(16)

In this equation, \( T^* \), \( A^* \) and \( T^{-1} \) are all block structured matrices that respectively contain the right eigenvectors, eigenvalues and left eigenvectors of \( \frac{\partial F^*(\hat{Q})}{\partial Q^*} \). For the one dimensional Euler equations, the eigenvalues are given by \( \bar{u} \), \( \bar{u} - \bar{c} \) and \( \bar{u} + \bar{c} \), where \( \bar{u} \) and \( \bar{c} \) respectively denote the mean axial velocity and mean speed of sound. By substituting Eq. (16) into Eq. (15) and use the fact that the matrices \( T^* \) and \( T^{-1} \) are constant in time and space, the following relation may be derived

\[ \Omega_K \hat{W}_K + \Lambda \frac{\partial \hat{W}_K}{\partial x} = 0 \]  

(17)

In this equation, the Fourier coefficients of the characteristic variables were introduced. They are defined as

\[ \hat{W}_K = T^{*-1} \hat{Q}_K \]  

(18)

Equation (17) represents a set of uncoupled transport equations for the Fourier coefficients of the characteristic variables. The fact that these equations are uncoupled greatly facilitates the stability analysis, since it allows the propagation of a single Fourier coefficient of a single characteristic variable to be considered at a time. Let the \( h \)th Fourier coefficient of the \( \rho \)th characteristic variable be denoted \( \hat{w}_k^\rho \). From Eq. (17), it follows that the transport equation for this variable may be written as

\[ i \omega_k \hat{w}_k^\rho + \lambda_\rho \frac{\partial \hat{w}_k^\rho}{\partial x} = 0 \]  

(19)

Here, \( \lambda_\rho \) denotes the eigenvalue corresponding to the \( \rho \)th characteristic variable. As can be seen from the above relation, this eigenvalue represents the speed with which the corresponding characteristic variable propagates.

The spatial discretization is performed on a uniform grid with \( 2N + 1 \) equally sized cells of size \( \Delta x \). By integrating Eq. (19) over one cell in this grid and applying Gauss’ divergence theorem to the convection term, one obtains

\[ i \omega_k \Delta x \hat{w}_k^\rho_{j,i} + \lambda_\rho (\hat{w}_{k,e} - \hat{w}_{k,w}) = 0 \]  

(20)

In this equation, \( \hat{w}_k^\rho_{j,i} \), \( \hat{w}_k^\rho_{j,i} \), and \( \hat{w}_k^\rho_{j,w} \) respectively denote the average value, left face value and right face value of the \( j \)th cell. The face values must be estimated using some appropriate flux scheme. In the G3D::Flow code used by the present
authors, a third-order accurate upwind scheme that utilises two cells on each side of the face is employed [23]. The
direction of upwinding is further determined based on the sign of $\lambda_p$. Since two cells on each side of a cell face are used
used, the flux term in Eq. (20) can be written in functional form as

$$i\omega_k \hat{w}^p_{k,j} + \frac{\lambda_p}{\Delta x} F(\hat{w}^p_{k,j-2},...\hat{w}^p_{k,j+2}) = 0$$

(21)

Note that $F$ is a linear operator that simply computes a weighed sum of the average cell values surrounding the $j^{th}$ cell. The above equation represents the spatially and temporally discretized one dimensional Euler equations in the frequency+characteristic variable domain.

As noted in the introduction, many codes today use local time stepping to converge the spatially+temporally
 discretized residual to zero. This implies that the following set of equations are integrated until a steady state is reached

$$\frac{\partial \hat{w}^p_{k,j}}{\partial \tau} + i\omega_k \hat{w}^p_{k,j} + \frac{\lambda_p}{\Delta x} F(\hat{w}^p_{k,j-2},...\hat{w}^p_{k,j+2}) = 0$$

(22)

In the next section, the stability of this pseudo-time integration will be analyzed when it is performed with explicit Runge-Kutta schemes.

C. Stability Analysis

The first step in the stability analysis is to introduce eigenvectors to the spatial operator in Eq. (22). In this work, it
is assumed that the solution is periodic in space. Under this assumption, the following spatial Fourier mode represents
an eigenvector to $F$ [24]

$$\hat{w}^p_{k,j} = \hat{w}^p_{k,n} e^{ik_n x_j}$$

(23)

Here, $\hat{w}^p_{k,n}$ is the spatio-temporal Fourier coefficient for the $n^{th}$ axial wavenumber $(k_n)$ and $k^{th}$ frequency $(\omega_k)$, $x_j = j\Delta x$
is the axial coordinate of the $j^{th}$ cell, and the quantity $\phi$ is defined as

$$\phi = k_n \Delta x$$

(24)

The highest axial wavenumber that can be resolved on the mesh is $\pi/\Delta x$ by the Whittaker-Kotel’nikov-Shannon sampling
theorem. This implies that $\phi$ can take on all values between $-\pi$ and $\pi$. By now inserting Eq. (23) into Eq. (22), one
obtains the following relation

$$\frac{\partial \hat{w}^p_{k,n}}{\partial \tau} + i\omega_k \hat{w}^p_{k,n} + \frac{\lambda_p}{\Delta x} \xi(\phi) \hat{w}^p_{k,n} = 0$$

(25)

In this relation, $\xi(\phi)$ represents the eigenvalues of the spatial operator $F$. An analytical expression for these eigenvalues
may be obtained by applying $F$ to the Fourier mode in Eq. (23). Without loss of generality one may assume that $\lambda_p > 0$. For the upwind schemes used in the G3D::Flow code, $\xi(\phi)$ then becomes as follows

$$\xi(\phi) = -a_1 e^{-i2\phi} + (a_1 - a_2)e^{-i\phi} + (a_2 - a_3) + (a_3 - a_4)e^{i\phi} + a_4e^{i2\phi}$$

(26)

Here, $a_i$ are the weights used in the upwind scheme.

For the purpose of the stability analysis, Eq. (25) is now rewritten as follows

$$\frac{\partial \hat{w}^p_{k,n}}{\partial \tau} = -\frac{\lambda_p}{\Delta x} \left( \frac{i\omega_k}{\lambda_p} + \xi(\phi) \right) \hat{w}^p_{k,n}$$

(27)

where

$$\frac{i\omega_k}{\lambda_p} = \frac{\omega_k \Delta x}{\lambda_p}$$

(28)
is the grid reduced frequency introduced by Gentilli [16]. The linear assumption introduced in Eq. (14) implies that pseudo-time integration of the original governing equations will be stable if the pseudo-time integration of Eq. (27) is stable for all values of $\Omega$. A necessary condition for this to hold is that the contour of $\Omega\Delta \tau$, where $\Delta \tau$ is the pseudo-time step, lies within the stability boundary of the pseudo-time integration scheme for all values of $\phi$ and $\omega_{k,p} [24]$. The stability boundary of the pseudo-time integration scheme is further defined as the contour in the complex plane where the norm of its eigenvalue is unity [24]. Before this stability condition is analyzed, however, the product of $\Omega\Delta \tau$ is first expressed as

$$
\Omega\Delta \tau = -\lambda_p \Delta \tau \left( i\omega_{k,p} + \xi(\phi) \right)
= -\sigma \left( i\omega_{k,p} + \xi(\phi) \right)
$$

(29)

In this equation, the well known Courant–Friedrichs–Lewy (CFL) number $\sigma$ was introduced. This number can be seen to scale the eigenvalues of the spatial+temporal discretization.

From Eq. (29) it can be noted that the eigenvalues of the temporal discretization are purely imaginary. The presence of the temporal discretization will thus move the eigenvalue spectra along the imaginary axis. If an explicit pseudo-time integration scheme is used, this can cause instabilities due to the limited stability region of these integration schemes. In order to illustrate this more clearly, contours of $\Omega\Delta \tau$ have been plotted in Fig. [1] together with stability boundaries of two different Runge-Kutta pseudo-time integration schemes. The contours of $\Omega\Delta \tau$ shown in this figure were obtained by varying $\phi$ in Eq. (29) between $-\pi$ and $\pi$ for different combinations of the CFL number, grid-reduced frequency, and spatial discretization scheme. The eigenvalue contours denoted TOU stem from a standard, third order accurate upwind scheme, whereas the contours denoted TOU-LD stem from a third order accurate upwind scheme with lower dissipation than the standard one [23]. In Fig. [1a] the grid reduced frequency is zero and the CFL number is $\sigma = 1.2$. For this case, the stability condition can be seen to be satisfied for all combinations of pseudo-time integration and spatial discretization scheme. As shown in Fig. [1b] this is no longer the case when the CFL number is kept constant and the grid reduced frequency is increased to $\omega_{k,p} = 1$. It is thus not possible to retain the same settings as is used for steady state simulations when the HB equations are being solved.

Fig. 1 Stability boundaries for two Runge-Kutta schemes together with eigenvalue spectra for different combinations of spatial discretization scheme, CFL number, and grid reduced frequency.
Based on the previous findings, one can think of two ways to restore stability when the HB equations are solved: select a pseudo-time integration scheme with a wider stability margin, or scale the residual using a preconditioner. A simple way to achieve the first option could be to switch from, e.g., a three stage to a four stage Runge-Kutta scheme when the HB equations are being solved. This would allow a similar CFL number as was used in the steady state simulation to be used for the HB simulation. A simple scaling of the residual could on the other hand be achieved by lowering the CFL number. Although this latter approach would suffer from a worse convergence rate, the total CPU time to reach convergence may be the same as the previous approach since a Runge-Kutta scheme with more stages is computationally more expensive per iteration. Given that these two approaches both have strengths and weaknesses, it is likely that the optimal setup is a combination of a tailored Runge-Kutta scheme and a good preconditioner. In the upcoming sections, one tailored Runge-Kutta scheme and two preconditioners that have been proposed in the literature will be investigated. Based on the findings obtained from this analysis, a new preconditioner for the time domain HB method will be presented. Alternative tailored pseudo-time integration schemes will on the other hand not be covered in this work.

1. Point Implicit Runge-Kutta

The point implicit Runge-Kutta method was originally developed by Melson et al.\[25\] for the dual time stepping method. Later, the application of this method to solve the HB equations was considered by McMullen \[5\] and Campobasso and Baba-Ahmadi \[9\]. The point implicit Runge-Kutta method is based on treating the term associated with the time derivative implicitly within each Runge-Kutta stage. In order to illustrate this, a general S stage Runge-Kutta algorithm will first be considered. It may be written as follows \[24\]

\[
\begin{align*}
q^{(1)} &= q^m \\
q^{(2)} &= q^m + \Delta \tau \alpha_{2,1} R q^{(1)} \\
& \vdots \\
q^{(r)} &= q^m + \Delta \tau \sum_{r=1}^{s-1} \alpha_{s,r} R q^{(r)} \\
& \vdots \\
q^{(S)} &= q^m + \Delta \tau \sum_{r=1}^{S-1} \alpha_{S,r} R q^{(r)} \\
q^{(S+1)} &= q^m + \Delta \tau \sum_{r=1}^{S} \beta_r R q^{(r)} \\
q^{m+1} &= q^{(S+1)}
\end{align*}
\]

(30)

In this algorithm, \(q\) is the solution, \(R\) is the residual operator, \(m\) is the pseudo-time time step index, and \(\alpha_{s,r}, \beta_r\) are the Runge-Kutta coefficients. These coefficients are normally summarized in a Butcher tableau as shown in Table 1.

| \(\alpha_{2,1}\) | \(\ldots\) | \(\alpha_{S,S-1}\) |
| \(\vdots\) | \(\ldots\) | \(\vdots\) |
| \(\beta_1\) | \(\ldots\) | \(\beta_{S-1}\) | \(\beta_S\) |

Table 1 Butcher tableau for Runge-Kutta coefficients.

The point implicit Runge-Kutta method is derived from Eq. (30) by first splitting the residual operator in two parts, one representing the spatial discretization and one representing the temporal discretization. After this, the residual term corresponding to the temporal discretization is treated implicitly within each Runge-Kutta stage. This is achieved by evaluating the temporal residual as \(R_{time} q^{(r+1)}\), rather than as \(R_{time} q^{(r)}\), when the summation is performed in each Runge-Kutta stage. Due to the construction of the Runge-Kutta algorithm, all terms in this summation can be directly
evaluated except the last one, which instead is moved to the left hand side. When these steps are followed, the following
general form of the point implicit Runge-Kutta method is obtained

\[
q^{(1)} = q^m \\
(I - \Delta \tau \alpha_{2,1} \mathcal{R}_{\text{time}}) q^{(2)} = q^m + \Delta \tau \alpha_{2,1} \mathcal{R}_{\text{space}} q^{(1)} \\
\vdots \\
(I - \Delta \tau \alpha_{s,s-1} \mathcal{R}_{\text{time}}) q^{(s)} = q^m + \Delta \tau \sum_{r=1}^{s-1} \alpha_{s,r} \mathcal{R}_{\text{space}} q^{(r)} + \Delta \tau \sum_{r=1}^{s-2} \alpha_{s,r} \mathcal{R}_{\text{time}} q^{(r+1)} \\
\vdots \\
(I - \Delta \tau \alpha_{S,S-1} \mathcal{R}_{\text{time}}) q^{(S)} = q^m + \Delta \tau \sum_{r=1}^{S-1} \alpha_{S,r} \mathcal{R}_{\text{space}} q^{(r)} + \Delta \tau \sum_{r=1}^{S-2} \alpha_{S,r} \mathcal{R}_{\text{time}} q^{(r+1)} \\
(I - \Delta \tau \beta_{S} \mathcal{R}_{\text{time}}) q^{(S+1)} = q^m + \Delta \tau \sum_{r=1}^{S} \beta_{r} \mathcal{R}_{\text{space}} q^{(r)} + \Delta \tau \sum_{r=1}^{S-1} \beta_{r} \mathcal{R}_{\text{time}} q^{(r+1)} \\
q^{m+1} = q^{(S+1)}
\]  

(31)

It should be noted that the operators on the left hand side in the above relation needs to be inverted before the solution
can be updated in the corresponding Runge-Kutta stage. When the point implicit Runge-Kutta method is applied to
Eq. (27), this amounts to a simple division since the residual operator in this equation is represented by a scalar. More
precisely, the residual operator in Eq. (27) is defined as

\[
\Delta \tau \mathcal{R} = \frac{-i \sigma \omega_k, p}{\Delta \tau \mathcal{R}_{\text{time}}} \quad \frac{-\sigma \xi(\phi)}{\Delta \tau \mathcal{R}_{\text{space}}}
\]  

(32)

In order to assess the applicability of the point-implicit Runge-Kutta method for solving the HB form of the
governing equations, the stability boundary of this algorithm was calculated for two sets of Runge-Kutta coefficients and
three different grid reduced frequencies using the residual operator defined in the above equation. The Runge-Kutta
coefficients that were employed for this analysis are summarized in Table 2 and the resulting stability boundaries are
shown in Fig. 2. The eigenvalue spectra for the two spatial discretization schemes described earlier have also been
included in this figure. The reason for not including the contribution of the temporal discretization in these eigenvalue
spectra is that this contribution now is taken care of by the point implicit Runge-Kutta method. From Fig. 2 it can be
seen that the stability boundary for the point implicit Runge-Kutta method is rotated and expanded compared to that
of the original Runge-Kutta algorithm. The expansion of the stability boundary is clearly beneficial from a stability
point of view. Unfortunately, the corresponding rotation of the boundary has the opposite effect since it can uncover
some eigenvalues of the spatial discretization. Figure 2 shows that this primarily happens for small values of the grid
reduced frequency. This drawback of the point implicit Runge-Kutta method in the context of the HB method was
originally discovered by McMullen [5]. The fact that the point implicit Runge-Kutta method can have a stabilizing
effect for cases with high frequencies, as shown in Fig. 2c, was further reported by Campobasso and Baba-Ahmadi [9].
The stability of the point implicit Runge-Kutta method is thus dependent on the grid reduced frequency, as well as the
spatial discretization scheme used. Given that the grid reduced frequency can vary a lot in the computational domain
due to mesh size variations, it must however be concluded that this method can not be used as a generic approach for
stabilizing explicit time integration of the HB equations.
Table 2  Butcher tableau for a three stage and a four stage Runge-Kutta method.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>1/2</th>
<th>1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>RK-3</td>
<td>1/2</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>RK-4</td>
<td>1/4</td>
<td>0</td>
<td>1/3</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

(a) RK-3

(b) RK-4

Fig. 2  Stability boundaries for two point implicit Runge-Kutta schemes and three different grid reduced frequencies together with eigenvalue spectra for two different spatial discretization schemes.

2. HB Source Term Stabilization Matrix

The next stabilization method that has been considered is the HB source term stabilization matrix used by Thomas et al. [17] in their two step approximate factorization approach. In this method, the time domain HB residual is multiplied by the matrix \((I + \Delta \tau D)^{-1}\). If this technique is applied to explicit pseudo-time integration of Eq. (27), it yields the following scaled residual

\[
\Delta \tau R_{\text{stab}} = \frac{1}{1 + i \sigma \bar{\omega}_{k,p}} \left( -\sigma \left( i \bar{\omega}_{k,p} + \xi(\phi) \right) \right)
\]  (33)

The eigenvalue spectra defined by this residual operator is shown for three different values of the grid reduced frequency and the two spatial discretization schemes presented earlier in Fig. 3. In this figure, the stability boundaries of the two Runge-Kutta schemes presented in Table 2 have also been included. From Fig. 3 it can be seen that the stabilization matrix scales and rotates the eigenvalue spectra. The scaling of the eigenvalue spectra is clearly an advantage from a stability point of view. The corresponding rotation can however be seen to cause stability issues for small values of the grid reduced frequency. This implies that, although the HB source term stabilization matrix ensures that the implicit pseudo-time integration used in the two step approximate factorization approach remains stable [17], this matrix unfortunately does not stabilize the explicit pseudo-time integration approach used in this work. It should however be noted that the HB source term stabilization matrix can stabilize solvers using e.g. a first order upwind spatial discretization together with an Euler explicit pseudo-time integration scheme [20].
3. Restriction of Pseudo-Time Step

Several authors have proposed to restrict the pseudo-time step in order to stabilize explicit integration of the HB equations [5,13,16]. Among these, the pseudo-time step restriction proposed by van der Weide et al. [13] appears to be the most widely adopted one for the time domain HB method. When this approach is applied to Eq. (27), the residual reads as follows

$$\Delta \tau R_{\text{restrict}} = \frac{1}{1 + \overline{\omega}_{K,p}} \left( -\sigma \left( i\overline{\omega}_{k,p} + \xi(\phi) \right) \right)$$

(34)

In this equation, the residual can be seen to be scaled by a term that includes the grid reduced frequency for the largest harmonic present in the HB computation ($K$). The reason for choosing this scaling factor is that it ensures that the corresponding pseudo-time integration of the governing equations in the time domain, where all frequencies are updated simultaneously with the same time step, remains stable [13]. The eigenvalue spectra defined by the residual operator in Eq. (34) is shown for three different values of the grid reduced frequency and the two spatial discretization schemes presented earlier in Fig. 3. In this figure, the stability boundaries of the two Runge-Kutta schemes presented in Table 2 have also been included. Figure 3 shows that the scaled pseudo-time step proposed by van der Weide et al. [13] successfully stabilizes explicit pseudo-time integration of the HB equations for all values of the grid reduced frequency. From Fig. 3a, it can also be seen that the pseudo-time step restriction is rather conservative for smaller values of the grid-reduced frequency. This is because the residual in Eq. (34) is scaled with a factor that only depends on the largest grid reduced frequency ($\overline{\omega}_{K,p} = 2$ in Fig. 3). If on the other hand Eq. (34) is adapted so that the scaling factor depends on $|\overline{\omega}_{k,p}|$, the eigenvalue spectra shown in Fig. 5 are obtained instead. From this figure, it can be seen that the adaptive scaling factor ensures that the eigenvalue spectra for the lower frequencies are scaled less than when a global scaling factor is employed. This is positive from a computational point of view since a larger scaling factor implies faster convergence. However, as noted by van der Weide et al. [13], an adaptive time step for each frequency translates into a matrix multiplication of the residual in the time domain HB method. van der Weide et al. [13] avoid this matrix multiplication by choosing the most restrictive pseudo-time step that corresponds to the highest frequency in the problem for the time domain HB method. In this work, the matrix multiplication (preconditioning) approach will instead be followed. In addition to this, the scaling factor that is applied to each frequency will be tailored based on the chosen combination of spatial discretization and pseudo-time integration scheme, similar to what has previously been done by Gentilli [16]. The derivation of this tailored preconditioner for the time domain HB method will be outlined next.
**Fig. 4** Stability boundaries for two different Runge-Kutta schemes together with eigenvalue spectra obtained with the pseudo-time step restriction defined in Eq. (34) for different combinations of spatial discretization scheme, CFL number, and grid reduced frequency.

**Fig. 5** Stability boundaries for two different Runge-Kutta schemes together with eigenvalue spectra obtained with an adapted scaling of the residual for different combinations of spatial discretization scheme, CFL number, and grid reduced frequency.
D. Derivation of Time Level Preconditioner

The time-level preconditioner that will be derived in this section is based on applying a tailored scaling factor to each frequency component of the residual as follows

$$\Delta \tau R_{\text{prec}} = g(\omega_{k,p}) \left( -\sigma \left( i\omega_{k,p} + \xi(\phi) \right) \right)$$  \hspace{1cm} (35)

The scaling function $g(\omega_{k,p})$ should be determined to ensure that the pseudo-time integration remains stable. In order to do this, start by rewriting Eq. (35) as

$$\Delta \tau R_{\text{prec}} = -\sigma_{\text{HB}} \left( i\omega_{k,p} + \xi(\phi) \right)$$  \hspace{1cm} (36)

Here, $\sigma_{\text{HB}} = g(\omega_{k,p})\sigma$ is a scaled CFL number. The largest value of this scaled CFL number that ensures stability may be determined for each grid reduced frequency by verifying that the eigenvalue spectra defined by the residual operator in the above equation lies within the stability boundary of the chosen pseudo-time integration scheme. The results obtained from this analysis are presented in Fig. 6.

![Image of eigenvalue spectra for RK-3 and RK-4](image-url)

(a) RK-3.  
(b) RK-4.

Fig. 6 Variation of largest allowable CFL number that ensures stability with grid-reduced frequency for different combinations of spatial discretization and pseudo-time integration schemes.

Figure 6 shows that the largest allowable CFL number that ensures stability decreases as the grid reduced frequency increases. As noted previously, this follows from the fact that a non-zero grid-reduced frequency moves the eigenvalue spectra along the imaginary axis, which in turn requires the CFL number to be reduced in order for the spectra to remain inside the stability boundary. From Fig. 6 it can also be seen that the largest allowable CFL number for a steady state computation ($\omega_{k,p} = 0$) depends on the chosen combination of spatial discretization and pseudo-time integration scheme, as should be expected. Suppose that the CFL number in Eq. (35) is chosen to be less than or equal to this value. It then follows that the HB computation remains stable if the scaling function $g(\omega_{k,p})$ in Eq. (35) is chosen as

$$g(\omega_{k,p}) = \frac{\sigma_{\text{HB}}}{\sigma_{\text{HB}}(\omega_{k,p} = 0)}$$  \hspace{1cm} (37)

In Fig. 7 the scaling function defined by the above relation is plotted for the same combinations of spatial discretization and pseudo-time integration schemes as was shown in Fig. 6. An approximate scaling function defined as

$$g_a(\omega_{k,p}) = \frac{1}{1 + \gamma |\omega_{k,p}|}, \quad \gamma = 0.75$$  \hspace{1cm} (38)

has also been included in Fig. 7. As can be seen from this figure, the approximate scaling function defined by the above equation satisfies $g_a(\omega_{k,p}) \leq g(\omega_{k,p})$ for all combinations of spatial discretization, pseudo-time integration scheme and grid-reduced frequency. This function can thus be used to stabilize HB computations that use any of the numerical settings considered, although it will only be optimal for the TOU-LD spatial discretization as seen from Fig. 7. A plot of the eigenvalue spectra obtained when the approximate scaling function is used in Eq. (35) is shown in Fig. 8. By
comparing this figure to Fig. 5, it can be seen that the proposed scaling function gives a slightly less conservative scaling of the residual than the pseudo-time step restriction proposed by van der Weide et al. [13]. This small difference can be explained from the fact that the approximate scaling function is equivalent to the scaling used in Fig. 5 when $\gamma = 1$.

![Fig. 7](image_url)  
(a) RK-3.  
(b) RK-4.  

**Fig. 7** Plots of scaling function $g(\omega_{k,p})$ that ensures stability for different combinations of spatial discretization and pseudo-time integration schemes.

![Fig. 8](image_url)  
(a) $\bar{\omega}_{k,p} = 1/2$.  
(b) $\bar{\omega}_{k,p} = 1$.  
(c) $\bar{\omega}_{k,p} = 2$.  

**Fig. 8** Stability boundaries for two different Runge-Kutta schemes together with eigenvalue spectra obtained with the approximate scaling function defined in Eq. (38) for different combinations of spatial discretization scheme, CFL number, and grid reduced frequency.

The integration of the proposed approximate scaling function into a preconditioner for the time domain HB method is outlined next. The first step in this process is to rewrite Eq. (38) as follows

$$
    g_a(\omega_k) = \frac{\sigma}{\sigma + \gamma|\omega_k|\Delta_t}, \quad \gamma = 0.75
$$

(39)

The benefit of this new expression for the approximate scaling function is that it only contains properties that are readily available in a CFD code. In particular, the CFL number in the above relation is the CFL number that ensures
stability of the corresponding steady state computation. The scaling defined in Eq. (35) may now be implemented by preconditioning the spatially+temporally discretized residual of the governing equations in the time domain as follows

\[
(\Delta \tau R^*)_{\text{prec}} = E_K^{-1}(t)G_K E_K(t)(\Delta \tau R^*)
\]  

(40)

In this equation, \( G_K \) is a block diagonal matrix with \( N_{\text{var}} \times N_{\text{var}} \) blocks. The diagonal blocks in this matrix are further defined as

\[
G_K = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & g_a(\omega_1) & 0 & \cdots & 0 \\
\vdots & 0 & g_a(\omega_2) & 0 & \cdots & 0 \\
\vdots & 0 & \ddots & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & 0 & g_a(\omega_{\text{last}})
\end{pmatrix}
\]  

(41)

The preconditioning matrix \( P \) defined in Eq. (40) consists of three steps. First, the time domain residual of the HB equations is Fourier transformed to obtain the residual in the frequency domain. Next, each frequency component of the residual is scaled using the approximate scaling function in Eq. (39). Finally, the scaled residual in the frequency domain is converted back to the time domain using an inverse discrete Fourier transform. All these three operations can be performed with one single matrix multiplication by analytically calculating the elements in \( P \). Since its constituent matrices all are block diagonal, \( P \) is block diagonal as well. The matrix elements in one of the blocks are further obtained as

\[
P_{a,b} = \frac{1}{M} + \frac{2}{M} \sum_{k=1}^{K} g_a(\omega_k) \cos \left( \frac{2\pi k(a-b)}{M} \right)
\]  

(42)

Note that it is assumed that the pseudo-time step in Eqs. (39) and (40) has been chosen based on a CFL number that ensures that the corresponding steady state computation remains stable.

IV. Results

A. Laminar Vortex Shedding

Two dimensional simulations of laminar vortex shedding behind a circular cylinder at \( \text{Re} = \frac{\rho U_\infty d}{\mu} = 185 \) were performed to test the time-level preconditioner presented in this work. The computational domain used for all simulations was constructed using a cylindrical o-grid with an outer diameter of \( 100d \), 280 cells in the radial direction and 320 cells in the circumferential direction. As shown in Fig. 9, these cells were distributed to ensure that the majority of them were situated in the wake region and close to the cylinder wall. The size of the cells in the wall normal direction at the cylinder surface was further set to 0.0075\( d \).

The vortex shedding simulations were performed by solving the compressible Navier-Stokes equations in conservative form using the G3D::Flow code developed by the present authors. G3D::Flow uses a finite volume discretization method, in which convective and viscous fluxes at cell faces are reconstructed with different flux schemes. The third order upwind scheme with lower dissipation (TOU-LD) presented earlier was selected for the convective fluxes and a centered difference scheme of second order accuracy was used for the viscous fluxes. The cylinder was modeled as a no-slip wall. At the far field boundary, a wave-transmissive freestream condition based on Riemann-characteristics was imposed. The freestream state was set to give the desired Reynolds number and a Mach number of 0.2. This Mach number was selected to give a virtually incompressible flow, while at the same time avoiding bad convergence due to a large discrepancy between acoustic and convective propagation speeds.

Before the HB simulations were run, a reference time-accurate simulation was performed with the three stage Runge-Kutta scheme presented in Table 2. This simulation was performed with a nondimensional time step of \( \frac{U_\infty N_t}{d} = 0.00026 \) and gave a Strouhal number of St = 0.192. This Strouhal number is compared to results published by other authors in Table 3. The frequency of the vortex shedding obtained from the time-accurate simulation was
used as the fundamental frequency in the HB computations. Two sets of HB computations were performed, one with \( K = 6 \) harmonics and one with \( K = 8 \) harmonics. For each of these sets, three different setups were used, one without any preconditioning, one with the pseudo-time step restriction proposed by van der Weide et al. [13] and one with the time-level preconditioner presented in this work. In all simulations, the three stage Runge-Kutta scheme presented in Table 2a was used for pseudo-time integration using the largest CFL number that ensured convergence. Apart from local time stepping, no other acceleration methods such as multi-grid or implicit residual smoothing were used to ensure that the effects of the pseudo-time step restriction/time level preconditioner could be isolated. A summary of the results obtained, including results reported by other authors, is provided in Table 3. From this table, it can be seen that the results obtained with the G3D::Flow code agree well with previously published results. It is also interesting to note that the drag and lift coefficients obtained from the HB simulations approach those obtained with the time-accurate simulation as the number of harmonics increases. The results obtained for a fixed number of harmonics do also not depend on whether the preconditioner or pseudo-time step restriction is used, as should be expected.

<table>
<thead>
<tr>
<th></th>
<th>St</th>
<th>( \bar{C}_D )</th>
<th>( C_{L,\text{rms}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RK-3</td>
<td>0.192</td>
<td>1.356</td>
<td>0.456</td>
</tr>
<tr>
<td>HB-6, ( (\sigma = 0.7) )</td>
<td>–</td>
<td>1.355</td>
<td>0.454</td>
</tr>
<tr>
<td>HB-6-TSR, ( (\sigma = 1.4) )</td>
<td>–</td>
<td>1.355</td>
<td>0.454</td>
</tr>
<tr>
<td>HB-6-TLP, ( (\sigma = 1.4) )</td>
<td>–</td>
<td>1.355</td>
<td>0.454</td>
</tr>
<tr>
<td>HB-8, ( (\sigma = 0.6) )</td>
<td>–</td>
<td>1.356</td>
<td>0.456</td>
</tr>
<tr>
<td>HB-8-TSR, ( (\sigma = 1.4) )</td>
<td>–</td>
<td>1.356</td>
<td>0.456</td>
</tr>
<tr>
<td>HB-8-TLP, ( (\sigma = 1.4) )</td>
<td>–</td>
<td>1.356</td>
<td>0.456</td>
</tr>
<tr>
<td>Lu and Dalton [26]</td>
<td>0.195</td>
<td>1.31</td>
<td>0.422</td>
</tr>
<tr>
<td>Guilmineau and Queutey [27]</td>
<td>0.195</td>
<td>1.287</td>
<td>0.443</td>
</tr>
</tbody>
</table>

Table 3  Summary of results obtained with time-accurate solver, with HB solver and by other authors. TSR = pseudo-time step restriction proposed by van der Weide et al. [13], TLP = time-level preconditioner presented in this work.

The convergence history of the drag coefficient is presented for all the HB simulations in Fig. 10. In this figure, the drag coefficient obtained from the time accurate simulation has also been included for reference. From Fig. 10 it can be seen that both the pseudo-time step restriction proposed by van der Weide et al. [13] and the time-level preconditioner presented in this work give faster convergence than an HB simulation that only uses the CFL number to control the pseudo-time step.
The convergence history of the lift coefficient is presented for all the different HB simulations in Fig. 11. In this figure, the lift coefficient obtained from the time accurate simulation has also been included for reference. The trends in Fig. 11 very much resemble those shown previously for the drag coefficient. This shows that both the pseudo-time step restriction proposed by van der Weide et al. [13] and the time-level preconditioner presented in this work can give better convergence than when the CFL number simply is used to determine the local pseudo-time step.

The convergence histories of the momentum residual for all HB simulations performed are finally shown in Fig. 12. This figure shows that the convergence of the HB method greatly benefits from employing either the pseudo-time step restriction or the time-level preconditioner. The oscillations in the residual seen in Fig. 12b are further thought to originate from some small amplitude oscillations in pseudo-time that is not efficiently damped by the low-dissipation TOU-LD scheme.

The reason why the convergence suffers when the CFL numbers is used to determine the pseudo-time step is that it must be selected to ensure that the integration of the governing equations remains stable in all computational cells. This implies that cells in the far field, which typically are large and thus have a large grid reduced frequency, must be accounted for when the CFL number is selected. If on the other hand the pseudo-time step restriction or...
time-level preconditioner is employed, a local adjustment of the pseudo-time step will be done in each cell based on the grid-reduced frequency in that cell. This means that close to the cylinder, where the grid reduced frequency is significantly smaller, these two methods give a less restrictive scaling of the residual. Given that most flow variations also occur in the well resolved region close to the cylinder, it follows that the time-level preconditioner and pseudo-time step restriction should give better convergence as well.

The assumption that the grid-reduced frequency is small in the cells close to the cylinder can further be proven as follows: Assume that the flow only contains small amplitude perturbations that propagate through convection. Assume further that the mesh has been designed to give $n_p$ points per wavelength for the highest frequency perturbation in the flow. Given that this perturbation propagates at speed $\lambda_p$, it then follows that the largest grid reduced frequency becomes

$$\frac{\omega K \Delta x}{\lambda_p} = \frac{2\pi}{n_p}$$

This equation shows that the grid-reduced frequency will be small in well resolved regions ($n_p$ large).

V. Conclusion

In this work, a thorough stability analysis of the Harmonic Balance method has been performed. This stability analysis showed that the time spectral derivative source term employed in the Harmonic Balance method adds an imaginary part to the eigenvalue spectra of the spatial discretization, as was previously shown by McMullen [5]. The imaginary part added by the time spectral derivative was also shown to be proportional to the grid reduced frequency introduced by Gentilli [16]. Given that explicit pseudo-time integration schemes such as, e.g., the Runge-Kutta method, only are stable when the eigenvalue spectra lies in a limited region in the complex plane, the present stability analysis helps to explain why explicit Harmonic Balance solvers can encounter stability issues when the grid reduced frequency is large, as was previously shown by Gentilli [16].

Three approaches for stabilizing the Harmonic Balance method, namely the point implicit Runge-Kutta method [9,12], the Harmonic Balance source term stabilization matrix [28], and the pseudo-time step restriction proposed in [13], have also been investigated using stability analysis. Although these methods have been proven valuable in the particular solvers used in the cited references, only the pseudo-time step restriction proposed in [13] provided a generic stabilization approach for the numerical methods tested in this work (explicit Runge-Kutta pseudo-time integration and third order upwind finite volume schemes).

Based on knowledge gained from the stability analysis, a time-level preconditioner was also developed. This preconditioner can be seen as a tailored version of the pseudo-time step restriction proposed by van der Weide et al. [13] in the sense that the preconditioner updates each frequency in the solution with a different pseudo-time step, and that the pseudo-time step is chosen to fit the spatial discretization scheme used. The advantage of employing
either the pseudo-time step restriction developed by van der Weide et al. [13] or the time-level preconditioner is also demonstrated by simulating two dimensional laminar vortex shedding behind a circular cylinder. For this case, both aforementioned methods give a speed up factor of 2 compared to when the CFL number simply is used to control the size of the pseudo-time step. The reason for this speed up is that the pseudo-time step restriction and the time-level preconditioner can use a larger local-time step in each cell by accounting for the local grid-reduced frequency. Although the time-level preconditioner has a theoretical advantage over the pseudo-time step restriction, no significant advantage is observed for the laminar vortex shedding test-case. The reason for this is thought to originate from the fact that most variations in the flow occur in regions where the grid is well resolved, and consequently, the grid-reduced frequency is small. If on the other hand multi-grid and/or a less well resolved grid is employed, the time-level preconditioner is expected to give a larger advantage. Although the time-level preconditioner was developed and demonstrated for explicit pseudo-time integration schemes, it could also be used to improve convergence of implicit schemes by increasing the diagonal dominance of the linear system.
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