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ABSTRACT In this paper, we propose various localization error optimal beamforming strategies and
subsequently study the trade-off between data and localization services while budgeting time and frequency
resources in a multi-user millimeter-wave framework. Allocating more resources for the data service phase
instead of localization would imply higher data rate but, concurrently, also a higher position and orientation
estimation error. In order to characterize this trade-off, we firstly derive a flexible application-dependent
localization error cost function combining the Cramér-Rao lower bounds of delay, angle of departure and/or
angle of arrival estimates at a mobile receiver over the downlink. Consequently we devise different fairness
criteria based localization error optimal beamforming strategies in a multi-user context. Finally, we show
the advantage of the latter beamforming strategies and assess the communication-localization trade-off with
respect to various time-frequency resource division schemes.

INDEX TERMS Beam steering, Cramér-Rao Bounds, Localization, Millimeter wave communication,
MIMO.

I. INTRODUCTION
An exponential increase in the demand for low latency high
data rate services is driving the wireless communication
industry into adopting high frequency millimeter wave (mm-
Wave) as a key technology in the 5th generation (5G) of
cellular networks [1]. These high frequency bands (between
30 and 300 GHz) are beneficial by allowing high data rates
through the exploitation of large available bandwidths [2].
However, operating in the mm-Wave domain, as verified by
Friis’ transmission equation, is also characterized by high
path loss, high shadowing loss and high sensitivity to block-
ages [3]. To combat these issues, beamforming with the help
of highly directional, steerable and compact antenna arrays
is considered an effective solution to provide high directivity
gain and hence, improve the signal-to-noise ratio (SNR) [4],
[5].

However, effective beamforming calls for even better
knowledge of the propagation channel than within omni-

directional transmissions. In the literature, mm-Wave channel
estimation is usually split into two phases: i) Beam training,
typically based on spatial beam sweeping [6], [7] and ii)
Channel parameters estimation (in both single- and multi-
path scenarios), relying for instance on optimization and
compressive sensing techniques [8]–[10]. The objective of
the latter is to exploit the sparse geometric structure of
the mm-Wave channel to estimate the angle of departure
(AoD), the angle of arrival (AoA) and the complex channel
coefficients of a few well-separated multi-path components.
In the mm-Wave case, knowing the position and orientation
of the user and beyond, knowing the relative geometry of a
given radio link (e.g., by means of AoD and AoA estimates),
is highly beneficial, for instance for faster initial access, eased
beam alignment, dynamic user tracking, etc [11], [12].

Initial works on mm-Wave localization aimed at charac-
terizing the performance bounds of location-dependent vari-
ables estimation, mostly in terms of their Cramér-Rao lower
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bound (CRLB). In [9], [13]–[15] for instance, the authors
derive the CRLB of delay, AoD and AoA estimation for
single-carrier systems in both single- and multi-path scenar-
ios. In [15], the authors derive a similar CRLB formulation
in a multi-path scenario, while making strong asymptotic as-
sumptions regarding the occupied bandwidth and the number
of transmit and receive antenna elements. In [14], a com-
parison between Multiple Input Multiple Output (MIMO)
and beamforming architectures is provided, showing that the
effect of multi-path can be neglected when assuming massive
antenna arrays. In [9] the authors characterize the CRLB for
the same location-dependent estimation variables, but within
multi-carrier systems. Using these theoretical performance
bounds, recent works in the literature have also been dedi-
cated towards finding the localization optimal beamformers.
In particular, [16] and [17] study localization bounds based
beamforming in a single-user context with both single and
multiple subcarriers. Similarly, in [18], the authors propose
beamforming strategies to minimize a localization error ex-
pressed in the form of the squared position error bound
(SPEB). This SPEB is shown to be equivalent to a linear
combination of the CRLB terms associated with delay and
AoD estimates. Furthermore, [19] studies different fairness
policies for localization error optimal beamforming in a
multi-user multi-carrier system.

Beyond, aiming at drawing inherent synergies and mutual
benefits between the two functionalities, the simultaneous
localization and communication framework (also referred to
as multi-service) has also been gaining popularity in this spe-
cific context of mm-Wave. For instance, Destino et. al. [20],
[21] explore the trade-off between position estimation error
bounds (PEB) and/or orientation estimation error bounds
(OEB) on the one hand, and communication data rates on the
other hand, as a result of time sharing between the two ser-
vices for both single- and multi-user cases. Similarly, in [22],
the authors investigate different beam training strategies and
the corresponding trade-offs between communication and
positioning. Likewise, the authors study optimal beamwidth
selection with energy [19] and power [23] budgeting schemes
between localization and communication services in a single-
user scenario.

In this paper, we study different resource budgeting strate-
gies in a framework consisting of both communication and
localization services1 for multi-user cases in a multi-carrier
system. For this purpose, we first derive the localization
optimal beamformers and then recall the communication ori-
ented optimal beamfomers for both single and multiple users
from [21]. For the localization oriented optimal beamformer,
we then reformulate the CRLB characterizing the estimation
of key channel parameters such as delay, AoD, AoA and
the complex channel coefficient in a multi-carrier scenario.
Based on the previous bounds, we subsequently construct a
tunable localization error cost function combining the latter

1Here, we consider communication and localization as two independent
services, unlike in a joint localization and communication scenario, where
the output of one service is fed back into the input of another.

intermediary bounds, before formulating and solving out the
beamforming optimization problem accordingly.

In comparison with the existing works reported above, the
main paper contributions can be summarized as follows.

1) Reformulation of the Fisher Information Matrix (FIM)
for the joint estimation of all the previously mentioned
channel parameters in a multi-carrier case and conse-
quently, derivation of the CRLB in terms of delay, AoD
and AoA.

2) With the help of the previous CRLB, derivation of the
localization error as a properly weighted function of
squared PEB and OEB. Reformulation of the function
into a flexible and tunable localization error cost func-
tion, enabling to put the strength onto intermediary
location-dependent estimated variables, depending on
the underlying application.

3) Optimal beamforming optimization problem consider-
ing the formulated localization error for both single-
and multi-user cases, further convex reformulation of
the previous optimization problem and proposal of an
adapted solution accordingly. In the multi-user sce-
nario, formulation of a beam gain sharing strategy
based on two distinct fairness criteria, namely propor-
tional and min-max fairness.

4) Illustration and investigation of the system-level com-
munication and localization trade-off for different re-
source sharing strategies (in particular time and fre-
quency) for multi-user scenarios and comparison of
these strategies, given a certain resource budget.

The rest of the paper is organized as follows. In section
II we introduce our system model. In section III we present
the FIM and CRLB derivation for a single- and multi- carrier
cases. We formulate the localization error, before introducing
and solving the localization based optimization problem in
section IV. Similarly, we also recall the data rate optimal
beamforming solution from state of the art. In section V, we
present possible localization and communication frameworks
in terms of frequency and time budgeting and the trade-off
that arises from the different presented strategies. We provide
and discuss various illustrations of optimized beamforming
results in a canonical scenario in section VI. We also ex-
tensively compare the resource allocation schemes by means
of Monte Carlo simulations, providing insights in terms of
system design. Finally, the paper concludes in section VII.

II. SYSTEM MODEL
Consider a wireless mm-Wave down-link scenario consisting
of a base station (BS) equipped with Nt antenna elements
and U users, each equipped with Nr antenna elements. The
positions of the BS and user-u are represented by p =
[px, py]T ∈ R2 and qu = [qx,u, qy,u]T ∈ R2 respectively.
Similarly, the orientation of user-u, relative to the y-axis as
illustrated in Fig. 1, is given by ou ∈ [0, 2π). In our system,
we consider that the BS has coarse knowledge of the user
position and orientation.
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FIGURE 1. Example of deployment with 1 BS and 2 users with orientations o1
and o2 at locations q1 and q2 respectively

The complex signal at a generic time instant is transmitted
across N subcarriers centered around frequency fc with
bandwidth B and duration Ts and is referred to as sn for
the n-th subcarrier where n ∈

{−N
2 , · · · , N2

}
. We denote the

i-th element of the previous set at ni where i = 1, 2, · · · , N .
Let fn ∈ CNt denote the beamformer in the precoding

sense for the n-th subcarrier. We consider limited beamform-
ing power 0 ≤ trace(fnf

H
n ) ≤ 1 to satisfy the spectral

mask set by regulations. In this paper, we consider uniquely
the direct path, assuming a line-of-sight (LOS) propagation
model [13], [18]. The Nr × Nt complex channel matrix for
the n-th subcarrier between the BS and user-u is denoted by
Hu,n and formulated as in [6].

Hu,n =
√
ξuhu e

−j2πτu nBN aRx,u(φu)aHTx,u(θu), (1)

where hu ∈ C is the complex channel coefficient, ξu is the
path-loss between the BS and the user, and τu, θu and φu
are the delay, AoD and AoA respectively associated with
user u. Both the transmitting and receiving antenna arrays
are assumed to be uniform linear array (ULA). Assuming
an odd number of antenna elements and the centroid of the
array as the reference point, the antenna array response can
be expressed as

aTx,u =
1√
Nt

[
e−j(

Nt+1
2 −1) 2π

λc
d cos(θu), · · · ,

1, · · · , e−j(
Nt+1

2 −Nt) 2π
λc
d cos(θu)

]T
. (2)

where, λc is the wavelength corresponding to the center
frequency of the transmitted signal and d is the inter-element
distance. For the ease of notation, we write aTx,u(θu) as
aTx,u and do the same for aRx,u(φu). Likewise, aRx(φu) can
be expressed by simply replacing θu by φu and Nt bu Nr in
equation (2). We assume no beam squinting effects, hence
the antenna array responses are independent of subcarrier
frequencies.

We consider the received signal yu,n ∈ C at the user-u
after whitening and combining expressed as

yu,n =
√
PTx,uw

H
u Hu,nfnsn + ñn, (3)

where, PTx,u is the transmitted power with respect to the user
and ñn ∈ C is the zero-mean additive white Gaussian noise
(AWGN) with two-sided spectral density N0/2 and wu ∈
CNr is the combiner vector at the mobile user.

III. FIM AND CRLB

Here, we will derive the FIM, firstly for the n-th subcarrier
and then generalize it for all the subcarriers. Subsequently,
we will derive the CRLB for joint delay, AoD and AoA
estimation.

A. FIM IN THE SINGLE-CARRIER CASE

We define a set of parameters ηu =
[
τu, θu, φu, hR,u, hI,u

]
comprising the estimation variables where hR,u and hI,u
respectively represent the real and imaginary parts of the
complex the channel coefficient. Then, the FIM Jn,u ∈ R5×5

characterizing the estimation of these parameters has been
derived in [9], [13], [14], [16] as

Ju,n =
Φn(τu, τu) Φn(τu, θu) Φn(τu, φu) Φn(τu, hR,u) Φn(τu, hI,u)
Φn(θu, τu) Φn(θu, θu) Φn(θu, φu) Φn(θu, hR,u) Φn(θu, hI,u)
Φn(φu, τu) Φn(φu, θu) Φn(φu, φu) Φn(φu, hR,u) Φn(φu, hI,u)

Φn(hR,u, τu) Φn(hR,u, θu) Φn(hR,u, φu) Φn(hR,u, hR,u) Φn(hR,u, hI,u)
Φn(hI,u, τu) Φn(hI,u, θu) Φn(hI,u, φu) Φn(hI,u, hR,u) Φn(hI,u, hI,u)

,
(4)

where the values of the matrix entries are given in Appendix
A.

B. FIM IN THE MULTI-CARRIER CASE

The FIM for the multi-carrier case can be extended from
equation (4) as [9]:

Ju =

N/2∑
n=−N/2

Ju,n. (5)

Considering a symmetric power density of the transmitted
signal (with respect to the central frequency) after beamform-
ing by assuming f−n = fn and s−n = sn, we can reformu-
late the FIM in a simple form as presented in Appendix B.
By considering these assumptions, we significantly reduce
the complexity of inverting the matrix for the derivation of
CRLB, although we reduce the transmit diversity by a factor
2.

C. CRLB FORMULATION IN THE MULTI-CARRIER CASE

The symmetry assumption in the transmitted signal decou-
ples the delay estimation with the rest of estimation variables
in the FIM in equation (5), and hence, we can simply invert
the delay Fisher information to get the CRLB for delay
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estimation. For the AoD and AoA, we can use Schur’s
complement similar to [16] and find the CRLBs, as follows.

Φ−1(τu, τu) =
ατ,u

aHTx,uXτaTx,u
, (6a)

Φ−1(θu, θu) =
αθ,u(

ȧHTx,uXȧTx,u −
|ȧHTx,uXaTx,u|2

aHTx,uXaTx,u

) , (6b)

Φ−1(φu, φu) =
αφ,u

aHTx,uXaTx,u
. (6c)

where, the parameters ατ,u =
(
4π2σud0,u|hu|2

)−1
, αθ,u =(

d0,uσu|hu|2
)−1

, αφ,u =
(
σu|hu|2

(
d2,u −

d21,u
d0,u

))−1
and

ȧTx,u, σu and di,u for i ∈ {0, 1, 2} are the intermediary vari-
ables fully defined in appendices A and B. We also define the

beamformer dependent variables Xτ =
N/2∑

n=−N/2
|sn|2n2Fn,

X =
N/2∑

n=−N/2
|sn|2Fn and Fn = fnf

H
n .

D. PEB AND OEB
In order to characterize the localization error bounds, we use
PEB and OEB as measures of the localization accuracy as
they are widely used in the literature [9], [16], [20]. Hence, in
this section we introduce PEB and OEB which we can derive
from the FIM in equation (5).

Consider µu = [px,u, py,u, αu, hr,u, hi,u] be the vector
comprising the new estimation variables representing user
u’s 2D absolute Cartesian coordinates and absolute orienta-
tion, with the real and imaginary channel coefficients respec-
tively. As derived in [9] and [20], the FIM in terms of the new
parameters can be written as

Jµ,u = TuJu(XN )T Tu , (7)

where Tu is the Jacobian of µu with respect to the original
estimation variables in µu formulated in equation (47).

Hence, we define PEB and OEB for user u as follows.

PEBu =
√

trace
(
J−1µ,u,1:2,1:2(XN )

)
. (8)

OEBu =
√
J−1µ,u,3,3(XN ). (9)

IV. POSITIONING ERROR AND DATA RATE
FORMULATION IN THE SINGLE- AND MULTI-USER
CASES
Our main goal is to study the trade-off between data rate
and localization considering various transmission strategies.
For this sake, we have to find the optimal beamformer with
respect to both the localization and data rate services. In this
section, we will first formulate the equivalent localization
error as the sum of squared PEB and OEB and then formulate
the beamforming optimization problem accordingly. Then we
will address the data service part by simply recalling the
conventional communication oriented optimal beamformer.

A. POSITIONING ERROR IN THE SINGLE-USER CASE

We characterize an equivalent overall localization error re-
sulting from the combined squared PEB and OEB. As we
can see in the derivation in Appendix C, the localization error
can be formulated as a weighted linear combination of cor-
responding unitary CRLBs of the three location-dependent
variables.

Lu(X,Xτ ) = βτΦ−1(τu, τu) + βθΦ
−1(θu, θu)

+ βφΦ−1(φu, φu), (10)

Here, in order to have a generic optimization framework,
we replace the weights with the tunable parameters2 βτ , βθ,
βφ ≥ 0 for each estimation variable, namely delay, AoD,
AoA respectively. The goal is to find the beamformer that
minimizes this localization error cost. With the generalized
localization error formulation in equation (10), we can an-
alyze the effect of each estimation parameter independently
onto beamforming by adjusting the weights, which can de-
pend on a priori application requirements.

We can however notice that there are two different vari-
ables X and Xτ in the formulation of the localization error,
in equation (10). In order to maintain one unique optimiza-
tion variable in the equation, we can restructure the latter as
follows.

LetM = Nt×N . Using the Kronecker product, we define
vectors au = s ⊗ aTx,u, ȧu = s ⊗ ȧTx,u and aN,u =

sN ⊗aTx,u, where s =
[
|sn1
| |sn2

| · · · |snN |
]T

, sN =[
n21|sn1

| n22|sn2
| · · · n2N |snN |

]T
and XN ∈ CM×M is

defined as the block diagonal matrix consisting of the matrix
Fn over each subcarrier, expressed as

XN =


Fn1

Fn2

. . .
FnN

. (11)

Hence, the localization error can be reformulated as

Lu(XN ) =
βτατ,u

aHN,uXNaN,u
+

βθαθ,u(
ȧHu XN ȧu − |ȧ

H
uXNau|2
aHuXNau

) +
βφαφ,u
aHu XNau

. (12)

2With the new parameters, the localization error formulated in Appendix
C becomes a special case of the formulation in equation (10) when βτ =
kτ,u, βθ = kθ,u and βφ = kφ,u. It must also be noted that the CRLB of
the estimation variables are interrelated, as explained in [16]. It is inevitable
that if we estimate a variable, we can estimate another one as well. The
weights do not define the exclusivity of estimation of particular parameters,
but rather the estimation variable on which the focus is. A motivation behind
the introduction of the general cost function in equation (10) is that some
applications might be more sensitive to angle or ranging errors than the
absolute position error. In such cases, one can play with the weights β to
tune the cost function depending on application requirements.
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The goal now is to state an optimization problem which
minimizes the localization error under a power constraint.
This problem can be formulated as:

min
XN

Lu(XN ), (13a)

subject to:

trace(ITi XNIi) ≤ 1, ∀i, (13b)

trace(ITi XNIi) ≥ 0, ∀i, (13c)

ITi XNIj = 0Nt , ∀i, j : i 6= j, (13d)
trace(XN ) = K, (13e)

XN � 0, (13f)

rank(ITi XNIi) = 1 ∀i. (13g)

where i, j ∈ {1, 2, · · · , N}, 0Nt ∈ RNt×Nt represents the
zero matrix sized Nt × Nt and In ∈ RNt×M represents a
matrix consisting of identity matrix INt of size Nt × Nt in
n-th block position and 0Nt in the rest of the block positions;
in other words,

In = en ⊗ INt (14)

where en ∈ RN×1 is the N -dimensional Euclidean space
standard basis vector whose values are all 0s except the n-th
element, which is equal to 1.

The constraints from equations (13b) and (13c) define
the power constraint at each subcarrier as assumed in the
system model. Likewise, equation (13d) enforces the block
diagonality constraint in the matrix XN . Equation (13e)
represents the total power constraint across all the subcarriers
and by the virtue of equation (13b), we know that K ≤ N .
Similarly, from the positive semidefinite structure of the
individual blocks Fn in XN , we can conclude that XN is
positive semidefinite as well and the rank of each block is 1.

The objective function along with some constraints in this
equation, however, are non convex. However, it is possible
to reformulate it into a convex optimization problem by
introducing different slack variables ζτ , ζθ, ζφ and represent
the problem as follows:

max
XN ,ζθ,ζφ,ζτ

βθζθ + βφζφ + βτζτ , (15a)

subject to:
aHN,uXNaN,u

ατ,u
≥ ζτ , (15b)

1

αθ,u

(
ȧHu XN ȧu −

|ȧHu XNau|2

aHu XNau

)
≥ ζθ, (15c)

aHu XNau
αφ,u

≥ ζφ, (15d)

(13b)-(13g).

Note that the constraints from equations (15b) and (15d) are
affine. From [24] and Appendix D, we can simplify and cast

the hyperbolic constraint in equation (15c) as

∣∣∣∣∣∣
∣∣∣∣∣∣
 2<(ȧu

HXNau)

2=(ȧu
HXNau)

ȧHu XN ȧu − ζθαθ,u − aHu XNau

∣∣∣∣∣∣
∣∣∣∣∣∣
2

≤ ȧHu XN ȧu − ζθαθ,u + aHu XNau. (16)

where <(.) and =(.) represents the real and imaginary oper-
ators.

The objective function and all the constraints in equation
(15), except the rank constraint in equation (13g), are convex.
In order to solve this problem, in the literature, it is common
to solve first a (sub-)problem after dropping the incriminated
constraint. Then, based on the first step optimization result,
one gets the best rank-1 approximation for the matrix of
interest. The rank-1 approximation of the matrix F ∗n as in
[25] is given by

f∗n =
√
λnvn, (17)

where λn is the largest eigenvalue of each block element
F ∗n of X∗N and vn is the corresponding eigenvector. Hence,
replacing the constraint in equation (15c) with equation (16)
and removing the rank constraint, we can easily solve the
convex semidefinite problem with efficient solvers [26].

B. POSITIONING ERROR IN THE MULTI-USER CASE

Similarly, for a multi-user case, we define the overall local-
ization error as a function of the localization error per user.

L(XN ) = f (L1(XN ), L2(XN ), · · ·LU (XN )) . (18)

For this multi-user scenario, we consider fairness criteria
based beamforming strategies according to which we define
the function f(.). The idea is to allocate power to different
users based on their positions with the help of beamforming
optimization in order to minimize the localization error.

1) Min Max Fairness Strategy

In this strategy, we ensure a minimum localization error
requirement for each user. In doing so, we are limited by
the worst user, hence the optimal solution would lead to the
minimization of the localization error of the user with the
maximum error. In this case, the objective function L(XN )
would be max (L1(XN ), L2(XN ), · · · , LU (XN )).

The optimization problem is thus formulated accordingly,
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as follows:

max
XN ,ζθ,ζφ,ζτ

βθζθ + βφζφ + βτζτ (19a)

subject to:
aHN,uXNaN,u

ατ,u
≥ ζτ , ∀u (19b)∣∣∣∣∣∣

∣∣∣∣∣∣
 2<(ȧu

HXNau)

2=(ȧu
HXNau)

ȧHu XN ȧu − ζθαθ,u − aHu XNau

∣∣∣∣∣∣
∣∣∣∣∣∣
2

≤ ȧHu XN ȧu − ζθαθ,u + aHu XNau, ∀u
(19c)

aHu XNau
αφ,u

≥ ζφ, ∀u (19d)

(13b)-(13g)

Note that the constraints in (19b)-(19d) have the same
CRLB requirement for each of the estimation parameters (ζτ ,
ζθ and ζφ) for each user. This condition serves to maximize
the performance of the worst user.

2) Proportional Fairness Strategy
Alternatively, we can have a proportionally fair beamforming
where better users receive proportionally more power and
hence have lower localization errors compared to worse
users. We use sum log as the function f(.) in equation (18)
and then have separate CRLB requirements for each user in
order to achieve this proportionality while distributing the
power. It has been shown that the diminishing return property
of the log function can be used to achieve proportional
fairness [27]. The objective function, in this case, would be∑U
u=1 log (Lu(XN ))
The optimization problem can be written as

max
XN ,ζθ,u,ζφ,u,ζτ,u

U∑
u=1

log(βθζu,θ + βφζu,φ + βτζu,τ )

(20a)
subject to:

aHn,uXNan,u

ατ,u
≥ ζτ,u, ∀u (20b)∣∣∣∣∣∣

∣∣∣∣∣∣
 2<(ȧu

HXNau)

2=(ȧu
HXNau)

ȧHu XN ȧu − ζθ,uαθ,u − aHu XNau

∣∣∣∣∣∣
∣∣∣∣∣∣
2

≤ ȧHu XN ȧu − ζθ,uαθ,u + aHu XNau, ∀u
(20c)

aHu XNau
αθ,u

≥ ζφ,u, ∀u (20d)

(13b)-(13g)

Since we solved the optimization problems in equations
(19) and (20) without the rank constraints to maintain con-
vexity of the problem, we perform the rank-1 approximation
of matrix F ∗n as for the single-user case in equation (17).

We can see that objective function for min max fairness
scheme in equation (19a) is a linear maximization problem
withN2

t N+3 variables whereas that for the proportional fair-
ness scheme is a non linear optimization problem in equation
(20a) withN2

t N+3U optimization variables. The number of
constraints in both the cases are the same. Hence, we expect
the complexity of solving both the problems to increase with
increasingNt, U andN . Similarly, we expect the complexity
of solving the optimization problem for proportional fairness
scheme to be higher than that of min max fairness scheme
due to the non linearity and larger number of optimization
variables.

C. DATA RATE IN THE SINGLE- AND MULTI-USER
CASES
Following the beamforming optimization in the localization
phase, in this section we look at a data rate optimal beam-
forming solution existing in the literature. In consistency
with the localization phase, we consider using an analog
architecture with 1 radio frequency (RF) chain3 transmitting
one stream of data at a time.

We assume that the beamformer transmits sequentially to
the users across time i.e. one user at a time. Hence, for user-u,
from the signal model in equation (3), we can express SNR
as:

SNRu =
1

N0

nN∑
n=n1

PTx,u|wH
u Hu,nfn,u|2|sn|2, (21a)

=
1

N0

nN∑
n=n1

PTx|sn|2ξu|hu|2|wH
u aRx,u|2aHTx,uFu,naTx,u,

(21b)

=
1

N0
aHζ,uXN,uaζ,u, (21c)

where,

aζ,u =
[
ζu|sn1

|aTTx,u · · · ζu|snN |aTTx,u
]T ∈ CM (22)

, and ζu =
√
PTx
√
ξu|hu||wH

u aRx,u|.
The sum rate for U users, can now be formulated as

R =

U∑
u=1

Ru =

U∑
u=1

Tu
TC

log2 (1 + SNRu) , (23a)

=

U∑
u=1

Tu
TC

log2

(
1 +

aHζ,uXN,uaζ,u

N0

)
. (23b)

where, Tu is the fraction of time allocated for data com-
munication phase for a particular user. Mathematically

3Note that the primary focus of this work is on beamforming optimization
for the localization phase. In this section we look at a simple example
with analog beamforming architecture for the communication phase for the
resource allocation trade-off study. However, the choice of a beamforming
architecture and the optimal beamformer for communication can be indepen-
dent as any type of solution can be implemented on top of our beamforming
optimization framework.
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∑U
u=1 Tu = TC . The optimization can then be formulated

similarly to [21] as follows

(P ) : max
XN ,Tu

R (24a)

subject to:
Ru ≥ κ, (24b)
U∑
u=1

Tu = TC , (24c)

(13b)-(13g).

Since we consider beamforming with respect to one user
at a time, we can separate the optimization problem (P ) into
two separate optimization problems (P1) and (P2), the first
one concerning the optimal beamforming vector per user and
the second concerning the allocation of time Tu depending
on the minimum rate requirement constraint for the u-th user
in the sum rate maximization. The first optimization problem
(P1) can be formulated as:

(P1) : max
XN,u

SNRu (25a)

subject to:
(13b)-(13g).

The above optimization problem (P1) concerns the beam-
forming optimization in a given direction for a particular
user. The solution to the problem is a well known problem
in the literature [20], [28], [29] referred to as conventional
beamforming (CBF) and expressed as follows

X∗N,u = diag(F ∗u ,F
∗
u , · · · ,F ∗u ), (26)

where, F ∗u = f∗uf
∗H
u and

f∗u =
aζ,u
||aζ,u||22

. (27)

Since the SNR expression does not depend on the subcarrier
frequency, the optimal beamformer is the same across all the
subcarriers.

Now given the optimal beamforming vector for each user,
we need to determine how much fraction of time TC should
be allocated to each user. Accordingly, the second optimiza-
tion problem can be written as:

(P2) : max
Tu

R (28a)

subject to:
XN,u = X∗N,u (28b)

(24b),(24c).

For the problem (P2), the solution would be to allocate
time firstly to fulfill the minimum rate requirement per user
from equation (24b), then to allocate all the remaining time
to the user with the highest SNRu in order to maximize the
sum rate. Hence the optimal solution would be:

T ∗u =
κ

log2(1 + SNRu)
TC + z∗u, (29)

where,

z∗u =

{
δTC if SNRu = max (SNR1, · · · ,SNRU )

0 otherwise
(30)

where, δ = 1−
∑U
u=1 κ/log2(1 + SNRu).

V. TRADE-OFF BETWEEN LOCALIZATION AND
COMMUNICATION SERVICES
In this section, we will define different resource allocation
strategies addressing both communication and localization
needs. After having determined both localization and com-
munication optimal beamformers, we consider a system
framework providing both localization and communication
functionalities. We acknowledge that it is possible to utilize
the native communication signal for positioning services.
However, it can lead to sub-optimal localization performance
(e.g. see [30] for a discussion on localization specific wave-
forms), and hence we use dedicated pilots designed for
better localization performance. In such a framework, the
idea is to investigate and compare several schemes enabling
resource sharing in both single- and multi-user cases. For
a fixed resource budget, based on the trade-off and Quality
of Service (QoS) requirement for each service, we deter-
mine the optimal split between the resources. Let X∗L,u and
X∗L represent the single- and multi-user optimal localization
beamformers XN from equations (15) and (19) or (20)
respectively. Similarly, let X∗C,u and T ∗u represent the data
rate optimal beamformer and optimal time allocation per user
from equations (26) and (28) respectively.

A. TIME DIVISION
Consider a system level framework with total time budget
of T = TL + TC , where TL is the total time budgeted
for localization, and the rest of the time TC is allocated
for communication. We investigate the trade-off between
localization and communication performances as a result of
time sharing between the two services.

For the multi-user scenario, we use two different schemes,
namely the simultaneous localization and communication
framework and the sequential4 localization and communica-
tion framework. In the former, we simultaneously localize all
the users in the first phase and then simultaneously commu-
nicate with them. In the latter, we perform localization and
communication for the first user independently and then for
the second independently and so on.

a: Simultaneous multi-user assessment
In this strategy, all the users are simultaneously localized
for a complete localization time duration of TL, even though
allocating simultaneous localization pilots to different users

4Here, the words simultaneous and sequential shall be intended in terms
of multi-user assessment (and not in terms of communication or localization
functionalities). The word "simultaneous" refers to a scenario when all the
users are assessed at once, and "sequential" refers to a scenario when the
users are assessed one by one.
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FIGURE 2. Time division in a localization and communication framework with
simultaneous users assessment

means that each localization signal has reduced power as
shown in Fig. 2. Likewise, we have the same situation for
the communication phase in this scenario. In this case we use
the optimal beamforming vector for multiple users X∗L and
X∗C,u for both localization and communication services re-
spectively. We then look at the resulting average performance
per user while considering data rate, PEB and OEB.

The average rate per user is

R =
1

U

TC
T

U∑
u=1

T ∗u
TC

log2

(
1 +

aHζ,uX
∗
C,uaζ,u

N0

)
. (31)

Similarly, the average PEB and OEB per user with local-
ization time limited to TL can be written as5

PEB =
1

U

U∑
u=1

√
Ts
TL

trace
(
J−1µ,u,1:2,1:2(X∗L)

)
, (32)

and,

OEB =
1

U

U∑
u=1

√
Ts
TL
J−1µ,u,3,3(X∗L). (33)

b: Sequential multi-user assessment
In this scheme, we localize and communicate with one
single-user at a time, while assessing sequentially the multi-
ple users. In this strategy, for localization and communication
phases, at each time instance, one single-user is served with
maximum power but only for a reduced time duration of
TL/U and Tu for localization and communication respec-
tively as shown in Fig. 3, thus respecting the same overall
constraints on time TL and TC as in the previous allocation

5The FIM in [17], [20] is considered for a signal with duration Ts. Since
we consider a localization time of TL, we consider the information increase
by a factor of TL/Ts (e.g., equivalently, performing a coherent integration
of successive observations/estimates would reduce noise by the same factor).

FIGURE 3. Time division in a localization and communication framework with
sequential users assessment

scheme. In other words, we basically use the single-user time
division strategy for U consecutive periods, once for each
user.

The average rate per user can be written as equation (31).
Similarly, the average PEB and OEB per user with the

localization time limited to TL/U can be written as

PEB =
1

U

U∑
u=1

√
UTs
TL

trace
(
J−1µ,u,1:2,1:2(X∗L,u)

)
, (34)

and,

OEB =
1

U

U∑
u=1

√
UTs
TL

J−1µ,u,3,3(X∗L,u). (35)

B. FREQUENCY DIVISION
In this strategy, we share the available subcarriers for both
localization and communication simultaneously for the full
duration of time T . Let NL and NC represent the sets of
subcarriers dedicated for localization and communication
respectively and NL = |NL| and NC = |NC | represent
the cardinality of the two sets. We further need to split the
subcarriers allocated to the communication phase into U
parts, represented as NC,u,∀u, such that we can beamform
all the U users relying on different subcarriers. Since we
consider no frequency effect on the rate, we can split the
frequency among the users arbitrarily. The sets NL and NC
are mutually exclusive and

⋃U
u=1NC,u = NC . Let us define

matrices YL = diag(YL,1,YL,2, · · · ,YL,N ) ∈ RM×M and
and YC,u = diag(YC,u,1,YC,u,2, · · · ,YC,u,N ) ∈ RM×M
where

YL,n =

{
INt , if n ∈ NL
0Nt , otherwise (36)

YC,u,n =

{
INt , if n ∈ NC,u
0Nt , otherwise (37)
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FIGURE 4. Frequency division framework for localization and communication
services

Then, we can define the average data rate as

R =
1

U

U∑
u=1

log2

(
1 +

aHζ,uYC,uX
∗
C,uY

T
C,uaζ,u

N0

)
. (38)

Similarly, the average PEB and OEB per user for the multi-
user case can be written as

PEB =
1

U

U∑
u=1

√
Ts
T

trace
(
J−1µ,u,1:2,1:2

(
YLX∗LY

T
L

))
, (39)

and,

OEB =
1

U

U∑
u=1

√
Ts
T
J−1µ,u,3,3

(
YLX∗LY

T
L

)
. (40)

The formulation YCX∗C,uY
T
C nullifies the beamformer re-

lated to the subcarriers not dedicated for communication (and
likewise YL for localization). Accordingly, the individual
subcarriers, and thus the total power budgeted over the entire
occupied bandwidth, can be split to cover the two different
services.

VI. NUMERICAL RESULTS
In this section we provide some illustrations of optimized
beamformers in a canonical multi-user scenario that can be
seen in Fig. 5.

A. SYSTEM PARAMETERS AND SIMULATION SETUP
Let us consider a mm-Wave BS operating at fc = 38 GHz
with bandwidth B = 300 MHz. We fix the antenna elements
number for both the BS and the user to Nt = Nr = 30
elements. We consider both the BS and the user antennas
to have a gain of 13 dBi and an inter-element distance
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FIGURE 5. Example of canonical scenario with a BS and 3 users positioned
at different distances from the BS with different orientation.
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FIGURE 6. Example of normalized beam direction for a localization-optimized
beamformer in the multi-user case, according to (a) min max and (b)
proportional fairness strategies.

d = 0.5λc. The path loss ξu between the BS and any mobile
user at a distance of du from the BS is given as in [31].

ξu(du)[dB] = ξ(d0) + 10α (du/d0) +Xσ, (41)

where, ξ(d0) = 10 log10 (4πd0/λc)
2 is the free space path

loss for a reference distance d0 = 1m. α = 1.9 is the path
loss exponent and σ = 4.6 dB is the standard deviation of the
zero mean Gaussian random shadow factor Xσ respectively.
We consider the illustrating canonical scenario shown in Fig.
5 as the system model, unless otherwise specified.

B. RESULTS AND ANALYSIS
In Fig. 6, we show the normalized beam gains as a function
of BS transmission directions as a result of localization
error optimal multi-user beamforming in the above canonical
scenario. We observe variable levels of power transmitted in
the directions of the three distinct users depending on the
fairness strategy considered. From Fig. 5, we observe that
User 2 is the best user due to its proximity and orientation
towards the base station followed by User 3 which is at the
same distance as User 1, but with a different orientation. This
is evident in Fig. 6 as with the min max fairness strategy,
User 1 is allocated relatively more power compared to with
the proportional fairness strategy.

Using the same localization error optimal beamforming
model, in Fig. 7 and 8 we can see the effect of βτ on the
subcarriers allocation. As discussed earlier, during localiza-
tion, we consider symmetric power allocation across subcar-
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FIGURE 9. Power allocation per subcarrier for different values of βτ

riers (with respect to the center frequency of the occupied
spectrum) to facilitate the statement and resolution of the
optimization problem we derived. Hence, to avoid repetition
due to the underlying symmetry in our analysis, we only
consider the repeated subcarriers. We consider 8 subcarriers
in the full spectrum scenario, but only look at 4 of them
numbered as n = {1, 2, 3, 4}. We limit the total power K
to 2.5 units and optimize the beamformer with βτ = 0 or
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FIGURE 10. Empirical CDF of the PEB per user (best, worst and average
performance) for different fairness strategies over 1000 MC trials.
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FIGURE 11. Empirical CDF of the OEB per user (best, worst and average
performance) for different fairness strategies over 1000 MC trials.

βτ > 0. When βτ > 0, we can observe that in Fig. 7,
the first subcarrier has no power allocated and the remaining
subcarriers have unequal power distribution. However, for the
other case where βτ = 0, we have equal allocation across
all the subcarriers, as illustrated by Fig. 8. The subcarrier
power distribution for the two cases are presented in Fig. 9.
It is clear that for βτ > 0, the optimal beamformer would
allocate all the power to the two extremities of the spectrum.
The reason is that, for delay estimation, performance would
benefit from higher resolution provided by a larger equivalent
bandwidth (from using more distant frequency components).
Hence in the figure, under the spectral power mask constraint
(with 0 ≤ trace(fnf

H
n ) ≤ 1), the optimal power allocation

solution is vertical water-filling starting from the ends of the
spectrum. In contrast, for AoD and AoA estimation, since the
frequency plays no role according to the underlying model,
there is a uniform power allocation over all the subcarriers.

Figs. 10 and 11 show the empirical cumulative distribution
function (CDF) of best case, worst case and average PEB
and OEB per user in the multi-user scenario, over 1000
Monte Carlo (MC) simulation trials of the user positions
consisting of three random users positions/orientations (per
trial) evaluated with both proportional and min max fairness
strategies. In each occupied position of each MC trial, we use
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the localization error optimal beamforming to characterize
the best PEB as the one with minimum PEB, the worst PEB
as the one with maximum PEB and the average PEB as the
mean PEB over all three users (and similarly for OEB). We
can observe that the CDFs of best, worst and average PEB
and OEB are close to each other for all the cases. Even
then, we can see that the proportional fairness, as expected,
performs better for the best user whereas worse for the worst
user and in average. It is also evident that the min max
fairness improves the worst user performance, whereas the
proportional fairness improves further the best user. Based
on this observation, we can suggest that, if the dispersion is
large between the worst and the best user, it is better to use the
proportional fairness scheme such that the localization per-
formance of the best user does not degrade too much whereas
for a lower dispersion, min max optimization improves the
overall performance more.

In Fig. 12 (and respectively Fig. 13), we represent the cor-
responding trade-off between PEB (and respectively OEB)
according to different resources sharing strategies and the
average rate. Here, we use the localization optimal beam-
forming for obtaining the PEB and OEB and the data rate
optimal beamforming for obtaining the average rate, as
clarified in section V. In case of frequency division, we
dedicate the peripheral parts of the spectrum to localization
services for better delay estimation [17]. From the equations
of data rate, PEB and OEB in section V, one can intuitively
understand the effect of time and frequency division. With
a larger proportion of time split for the localization phase,
we can send more localization pilot signals and get better
average PEB and OEB performance. We can notice that PEB
and OEB decrease by a factor of

√
Ts/TL and the average

rate decreases by a factor of (T − TL)/T as we increase
TL. Similarly, with more time allocated for communication,
we get higher data rates for communication as expected.
Likewise, increasing the number of subcarriers allocated for
localization, we get better average PEB and OEB perfor-
mances, and consequently the resulting allocation of a low
number of subcarriers for communication decreases the rate
performance.

From Figs. 12 and 13, we can firstly observe that for
single-user, the PEB is smaller and the data rate is higher.
Since there are no beams in other directions unlike for the
multi-user case, more power is received by the user. Simi-
larly, it is better for the BS to localize and communicate with
all the users simultaneously rather than sequentially while
targeting localization and communication with individual
users. Moreover, we can see that for both PEB and OEB, it
is better to share frequency rather than time to get a better
performance. Allocating localization pilots on the extremi-
ties of the spectrum improves localization performance (in
particular delay performance) while there is no advantageous
temporal allocation for either of the phases while sharing
time. Here, in the single-user frequency division and multi-
user frequency division, we use the peripheral parts of the
spectrum for localization and the remaining central part for
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FIGURE 13. OEB vs. average rate trade-off for both time and frequency
division strategies among the 3 users.

communication, and hence we can see the performance gain
for PEB and OEB with optimal power allocation in frequency
rather than in time.

The operating point on each trade-off curve then depends
on the QoS requirement for each service. Given a particular
system scenario and a total resource budget, we can pin-point
the feasible region in the trade-off curve that satisfies the QoS
requirement for each of the localization and communication
services and then find the optimal resource splitting region
for the time and frequency division.

VII. CONCLUSIONS
In this paper, for both single-user and multi-user cases, we
firstly derived the optimal beamforming solutions based on
the minimization of localization error bounds on the one
hand, and on the maximization of the average rate on the
other hand. For this sake, we firstly determined the CRLB
characterizing the estimation error of intermediary location-
dependent parameters, namely delay, AoD and AoA, as-
suming symmetry for the occupied frequency spectrum of
the signal transmitted from the BS. Furthermore, from the
formulated localization error, we understood the importance
of optimal power allocation in the frequency spectrum during
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the localization phase, especially for delay estimation, and
then determined the optimal beamforming solution. While
optimizing the beamformer, we suggested two strategies for
power allocation, based on different definitions of fairness
among users, namely min max and proportional fairness
strategies. Each proposal offers a distinct solution that can be
advantageous on its own depending on the use case scenario.
Finally, we evaluated the trade-off arising from the different
resource sharing strategies, time and frequency in particular,
in a framework comprising both localization and communi-
cation services for each of the deployment possibilities.

.

APPENDIX A COMPONENTS OF THE FIM PER
SUBCARRIER
Let Fn = fnf

H
n and ȧTx,u = daTx,u/dθ. By assuming

the centroid of the antenna array as the reference point in
equation (2), we have the relation aHTxF ȧTx = 0 similar to
[15], [18]. Hence, the components of the FIM in equation
(5), are as follows.

Φn(τu, τu) = 4π2ρu,n
n2B2

N2
|hu|2d0,uaHTx,uFnaTx,u,

(42a)

Φn(τu, θu) = 2πρu,n
nB

N
|hu|2d0,u<{jȧHTx,uFnaTx,u},

(42b)

Φn(τu, φu) = 2πρu,n
nB

N
|hu|2d1,u<{jaHTx,uFnaTx,u},

(42c)

Φn(τu, hR,u) = 2πρu,n
nB

N
d0,u<{jh∗uaHTx,uFnaTx,u},

(42d)

Φn(τ, hI,u) = −2πρu,n
nB

N
d0,u<{h∗uaHTx,uFnaTx,u},

(42e)

Φn(θu, θu) = ρu,n|hu|2d0,uȧHTx,uFnȧTx,u, (42f)

Φn(θu, φu) = 0, (42g)
Φn(θu, hR,u) = 0, (42h)
Φn(θu, hI,u) = 0, (42i)

Φn(φu, φu) = ρu,n|hu|2d2,uaHTx,uFnaTx,u, (42j)

Φn(φu, hR,u) = ρu,nR{hud1,u}aHTx,uFnaTx,u, (42k)

Φn(φu, hI,u) = ρu,nI{hud1,u}aHTx,uFnaTx,u, (42l)

Φn(hR,u, hR,u) = ρu,nd0,ua
H
Tx,uFnaTx,u, (42m)

Φn(hR,u, hI,u) = 0, (42n)

Φn(hI,u, hI,u) = ρu,nd0,ua
H
Tx,uFnaTx,u, (42o)

where, ρu,n = 2PTx,uTsξu|sn|2/No, and

d0,u =
∣∣∣∣wH

u aRx,u
∣∣∣∣2
2
, (43a)

d1,u = aRx,uw
H
u

d

dφ
wH
u aRx,u, (43b)

d2,u =

∣∣∣∣∣∣∣∣ ddφwH
u aRx,u

∣∣∣∣∣∣∣∣2
2

. (43c)

APPENDIX B COMPONENTS OF THE FIM FOR
MULTIPLE SUBCARRIERS
For the multiple subcarrier case, we exploit the symmetry of
beamformers and transmitted data considering f−n = fn
and s−n = sn respectively to formulate the FIM as in
equation (4). This symmetric assumption ensures that the
terms Φ(τu, xu) where xu = {θu, φu, hR,u, hI,u} are 0.
Consider an example where xu = θu.

Φ(τu, θu) =

N/2∑
n=−N/2

Φn(τu, θu), (44a)

= ψu(τu, θu)

N/2∑
n=−N/2

ωn(τu, θu)n, (44b)

where, ψu(τu, θu) = Φn(τu, θu)/(ωn(τu, θu)n) and
ωn(τu, θu) = |sn|2<{jȧHTx,uFnaTx,u}. Due to the symmetry
of fn and sn, we have ωn(τn, xn) = ω−n(τn, xn). Hence,∑N/2
n=−N/2 ωn(τu, θu)n = 0 and accordingly Φ(τu, θu) = 0.
Likewise, we can derive the FIM for rest of the variables

as

Φ(τu, τu) = 4π2σu
B2

N2
|hu|2d0,uaHTx,uXτaTx,u, (45a)

Φ(τu, θu) = 0, (45b)
Φ(τu, φu) = 0, (45c)
Φ(τu, hR,u) = 0, (45d)
Φ(τ, hI,u) = 0, (45e)

Φ(θu, θu) = σu|hu|2d0,uȧHTx,uXȧTx,u, (45f)

Φ(θu, φu) = 0, (45g)
Φ(θu, hR,u) = 0, (45h)
Φ(θu, hI,u) = 0, (45i)

Φ(φu, φu) = σu|hu|2d2,uaHTx,uXaTx,u, (45j)

Φ(φu, hR,u) = σuR{hud1,u}aHTx,uXaTx,u, (45k)

Φ(φu, hI,u) = σuI{hud1,u}aHTx,uXaTx,u, (45l)

Φ(hR,u, hR,u) = σud0,ua
H
Tx,uXaTx,u, (45m)

Φ(hR,u, hI,u) = 0, (45n)

Φ(hI,u, hI,u) = σud0,ua
H
Tx,uXaTx,u, (45o)

where,

σu =
2PTx,uTsξu

No
, (46)

andXτ =
N/2∑

n=−N/2
|sn|2n2Fn, andX =

N/2∑
n=−N/2

|sn|2Fn.

APPENDIX C DERIVATION OF LOCALIZATION ERROR
From equation (5), we have the FIM matrix as:

Ju =

(
Φ1,u 02×3
03×2 Φ4,u

)
, (47)

where,

Φ1,u =

[
Φ(τu, τu) 0

0 Φ(θu, θu)

]
, (48a)
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Φ4,u =

 Φ(φu, φu) Φ(φu, hR,u) Φ(φu, hI,u)
Φ(φu, hR,u) Φ(hR,u, hR,u) 0
Φ(φu, hI,u) 0 Φ(hI,u, hI,u)


(48b)

and 0m×n represents a m by n zero matrix.
Now transforming the FIM Ju to the basis µ from η, we

have the relation Jµ,u = TuJuT
T
u where,

Tu =

(
T1,u T2,u

03×2 T4,u

)
, (49)

where,

T1,u =

[
cos(θu)/c − sin(θu)/du
cos(θu)/c cos(θu)/du

]
, (50a)

T2,u =

[
− sin(θu)/du 0 0
cos(θu)/du 0 0

]
, (50b)

T4,u =

−1 0 0
0 1 0
0 0 1

 , (50c)

and du = ||pu − qu||2.
Hence, we can now write

Jµ,u = TuJuT
T
u (51a)

=

[
T1,u T2,u

03×2 T4,u

] [
Φ1,u 02×3
03×2 Φ4,u

] [
T T1,u 02×3
T T2,u T T4,u

]
,

(51b)

=

[
T1,u T2,u

03×2 I3

] [
Φ1,u 02×3
03×2 Φ̃4,u

] [
T T1,u 02×3
T T2,u I3

]
,

(51c)

= T̃uJ̃uT̃
T
u , (51d)

where, J̃u is a diagonal matrix and Φ̃4,u = T4,uΦ4,uT
T
4,u

which is equal to

Φ̃4,u = T4,uΦ4,uT
T
4,u (52a)

=

Φ(φu, φu) 0 0
0 Φ(hR,u, hR,u) 0
0 0 Φ(hI,u, hI,u)

 . (52b)

Now, in order to calculate the CRLB, we need to find J−1µ,u.

J−1µ,u = T̃−Tu J̃−1u T̃−1u , (53)

where T̃−Tu =
(
T̃−1u

)T
. Using Schur’s complement to

calculate the inverse,

T̃−1u =

[
T1,u T2,u

03×2 I3

]−1
=

[
T−11,u −T5,u

03×2 I3

]
, (54)

and, T5,u = T−11,uT2,u where

T−11,u = ku

[
cos(θu)/du sin(θu)/du
− cos(θu)/c cos(θu)/c

]
= ku

[
t11,u t12,u
t21,u t22,u

]
, (55)

where, ku = cdu/
(
cos2(θu) + cos(θu) sin(θu)

)
.

Hence, we can formulate T5,u as,

T5,u = T−11,uT2,u =

[
0 0 0
1 0 0

]
. (56)

From the above expressions, we can finally formulate J−1µ,u
as

J−1µ,u =

[
T−T1,u Φ−11,uT

−1
1,u −T−T1,u Φ−11,uT5,u

−T T5,uΦ−11 T1,u T T5,uΦ
−1
1 T5,u + Φ̃−14

]
, (57)

where,

T−T1,u Φ−11,uT
−1
1,u (58)

= k2u

[
t211Φ−1(τu, τu) + t221Φ−1(θu, θu)

t212Φ−1(τu, τu) + t222Φ−1(θu, θu)

]
,

(59)

and,

TT5,uΦ
−1
1 T5,u =

Φ−1(θu, θu) 0 0
0 0 0
0 0 0

 . (60)

Consider γ with the unit m2/rad2 to be the homogeneity
factor. Accordingly, we can thus formulate the localization
error as Lu = trace[J−1η ]1:3 as

Lu = PEB2
u + γOEB2

u, (61a)

= k2ut
2
11Φ−1(τu, τu) + k2ut

2
21Φ−1(θu, θu)︸ ︷︷ ︸

From J−1
µ,u(1,1)

+ k2ut
2
12Φ−1(τu, τu) + k2ut

2
22Φ−1(θu, θu)︸ ︷︷ ︸

From J−1
µ,u(2,2)

+ γΦ−1(θu, θu) + γΦ−1(φ, φ)︸ ︷︷ ︸
From J−1

µ,u(3,3)

, (61b)

= kτ,uΦ−1(τu, τu) + kθ,uΦ−1(θu, θu)

+ kφ,uΦ−1(φu, φu). (61c)
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APPENDIX D CONVEX REFORMULATION OF AOD
CONSTRAINT
In equation (15c) consider u = ȧHu XN ȧu, v = ȧHu XNau ,
w = aHu XNau and k = αθ,uζθ. Then,

u− |v|
2

w
≥ k, (62a)

w(u− k) ≥ vHv, (62b)

4w(u− k) ≥ 4vHv, (62c)

4w(u− k) + w2 + (u− k)2 ≥ (2|v|)2 + w2 + (u− k)2,
(62d)

((u− k) + w)2 ≥ (2|v|)2 + w2 + (u− k)2 − 2w(u− k),
(62e)

((u− k) + w)2 ≥ (2|v|)2 + ((u− k)− w)2, (62f)
((u− k) + w) (62g)

≥
√

(2<(v))2 + (2=(v))2 + ((u− k)− w)2, (62h)

(u− k + w) ≥

∣∣∣∣∣∣
∣∣∣∣∣∣
 2<(v)

2=(v)
(u− k − w)

∣∣∣∣∣∣
∣∣∣∣∣∣
2

. (62i)
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