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Adjacent Channel Interference Aware Joint
Scheduling and Power Control for V2V Broadcast

Communication
Anver Hisham, Di Yuan, Senior Member, IEEE, Erik G. Ström, Senior Member, IEEE,

and Fredrik Brännström, Member, IEEE

Abstract—This paper proposes scheduling and power control
schemes to mitigate the impact of both co-channel interference
(CCI) and adjacent channel interference (ACI) on direct vehicle-
to-vehicle broadcast communication. The objective is to maximize
the number of vehicles that can communicate with the prescribed
requirement on latency and reliability. The joint scheduling and
power control problem is formulated as a mixed Boolean linear
programming (MBLP) problem. A column generation method
is proposed to reduce the computational complexity of the joint
problem. From the joint problem, we formulate a scheduling-
alone problem (given a power allocation) as a Boolean linear
programming (BLP) problem and a power control-alone problem
(given a schedule) as an MBLP problem. The scheduling problem
is numerically sensitive due to the high dynamic range of channel
values and adjacent channel interference ratio (ACIR) values.
Therefore, a novel sensitivity reduction technique, which can
compute a numerically stable optimal solution at the price
of increased computational complexity, is proposed. Numerical
results show that ACI, just as CCI, is a serious problem in direct
vehicle-to-vehicle (V2V) communication due to near-far situations
and hence should not be ignored, and its impact can be reduced
by proper scheduling and power control.

I. INTRODUCTION

A. Motivation

V2V communication can reduce traffic accidents signifi-
cantly by broadcasting up-to-date local and emergency in-
formations to nearby vehicles. To this end, both periodic
and event-driven messages are conveyed. Periodic messages
are transmitted by all vehicular user equipments (VUEs) in
order to convey its current status to neighbors such as posi-
tion, velocity and acceleration, whereas event-driven messages
are sent when any emergency situation has been detected.
However, conveying such safety related messages requires
the establishment of highly reliable, low latency broadcast
communication links between VUEs.
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Fig. 2: Received power spectral density at receiving VUE j.

In this context, 3GPP is standardizing both cooperative
awareness messages (CAMs) for periodic messages, and de-
centralized environmental notification messages (DENMs) for
aperiodic messages in V2X communication. CAMs are sent
with a frequency of 2-10 Hz, and the latency requirement is
100 ms, depending upon the application [1, Table 1]. DENMs
are used to alert vehicles of a detected event, and the trans-
mission can be repeated and persist as long as the event is
present [2]. However, both periodic and aperiodic messages in
V2V are local and broadcast in nature, requiring cooperation
between vehicles in close proximity.

The reliability requirement of V2V links can be achieved
by ensuring that the signal to interference and noise power
ratio (SINR) is above a certain threshold value [3]. The SINR
of a wireless link depends on the received interference power.
Broadly speaking, there are two types of interferences: co-
channel interference (CCI) and adjacent channel interference
(ACI). CCI is cross-talk between transmitters scheduled in



same time-frequency slot, whereas ACI is interference due to
leakage of transmit power outside the intended frequency slot.
Hence, ACI will affect transmissions that are scheduled in
same timeslot but at different frequency slots.

ACI is mainly caused by the nonlinearity of the power
amplifier (PA) in the transmitter. Advanced methods have been
developed to linearize the PA [4]–[7], however, the clipping
effect of the PA cannot be avoided, which results in ACI. An
example of ACI is illustrated in Figs. 1–2, where VUE i is
transmitting to VUE j, and VUEs k and k′ are interfering.
The interfering VUE k is transmitting on a nearby frequency
slot causing ACI, whereas, VUE k′ is transmitting on the same
frequency slot as desired slot, therby causing CCI. However, as
illustrated in the figure, when the receiver VUE j is closer to
VUE k than VUE k′, the ACI caused by VUE k is larger than
the CCI caused by VUE k′. Therefore, the received signal to
interference and noise ratio (SINR) of VUE j is mostly limited
by the ACI from VUE k rather than the CCI from VUE k′,
even though VUE k is transmitting on an adjacent frequency
slot.

ACI is typically measured using a parameter named adjacent
channel interference ratio (ACIR), which is defined as the ratio
of received signal power in the transmitted frequency slot to
the received ACI in the nearby frequency slot. In other words,
ACIR is the ratio between the average in-band received power
from transmitter k and the average out of band received power
from transmitter k’s signal in the frequency slot allocated for
transmitter i, as illustrated in Fig. 2.

The performance of a communication network is limited
by ACI when 1) VUEs are multiplexed in frequency domain,
and 2) a near-far scenario occurs. If the number of available
timeslots is not enough for scheduling each VUE individually
in each timeslot, then the interference includes ACI. The ACI
becomes a determining factor in communication when near-
far situations occur, i.e., when the desired signal is weak
compared to ACI as shown in Fig. 2. The near-far situations
are more common in direct V2V broadcast communication
since (i) the transmit powers tend to be similar in broadcast
communication, (ii) all transmitted signals are of interest
to all receivers, and (iii) the obstruction by intermediate
vehicles cause high penetration loss [8]–[11] resulting in
high dynamic range in channel gains. This implies that the
received power ratio from a nearby and far-away transmitter is
high, especially when there are many blocking vehicles, and
ACI can therefore be a significant problem when detecting
the far-away signal. Therefore, ACI should not be ignored
when designing scheduling and power control for direct V2V
broadcast communication.

B. State of the Art

There are many studies on scheduling for V2V communi-
cation that consider reliability and latency requirements [12]–
[14]. Out-of-cellular coverage scenario for V2V is theoreti-
cally studied in [15], and a simulation-based study is found in
[16]. Infrastructure-based scheduling is studied in [17], while
a distributed autonomous scheduling approach is proposed in

[18]. V2V scheduling algorithms for broadcast service are
studied in [18], [19]. Location-based scheduling for a highway
platooning scenario is investigated in [20], [21]. In [22], the
authors study scheduling strategies in the absence of channel
state information (CSI). A strategy for joint optimization of
scheduling and power control for sidelink (which includes
V2V) is presented in [23]. To improve connectivity among
VUEs, a scheduling strategy based on inter-VUE distances
and mobility is proposed in [24], which can reduce the access
delay. In [25], a joint scheduling and power control algorithm
is proposed for V2V networks with the objective to satisfy
certain delay aware quality of service (QoS) requirements,
under the assumption of instantaneous CSI knowledge. In the
same paper, the authors prove that the optimal power allocation
scheme in theory converges to the classical water-filling policy
with the considered objective. A study on maximum achiev-
able V2V datarates has been done in [26], where a network
coding technique to cancel the interference is proposed. The
authors also consider road side units (RSU) for the information
exchange. A study on the capability of the IEEE 802.11p
standard to satisfy stringent V2V requirements is done in
[27], [28], where the authors conclude that the IEEE 802.11p
standard may not be sufficient. Instead, the authors propose a
novel medium access control (MAC) protocol and transport
layer for IEEE 802.11p in order to satisfy real-time V2V
requirements. However, most of the existing literature focuses
on reducing CCI alone, without considering ACI. But ACI
is a significant factor in V2V communication due to near-
far problem, hence affect the performance [29]. In [30], the
authors analyze the impact of ACI for device-to-device (D2D)
communication, for various user densities and transmit power,
and conclude that ACI indeed causes outage when the user
density is high. Extensive studies have been done to measure
the impact of ACI when different communication technologies
coexist in adjacent frequency bands [31]–[34]. In [35], the
authors assess the performance degradation due to ACI when
two LTE base stations are deployed in adjacent frequency
channels. The impact of ACI on 802.11b/g/n/ac was also been
broadly studied [36]–[38].

The impact of ACI on V2V carrier-sense multiple access
(CSMA) MAC layer has been studied in [39], [40]. The
authors conclude that a potential transmitter would falsely
assume that the channel is busy due to the ACI from a
transmitter tuned to an adjacent channel, which causes the
transmitter to defer its transmission resulting in delays.

We note that adequate attention has not yet been given
to study the effect of ACI within a V2V broadcast com-
munication scenario. This scenario, in which each VUE is
simultaneously a transmitter and a receiver, is not mainstream,
and it is hard to find related scheduling and power control work
in the existing literature. Additionally, CCI-based scheduling
and power control may not help to mitigate the impact of
ACI [41], and does not generalize well to account for ACI.
Our previous works [29], [41] try to understand the impact
of ACI upon vehicular communication, and mitigate it using
scheduling and power control algorithms. In this paper, we
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generalize our previous work in two main directions by 1)
allowing overlapping scheduling for all VUEs in the net-
work and thereby enabling completely general reuse of time-
frequency resources, 2) reducing the computational complexity
and numerical sensitivity for joint scheduling and power
control.

C. Contributions

Our goal is to maximize the number of connected VUEs
in a vehicular network, using proper scheduling and power
control schemes. We make the following contributions in this
paper:

1) The joint scheduling and power control problem to max-
imize the number of connected VUEs is formulated for
general reuse of time-frequency resources, as a mixed
Boolean linear programming (MBLP) problem.

2) In order to reduce the computational complexity with
respect to the number of timeslots, a novel column
generation method is proposed for the joint scheduling
and power control problem.

3) The scheduling for fixed power is formulated as a
Boolean linear programming (BLP) problem, and power
control for a fixed schedule is formulated as an MBLP
problem. Both formulations allow for general reuse of
time-frequency resources.

4) A cutting plane method is proposed for the scheduling
problem to completely remove the numerical sensitivity
due to the high dynamic range of channel values and
ACIR values.

II. PRELIMINARIES

A. Notation

We use the following notation throughout the paper. Sets
are denoted by calligraphic letters, e.g., X , with |X | denoting
its cardinality, and ∅ indicating an empty set. Lowercase and
uppercase letters, e.g., x and X , represent scalars. Lowercase
boldface letters, e.g., x, represent a vector where xi is the ith

element. The uppercase boldface letters, e.g., X, denote ma-
trices where Xi,j indicates the (i, j)th element. The notation
1{statement} is either 1 or 0, depending upon if the statement
is true or false. If there are multiple statements in 1{·}, the
notation is true if and only if all the statements are true.

B. Assumptions

We have following assumptions;
1) We define N = {1, 2, . . . , N} as the set of VUEs,
F = {1, 2, . . . , F} as the set of frequency slots, and
T = {1, 2, . . . , T} as the set of timeslots for scheduling.
A frequency slot f in timeslot t is denoted as a resource
block (RB) (f, t). The framework in this paper does not
assume a particular RB size. However, in the numerical
results presented in Sec. VI we adopt the LTE RB
dimensions, i.e., 180 kHz× 0.5 ms [42, section 5.2.3].

2) A VUE i ∈ N wants to broadcast its packet to the VUEs
in the set Ri ⊂ N . For convenience, we define the set of
intended transmitters for receiver VUE j as Tj , {i : j ∈

TABLE I: Key Mathematical Symbols

Symbol Definition

N Number of VUEs
F Number of frequency slots
T Number of timeslots
γT SINR threshold to declare a link as successful
σ2 Noise power in an RB

Pmax Maximum transmit power of a VUE
Pi,f,t Transmit power of VUE i in an RB in timeslot t
Hi,j Average channel power gain from VUE i to VUE j

λr ACI from any frequency slot f to frequency slot f ± r
Xi,f,t Indicate if VUE i is scheduled to transmit in RB (f, t)

Γi,j,f,t SINR of the link (i, j) in RB (f, t)

Yi,j,f,t Indicate if link (i, j) is successful in RB (f, t)

Zi,j Indicate if link (i, j) is successful in any RB
Vi,k,r,t Indicate if VUE i and k are scheduled no more than

r frequency slots apart in timeslot t

Ri}. We note that Tj , j ∈ N is completely determined
by Ri, i ∈ N and vice versa. As an example, the set
Ri could be all vehicles within a certain distance from
VUE i; however, the proposed method does not rely on
any particular structure forRi or, therefore, Tj . Moreover,
we define the set L = {(i, j) : i ∈ N , j ∈ Ri} as the set
of all intended links.

3) A centralized controller exists which can schedule and
power control all VUEs in the network in F × T RBs.
A base station (BS), or a RSU, or a VUE can act as a
centralized controller. It is worth mentioning that 3GPP
proposes installing intelligent transport system stations
(ITS-S) at regular distances on the roadside, which can
relay messages or act as a centralized controller [2].

4) The large-scale channel parameters (i.e., pathloss and
penetration loss) are assumed to be slowly varying com-
pared to the scheduling interval T . Therefore, we assume
that the centralized controller has access to the slowly
varying CSI between all pairs of VUEs to compute
the average SINR. If this assumption is violated, e.g.,
if the CSI is missing, noisy or outdated, then optimal
scheduling and power control might not be possible or
performance will be degraded.

5) A VUE can successfully transmit a message in an RB
(i.e., transmit with a message error probability below a
predetermined threshold), if the received average SINR is
above a certain threshold γT [3, Lemma 1]. The maximum
transmit power of a VUE is assumed to be Pmax.

C. System Model

Key mathematical symbols are listed in Table I. We indicate
a transmitting VUE as VUE i, receiving VUE as VUE j, and
interfering VUE as VUE k, as illustrated in Fig. 1. Similarly
the link (i, j) indicates the link from VUE i to VUE j. The
parameter Hi,j is the average channel power gain from VUE i
to VUE j. Hence, Hi,j takes into account pathloss, penetration
loss, and large-scale fading between VUE i and VUE j.
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Assume that VUE i is transmitting in RB (f, t) and VUE k
in RB (f ′, t). If interferer VUE k is transmitting on the same
RB as VUE i (i.e., f ′ = f ), then the VUE j’s reception of the
transmission from VUE i is affected by CCI from VUE k. On
the other hand, if VUE k is transmitting on a nearby frequency
slot of VUE i (i.e., f ′ 6= f ), then the reception is affected by
ACI instead.

III. PROBLEM FORMULATION

A. Joint Scheduling and Power Control Problem

Let X ∈ {0, 1}N×F×T be the scheduling matrix defined as
follows,

Xi,f,t ,

{
1, if VUE i is scheduled in RB (f, t)

0, otherwise
. (1)

Similarly, P ∈ RN×F×T is the power matrix, where Pi,f,t
is the transmit power of VUE i in RB (f, t). The variable
Pi,f,t is constrained by the maximum transmit power Pmax

of a VUE in a timeslot as follows,

F∑
f=1

Pi,f,t ≤ Pmax ∀ i, t (2)

Moreover, Pi,f,t is also constrained by scheduling as follows,

0 ≤ Pi,f,t ≤ PmaxXi,f,t ∀i, f, t (3)

Let us consider a link (i, j) in RB (f, t), i.e., the link from
VUE i to VUE j in frequency slot f and timeslot t. The total
signal power Si,j,f,t and interference power Ii,j,f,t received
by VUE j while decoding the signal from VUE i in RB (f, t)
can be computed as

Si,j,f,t = Pi,f,tHi,j , (4)

Ii,j,f,t =

F∑
f ′=1

N∑
k=1
k 6=i

λ|f ′−f |Pk,f ′,tHk,j , (5)

where λr is the ACIR from a frequency slot f to frequency
slot f ± r. Therefore, λ|f ′−f | is the ACIR from frequency
slot f ′ to f . Note that when f ′ = f , the interference is CCI,
instead of ACI. Therefore, in order to accommodate CCI, we
make λ0 = 1.

Following (4) and (5), we can compute the SINR Γi,j,f,t of
the link (i, j) in RB (f, t), as follows,

Γi,j,f,t =
Si,j,f,t

σ2 + Ii,j,f,t
, (6)

where σ2 is the noise power in an RB.
For the link to be successful, the SINR must be above a

certain threshold γT, i.e., Γi,j,f,t ≥ γT or

Si,j,f,t − γTIi,j,f,t ≥ γTσ2. (7)

However, it might not be possible to fulfill this condition for
all links (i, j) in all RBs (f, t). To select which combinations

of i, j, f , and t to enforce this condition, we introduce the
Boolean matrix Y ∈ {0, 1}N×N×F×T , where

Yi,j,f,t ,

{
1, if (7) is enforced
0, otherwise

(8)

We can combine (7) and (8) into a single constraint,

Si,j,f,t − γTIi,j,f,t ≥ γTσ2 − η(1− Yi,j,f,t) (9)

where η is a sufficiently large number to make (9) hold
whenever Yi,j,f,t = 0, regardless of the schedule and power
allocation. It is not hard to show that η = γT(NPmax + σ2)
is sufficient.

Observe that if Yi,j,f,t = 1, then the link (i, j) is successful
in RB (f, t) as per (9). Let us define Z ∈ {0, 1}N×N as
successful link matrix, where each element Zi,j indicates the
success of link (i, j) in any RB (f, t), i.e.,

Zi,j ,

{
1, if link (i, j) is successful,
0, otherwise,

(10a)

= min{1,
T∑
t=1

F∑
f=1

Yi,j,f,t}, (10b)

where the minimum in (10b) is required to not to count
successful links between VUE i and VUE j more than once.
The objective is to maximize the total number of successful
links in L, i.e., maximize

∑
(i,j)∈L Zi,j .

We can translate (10b) into the following set of linear
constraints,

Zi,j ≥ Yi,j,f,t (11a)

Zi,j ≤
T∑
t=1

F∑
f=1

Yi,j,f,t (11b)

Zi,j ∈ {0, 1} (11c)

We note that constraint (11a) is redundant, since we do not re-
quire a lower bound for Zi,j while maximizing

∑
(i,j)∈L Zi,j .

Additionally, the last Boolean constraint (11c) can be relaxed
to the constraint Zi,j ≤ 1, since we are trying to maximize
Zi,j and Y is a Boolean matrix.

Putting everything together, we arrive at the following
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MBLP problem for joint scheduling and power control,

max
P,X,Y,Z

∑
(i,j)∈L

Zi,j (12a)

s.t.

Pi,f,tHi,j − γT
N∑
k=1
k 6=i

F∑
f ′=1

λ|f ′−f |Pk,f ′,tHk,j

≥ γTσ2 − γT(NPmax + σ2)(1− Yi,j,f,t) ∀ i, j, f, t
(12b)

F∑
f=1

Pi,f,t ≤ Pmax ∀ i, t (12c)

0 ≤ Pi,f,t ≤ PmaxXi,f,t ∀ i, f, t (12d)

Zi,j ≤
T∑
t=1

F∑
f=1

Yi,j,f,t ∀ i, j (12e)

Zi,j ≤ 1 ∀ i, j (12f)

X ∈ {0, 1}N×F×T (12g)

Y ∈ {0, 1}N×N×F×T (12h)

P ∈ RN×F×T (12i)

We can formulate a number of variations of the above
problem:

(i) We observe that the variable scheduling matrix X is
redundant for joint scheduling and power control problem
formulation (12), hence, can be avoided. By replac-
ing (12d) with the constraint 0 ≤ Pi,f,t ≤ Pmax, we can
optimize over power values P in (12a) and simply com-
pute Xi,f,t as Xi,f,t = 1{Pi,f,t > 0} later on. In other
words, we are doing only the power control and schedule
VUEs in RB (f, t) whenever their transmit powers in the
RB are nonzero. This way we can reduce the number of
Boolean variables, hence, make the problem formulation
more compact.

(ii) The problem formulation (12) can be translated into a
scheduling alone problem by changing the constraint
(12d) to

Pi,f,t = P̄i,tXi,f,t ∀ i, f, t (13)

where P̄i,t is the transmit power of VUE i in timeslot t,
which is a known value. Thus, the maximization in (12a)
is over X, Y, and Z. The resulting problem is a Boolean
linear programming (BLP) problem.

(iii) The problem formulation (12) can be translated into a
power control alone problem for an arbitrary scheduling
matrix X. That is, we fix the scheduling matrix X and
optimize over P, Y, and Z in (12a). Once we know
the schedule, we do not need the constraint (12b) for
all VUEs and for all RBs (i.e., ∀ i, j, f, t), instead, we
can limit this constraint only for the scheduled RBs for
each VUE. The resulting problem is an MBLP problem.

(iv) The problem formulation (12) can be translated into a
problem to maximize the minimum number of successful

links for a VUE, instead of total number of successful
links. In this way, we are guaranteeing at least L∗

successful links for any VUE. This is done by changing
the objective function (12a) as follows,

L∗ = max
P,X,Y,Z

L (14)

and adding an extra constraint to (12) as follows,∑
j∈Ri

Zi,j ≥ L ∀ i (15)

(v) To reduce the total power consumption without com-
promising the number of connected VUEs, the problem
formulation (12) objective can be modified as follows,

max
P,X,Y,Z

∑
(i,j)∈L

Zi,j − β
N∑
i=1

F∑
f=1

T∑
t=1

Pi,f,t, (16)

where β is the weight of the total power consumption in
the objective. Upon setting β ≤ 1/(NFTPmax), the sum
power minimization does not affect our primary objective
of maximizing the connectivity.

(vi) The problem formulation (12) allows for full-duplex
communication, i.e., a VUE can simultaneously transmit
and receive. Half-duplex communication can be enforced
by adding the constraint,

Yi,j,f,t ≤ (1−Xj,f ′,t) ∀ i, j, f, f ′, t (17)

(vii) We can enforce the scheduling to be nonoverlapping, i.e.,
scheduling at most one VUE in an RB, by adding the
following constraint. This way, CCI can be avoided.

N∑
i=1

Xi,f,t ≤ 1 ∀ f, t (18)

(viii) A VUE can be limited to transmit in at most one RB per
timeslot by adding the constraint

F∑
f=1

Xi,f,t ≤ 1 ∀ i, t (19)

This helps in applying sensitivity reduction techniques
without much loss in performance, as we will see in
Section V.

IV. JOINT SCHEDULING AND POWER CONTROL USING
COLUMN GENERATION METHOD

A. Motivation

Typical self-driving algorithms require high computational
capability and large storage [43], and vehicles would be
equipped with powerful processing units and memory [44] in
near future. Hence, it might be possible for a VUE acting
as a centralized controller and doing optimal scheduling and
power control by solving (12). However, we observe that
the computational complexity of (12) can be reduced by a
column generation method inspired by [45], as proposed in
this section.
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The worst-case computational complexity of (12) is
O(2(N+1)NFT (N2 +NFT )3/ log(N2 +NFT )). The factor
2(N+1)NFT is for fixing the (N + 1)NFT Boolean variables,
and the factor (N2 +NFT )3/ log(N2 +NFT ) is for solving
each of the resulting linear programming (LP) problem using
an interior point method [46]. However, with the column
generation method proposed in this section, the computa-
tional complexity can be reduced to O(2(N+1)NFT (N2 +
NF )3/ log(N2 + NF )), i.e., the computational complexity
is made to linear (instead of exponential) with respect to the
number of timeslots T . We also observe significant reduction
in simulation time while using the column generation method1.

A summary of the computational complexity for the con-
sidered algorithms can be found in Section VI, Table III.

B. Algorithm

First, we explain the intuition behind the algorithm. Suppose
we have an ordered set of Q distinct single-timeslot power
matrices P̃ = {P̃1, P̃2, . . . , P̃Q}, where P̃q ∈ RN×F , 1 ≤
q ≤ Q, can be thought of as the power allocation in a single
timeslot. Let Z̃q ∈ {0, 1}N×N be the corresponding successful
link matrix, i.e., Z̃q is the solution to (12) when T = 1 and
P is fixed and equals to P̃q . Let Z̃ = {Z̃1, Z̃2, . . . , Z̃Q}.

Now suppose Q ≥ T and that we are constrained to use
the power matrices in P̃ to form a power allocation for T
timeslots. That is, we need to choose T matrices2 from P̃ ,
and we define w ∈ {0, 1}Q s.t.

∑
q wq = T, as the choice

indicator vector, i.e., if wq = 1, then P̃q is chosen. The best
choice is found by solving the following problem:

max
Z′,w

∑
(i,j)∈L

Z ′i,j (20a)

s.t.
Q∑
q=1

Z̃qi,jwq ≥ Z
′
i,j ∀ i, j (20b)

Q∑
q=1

wq ≤ T (20c)3

Z ′i,j ∈ {0, 1} ∀ i, j (20d)

wq ∈ {0, 1} ∀ q (20e)

Loosely speaking, as Q grows large, we obtain better and
better power allocations, and in the limit when Q → ∞, the
solution to (20) will be essentially optimal. Needless to say,
this is not a practical approach. Even for a bounded Q, the
problem (20) is an NP-hard problem, since it is equivalent to a
maximum coverage problem [47]. To overcome these practical

1As an example, the average simulation time was reduced by 63.6% for
N = 20, F = 20, T = 2.

2Without loss of generality, we restrict the choice to T distinct matrices
in P̃ , as choosing the same matrix multiple times cannot increase the
objective (12a).

3This constraint is equivalent to
∑Q

q=1 wq = T in the problem formula-
tion. However, formulating the constraint in this way speeds up the solver.

difficulties, we propose a method to find a good set of Q
single-timeslot power matrices, and then applying a greedy
choosing method (with complexity O(T )) to approximately
solve (20).

Inspired by the column generation method, we split the
problem into three separate problems: 1) master problem [M],
2) subproblem [S], 3) choosing problem [C]. First we iterate
between [M] and [S], where in iteration Q we generate P̃Q

and Z̃Q to augment P̃ and Z̃ respectively. We terminate the
iterations once a termination criteria is met, then we apply [C]
to choose best T matrices out of Z̃ . The algorithm is illustrated
in Algorithm 1 and explained below,

1) Master problem [M]: The problem formulation (20) is
modified by relaxing the Boolean constraints (20d–e) to
the constraints 0 ≤ Z ′i,j ≤ 1, 0 ≤ wq ≤ 1, ∀ i, j, q. The
relaxed problem, which we call [M], is an LP problem
and therefore easy to solve. The dual values Πi,j for
each of the constraints (20b) and the dual value π for
the constraint (20c) are computed and passed on to [S].

2) Subproblem [S]: The problem formulation (12) is modi-
fied by setting T = 1, and the objective (12a) is changed
to max

∑
(i,j)∈LΠi,jZi,j − π. The modified problem is

solved and the solution power matrix is saved as P̃Q, and
successful link matrix as Z̃Q, where Q is the iteration
count. The sets P̃ and Z̃ are augmented by adding P̃Q

and Z̃Q respectively. The augmented Z̃ is passed to the
master problem [M] in the next iteration.

3) Choosing problem [C]: We choose T power matrices
sequentially for timeslots t = 1, 2, . . . , T in a greedy
manner. That is, for a timeslot t = t′, we choose the
power matrix P̃q

∗ ∈ P̃ that adds the highest number
of successful links, given the power matrix selections
already done in the previous timeslots t = 1, 2, . . . , t′−1,
as illustrated in Algorithm 1, line 7–12.

Intuitively, in an [M]-[S] iteration, the dual values Πi,j

computed by [M] would be larger for a recurrently failing link
(i, j) ∈ L in the previous iterations. Hence, [S] will prioritize
those links in the subsequent iterations. By the theory of linear
programming, we stop the iterations once the subproblem
objective value becomes zero or negative, which indicate that
the master problem cannot improve the solution anymore by
augmenting the set P̃ . To control complexity, we limit the
number of iterations to at most CT , i.e, Q ≤ CT . For C = 10
and the scenarios in Section VI, we observe that this bound
was never reached. That is, in all instances, Q < CT .

After the [M]-[S] iteration has terminated, we find the T -
timeslot power matrix P by solving the choosing problem [C].
The power matrix P then yields the scheduling matrix X as
Xi,f,t = 1{Pi,f,t > 0} ∀i, f, t.

It should be noted that the column generation method pre-
sented in Algorithm 1 might not provide an optimal solution,
since 1) [M] is a relaxed problem formulation of the original
problem (20) and 2) [C] is not guaranteed to compute an
optimal power matrix selection.

The scalability of the proposed column generation method
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Algorithm 1 Column Generation Method for Joint Scheduling
and Power Control

Input: {N,F, T,L,H, λ, P̃, γT, σ2, C}
Output: P,X

// Solve [M] and [S] iteratively (i.e., compute
the set of power matrices {P̃1, P̃2, · · · , P̃Q})

1: Initialize Q = 1, P̃1 = 0N×F×T , Z̃1 = 0N×N .
2: do
3: Solve [M] and compute the dual values Πi,j and π for

the constraints in (20b–c).
4: Q = Q+ 1
5: Solve [S], i.e., (12) after modifying the objective func-

tion (12a) to max
∑

(i,j)∈LΠi,jZi,j − π, for a single
timeslot. Compute the solutions Z and P, and assign
Z̃Q = Z, P̃Q = P.

6: while Q < CT and the objective value of [S] is positive

// [C]: Choose T power matrices from P̃
7: L′ = L
8: for t = 1 : T do
9: q∗ = arg max

1≤q≤Q

∑
(i,j)∈L′

Zqi,j

10: L′ = L′ \ {(i, j) : Zq
∗

i,j = 1}
11: Assign P̃q

∗
to timeslot t: Pi,f,t = P̃ q

∗

i,f,t ∀ i, f .
12: end for
13: Xi,f,t = 1{Pi,f,t > 0} ∀ i, f, t

with respect to N is an issue, since high computational
complexity of the method forbid solving for larger networks.
One solution approach for a large network would be to split
the network into smaller networks in a soft manner (to avoid
the edge effect), and apply the scheduling and power control
algorithms in each small network individually. We omit the
details here, and keep the improvement and evaluation of this
method as our future work.

V. REDUCING SENSITIVITY OF SCHEDULING PROBLEM

In this section, we propose a method to reduce the sensitivity
of the scheduling-only version of problem (12), i.e., (12)
variant (ii) in Section III. We note that, both ACIR values
and V2V channel values have got high dynamic rage, which
results in both large and small coefficients in the SINR
constraint (12b). This makes the constraint (12b) sensitive
and the problem (12) numerically harder to solve. Moreover,
high numerical sensitivity of the problem leads solver claiming
certain links to be successful, which are actually failed links in
reality. This leads solver to return a suboptimal solution instead
of the optimal solution. To overcome this sensitivity issue, we
propose a novel cutting plane approach inspired by [48], which
can compute the optimal solution by augmenting (12b) with
more robust Boolean cover inequalities. However the proposed
method in its current format has higher computational com-
plexity than solving the scheduling problem (12) variant (ii).
Therefore, we present this method as a proof of concept, and

used mainly for quantifying the optimality gap resulting from
the sensitivity of the problem.

The main idea is as follows. We start by solving (12) and
find out the violated SINR constraints (12b) by the result-
ing solution from the solver. Any resulting SINR violations
are identified and used to construct robust and nonsensitive
constraints (i.e., cutting planes), which are later added to the
scheduling problem. The updated problem is solved, which
results in new SINR violations that are used to construct
additional robust SINR constraints. The process of iteratively
adding robust SINR constraints is repeated until there are
no remaining SINR constraint violations. At this point, we
have arrived to a feasible solution for the problem (12)
which is also optimal (assuming that the modified problem is
solved optimally). Optimality follows since the added robust
constraints are not stronger than the original constraints (12b).

A. Preliminaries

In this subsection, we define the variables required for the
implementation of the sensitivity reduction method. Let Īi,j
denote the maximum tolerable interference power for a link
(i, j). That is, if the received interference power is less than
or equals to Īi,j , then the link (i, j) is successful, otherwise,
the link is a failure. The value of Īi,j can be computed from
(7) as follows,

Īi,j =
P̄i,tHi,j

γT − σ2 (21)

where P̄i,t is the transmit power of VUE i if scheduled in
timeslot t. We assume P̄i,t is a known quantity since we are
considering only scheduling here. A zero value, i.e., P̄i,t = 0,
indicate that VUE i cannot be scheduled in timeslot t.

For convenience, we add the constraint (19), which prevents
scheduling a VUE to more than one RB per timeslot. The
potential loss in performance due to this is probably minimal,
since scheduling in multiple RBs in a timeslot results in less
transmit power available for transmission in each RB, as well
as spreads the ACI over multiple RBs.

We introduce the variable V ∈ {0, 1}N×N×F×T , where
element Vi,k,r,t indicates if VUE i and k are scheduled in
RBs that are not more than r RBs apart in timeslot t. That is,
∀i, k, r, t,

Vi,k,r,t = 1{Xi,f,t = 1, Xk,f ′,t = 1, |f ′ − f | ≤ r} (22)

Even though we can compute Vi,k,r,t from X directly, in
order to preserve linearity, we will instead use the following
constraint to enforce (22)

Vi,k,r,t ≥ Xi,f,t +Xk,f ′,t − 1 ∀ i, k, r, t, f,
max{f − r, 1} ≤ f ′ ≤ min{f + r, F} (23a)

Vi,k,r,t ∈ {0, 1} ∀ i, k, r, t, (23b)

Indeed, it is easily checked that if we minimize Vi,k,r,t
subject to (23), then the solution is given by (22). We will see
later that solver of the modified problem strives to minimize
Vi,k,r,t.

7



B. Algorithm Description

The procedure here is an iterative cutting plane method as
shown in Algorithm 2. In each iteration we solve [MP] by
adding extra cover inequalities as explained below,

1) Modified problem [MP]: The constraint (12b) is the only
sensitive constraint in (12). Therefore, we modify the joint
scheduling and power control problem formulation in (12) into
a scheduling alone problem using the technique explained in
Section III variant (ii). We then add constraints (19) and (23)
to the problem formulation (12). We call this modified problem
as [MP]. During the iterations, we will add robust constraints
to the problem as described below.

2) Identifying SINR constraint violations: In each iteration,
we solve the problem formulation [MP] and call the resulting
solution scheduling matrix as X[MP] and successful link status
matrix as Y[MP]. However, not all links that are claimed to
be successful in Y[MP] are necessarily successful (since [MP]
might be not have a complete set of constraints). In fact, the
elements of the true successful link status matrix as Ytrue are

Y true
i,j,f,t = 1


X

[MP]
i,f,t P̄i,tHi,j

σ2 +
N∑
k=1
k 6=i

F∑
f ′=1

X
[MP]
k,f ′,tλ|f ′−f |P̄k,tHk,j

≥ γT


.

(24)
A link (i, j) is said to be falsely claimed to be successful in
RB (f, t), if Y true

i,j,f,t = 0 and Y [MP]
i,j,f,t = 1.

3) Construction of new constraints: Suppose the link (̄i, j̄)
scheduled in RB (f̄ , t̄) is a falsely claimed to be successful
link, i.e., Y true

ī,j̄,f̄ ,t̄
= 0 and Y [MP]

ī,j̄,f̄ ,t̄
= 1. We will now describe

how to construct and add strong cover inequalities to [MP],
so that the link (̄i, j̄) in RB (f̄ , t̄) can not be a falsely
claimed to be successful link in any of the future iterations
with the current interference scenario. The same procedure
for generating cover inequalities will be repeated for all falsely
claimed to be successful links.

Let S be the set of tuples (k, |f − f̄ |), where k 6= ī is an
interfering VUE that is scheduled in timeslot t̄. Formally,

S = {(k, r) : k 6= ī, X
[MP]
k,f,t̄ = 1, r = |f − f̄ |}. (25)

We see that S defines an interference scenario for the link (̄i, j̄)
in RB (f̄ , t̄). Since the link (̄i, j̄) in RB (f̄ , t̄) is a failure,
we know that

∑
(k,r)∈S λrP̄k,tHk,j > Īī,j̄ . We can ensure

Y
[MP]

ī,j̄,f̄ ,t̄
= Y true

ī,j̄,f̄ ,t̄
for the same interference scenario, in all

future iterations, by adding the following cover inequality to
the problem formulation [MP],

Yī,j̄,f,t̄ ≤ |S| −
∑

(k,r)∈S

Vī,k,r,t̄ ∀ f (26)

Observe that, the right hand side of the above cover inequality
is zero for the current interference scenario S. Therefore, the
above cover inequality enforces Yī,j̄,f,t̄ = 0, ∀ f, for the same
interference scenario in all future iterations.

Algorithm 2 Method for Sensitivity Removal

Input: {N,F, T,L,H, λ, P̄i,t, γT, σ2}
Output: X

1: Compute Īi,j ∀ (i, j) using (21).
2: Create the problem formulation [MP].
3: do
4: Solve [MP] to find the scheduling matrix X[MP] and

the successful link matrix Y[MP].
5: Compute Ytrue using (24).
6: foreach {(̄i, j̄, f̄ , t̄) : Y

[MP]

ī,j̄,f̄ ,t̄
= 1, Y true

ī,j̄,f̄ ,t̄
= 0} do

7: Find S ′ using Algorithm 3.
8: Find G using (29).
9: Add the cover inequalities (28) to [MP].

10: end for
11: while Y[MP] 6= Ytrue

12: X = X[MP]

Algorithm 3 Method for Computing S ′

Input: {S,H, λ, P̄, ī, j̄}
Output: S ′

// Find the minimum cardinality set S ′
1: S ′ = ∅
2: while

∑
(k,r)∈S′

λrP̄k,t̄Hk,j̄ ≤ Īī,j̄ do

3: (k′, r′) = arg max
(k,r)∈S\S′

{λrP̄k,t̄Hk,j̄}

4: S ′ = S ′ ∪ {(k′, r′)}
5: end while

// Maximize the RB gaps in S ′
6: while

∑
(k,r)∈S′

λrP̄k,t̄Hk,j̄ > Īī,j̄ do

7: (k′, r′) = arg min
(k,r)∈S′

{(λr − λr+1)P̄k,t̄Hk,j̄}

8: S ′ = (S ′ \ {(k′, r′)}) ∪ {(k′, r′ + 1)}
9: end while

10: S ′ = (S ′ \ {(k′, r′ + 1)}) ∪ {(k′, r′)}

However, we can tighten the cover inequality (26) by
replacing S with S ′, where S ′ ⊆ S is the minimal cardinality
set which is sufficient to cause enough interference to make the
link (̄i, j̄) in RB (f̄ , t̄) a failure, i.e.,

∑
(k,r)∈S′ λrP̄k,tHk,j >

Īī,j̄ . In other words, S ′ is the list of highest interference
causing elements within S , i.e.,

S ′ = arg min
S′′⊆S

{|S ′′| :
∑

(k,r)∈S′′
λrP̄k,tHk,j̄ > Īī,j̄}. (27)

To tighten the cover inequality further, we increment the RB
gaps in S ′ to maximally possible values, in such a way that
any further increment of any RB gaps in the resulting S ′ would
result in insufficient interference to break the link (̄i, j̄) in RB
(f̄ , t̄). The computation of S ′ is explained in Algorithm 3.

The final expression for the constraints to be added to [MP]
due to the falsely claimed to be successful link (̄i, j̄) in RB
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(f̄ , t̄) is

(|G|+ 1)Yī,j̄,f,t̄ ≤ |S ′|+ |G| −
∑

(k,r)∈S′∪G

Vī,k,r,t̄ ∀ f (28)

where the set G is for lifting the cover inequality (28) further
[49]. Here, G is the set (k′, r′) tuples, where VUE k′ would
cause more interference to the link (̄i, j̄) than any interferer
in S. Formally, for k ∈ N and r′ ∈ {0, 1, . . . , F − 1},

G = {(k′, r′) : λr′ P̄k′,tHk′,j̄ > max
(k,r)∈S

{λrP̄k,tHk,j̄}}. (29)

We note that VUE k′ is not necessarily scheduled according
to X[MP]. Furthermore, we note from (28) that increasing
the value of Vī,k,r,t̄ decreases the feasible region (hence,
does not improve the objective value). Therefore, the solver
always strive to minimize the value of Vī,k,r,t̄, which implicitly
enforces the relation between Vī,k,r,t̄ and X as explained in
Sec. V-A. Finally, we observe that the cover inequality (28)
can be applied for all timeslots t, if P̄i,t = P̄i,t′ , ∀ i, t, t′.

VI. PERFORMANCE EVALUATION

A. Scenario and Parameters

The simulation parameters are summarized in Table II. For
simulation purposes and ease of reproducibility, we evaluate
the proposed algorithms in a fairly simplistic network topol-
ogy. Of course, the proposed algorithms do not depend on any
particular network topology or simulation parameter values.

The network topology consists of N VUEs in a convoy.
For ease of simulation and reproducibility, we consider a
statistical model for VUEs’ topology. Researchers conclude
that the vehicular topologies are different in different scenarios
[50]–[54]. E.g., in a dense traffic scenario, VUEs usually
keep a fixed distance with the adjacent VUEs, however, for
sparse traffic, VUEs usually follow a modified Poisson point
process on a lane, i.e., the distance between any two adjacent
VUEs follows a shifted exponential distribution with minimum
distance dmin and average distance davg [50]. For simulation
purposes, we consider a freeway/highway scenario, hence
the adjacent vehicular distances d is modelled as a random
variable with probability density function,

f(d) =

{
(davg − dmin)−1 exp(− d−dmin

davg−dmin
), d ≥ dmin

0, otherwise
(30)

We choose davg = 48.6 m, which corresponds to 2.5 s for a
vehicular speed of 70 km/h, as recommended by 3GPP [55,
section A.1.2] for freeway scenario, and let dmin = 10 m.
We note that the exact vehicular mobility model is less of
a concern for the time scale of the problem under study.
Typically, the scheduling time horizon (which is related to the
latency requirement) is less than 100 ms, over which time the
slow channel state information (i.e., pathloss and shadowing)
does not vary significantly, even at highway speeds. Hence,
there is no strong need to model mobility during the scheduling
interval (T timeslots).

We adopted the channel model from [56], which is a model
based on the real-time measurements of V2V links at carrier

TABLE II: System Simulation Parameters

Parameter Value

ACIR model 3GPP mask [60]
γT 5 dB
Pmax 24 dBm
PL0 63.3 dB
n 1.77

d0 10 m
σ1 3.1 dB
Penetration Loss 10 dB per obstructing VUE
σ2 −95.2 dBm
davg 48.6 m
dmin 10 m
η γT(NPmax + σ2)

frequency 5.2 GHz in a highway scenario, and in line with the
measurements done in [57]–[59]. The pathloss model in [56]
is

PL(d) = PL0 + 10n log10(d/d0) +Xσ1
(31)

where d is the distance, n is the pathloss exponent, PL0 is the
pathloss at a reference distance d0, and Xσ1 represents the
shadowing effect modeled as a zero-mean Gaussian random
variable with standard deviation σ1. Presently, there is a lack of
enough measurements for the penetration loss caused by multi-
ple obstructing vehicles. However, the penetration loss caused
by single vehicle has been widely studied. Measurements show
that an obstructing truck causes 12-13 dB [9], a bus 15-20 dB
[11], a van 20 dB [10], and a car 10 dB [8] penetration loss.
For the simulation purpose, we assume penetration loss of
10 dB for each obstructing VUE.

For concreteness, we adopt the LTE specification for the RB
size, noise variance, maximum transmit power and ACIR [60].
Hence, σ2 = −95.2 dBm and Pmax = 24 dBm. Moreover, the
ACIR values λr is chosen the same as the mask specified by
3GPP [60],

λr =


1, r = 0

10−3, 1 ≤ r ≤ 4

10−4.5, otherwise
. (32)

We assume that γT = 5 dB is sufficient for a transmission to
be successful (i.e., that the packet error probability averaged
over the small-scale fading is sufficiently small to satisfy the
reliability constraint). We note that this corresponds to a fairly
small number of information bits (i.e., small message size).
Longer messages, e.g., CAM messages, requires increased
transmit power, which might not be possible due to regulatory
constraints, or a larger RB size. Increasing the RB size in
frequency will reduce the problem with ACI, since there is less
need to multiplex transmissions in frequency. However, since
the noise variance is proportional to the RB bandwidth, this
will also cause the SNR and the maximum transmission range
to be reduced. Increasing the RB size in time will not affect
the SNR, but will reduce the number of available timeslots T
(for a fixed latency requirement).
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As the number of VUEs in the network increases, we
need to reuse timeslots. To avoid excessive CCI, we can (i)
form groups (cells) of N adjacent VUEs, (ii) form clusters
of adjacent groups, (iii) divide the available timeslots among
the groups in each cluster, and (iv) schedule the VUEs in
each group independently. In this arrangement, CCI can occur
between clusters but not between the groups in a cluster. The
intercluster interference can be made negligible by making the
distance between groups that use the same timeslots, i.e, the
reuse distance, large enough. However, if there are K groups in
a cluster, the number of timeslots available for the scheduler
in a group is T = Ttot/K, where Ttot is the total number
of available timeslots, which in turn is equal to the latency
constraint divided by the RB time duration. Moreover, the
number of VUEs that the scheduler needs to consider can be
chosen to a fixed number N , even as the number of VUEs in
the network becomes arbitrarily large.

From the discussion above, we conclude that the value of T
becomes smaller when (i) latency requirement becomes small,
(ii) timeslots needs to be reused, or (iii) the message size
increases. The value of T can therefore be fairly small in prac-
tical situations. With this in mind, and since we are interested
in evaluating the impact of ACI in limiting scenarios, we will
study performance for small values of T . It should be clear
that the simulations below are relevant also for the timeslot
reuse scheme above (for sufficiently long reuse distances).
Moreover, the simulations are also relevant when we enable
transmission of longer messages by increasing the RB size in
time: this would not change the maximum transmission range
(for fixed Pmax, σ2, and γT) or the interference generated by
a transmission (which depends on the transmit power and λr).

For simulation purposes, we choose the set of intended
receivers Ri for a transmitting VUE i as all the other N − 1
VUEs in the network. The value of C in column generation
method in Section IV is set to 10, which turns out to be
sufficiently large such that the while loop in Alg. 1 terminates
before reaching the maximum number of iterations in our
simulations.

B. Simulation Results

We compare algorithms using the following performance
metrics

Zi =
∑
j∈Ri

Zi,j , (33)

Z̄i = E[Zi], (34)

Z̄ =
1

N

N∑
i=1

Z̄i, (35)

where Zi is the number of successful links from VUE i to
VUEs in Ri. The quantity Z̄i is the expected value of Zi,
where the expectation is taken over the random quantities
in the experiment, i.e., the inter-VUE distances and shadow
fading. Finally, Z̄ is the number of successful links for a VUE,
averaged across all VUEs. In other words, the metric Z̄ can

be interpreted as the average number of receiving VUEs that
can decode a packet from a certain VUE. Clearly, Zi must be
sufficiently large to support the application in mind. However,
to specify requirements on Zi is out of scope of this paper.

For scheduling-only algorithms, we use equal transmit
power for all VUEs. In fact, we let P̄i,t = Pmax ∀ i, t, since
equal-power scheduling performance increases with transmit
power, as proved in [41]. Moreover, we used the Gurobi
toolbox [62] along with Matlab for solving all MBLP and
BLP problems.

The compared algorithms are summarized in Table III. As a
baseline method, we show the results of the ACI-aware heuris-
tic scheduling algorithm proposed in our previous work [41],
and ACI-unaware multicast scheduling algorithm from [61].
To the best of out knowledge, there is no study upon multicast
scheduling for maximizing the connectivity in the existing
literature, other than [41]. The proposed multicast scheduling
in [61] is for maximizing the QoS, hence, we modify its
objective to maximize the connectivity, and present the result
here as black colored line marked with plus. We further note
that the proposed heuristic scheduling algorithms in [41] and
[61] have polynomial computational complexity, whereas the
scheduling problem (12) variant (ii) (i.e., optimal scheduling
(numerical)) has exponential computational complexity.

Due to the numerical sensitivity of the problem (12) variant
(ii), a numerical solution may not provide optimal perfor-
mance. Therefore, we refer the solutions provided by the
solver as optimal scheduling (numerical), and present the
results as the green-colored curves marked with triangles
in Figs. 3–4. In order to quantify the optimality gap, we
have computed optimal solution for the scheduling problem
by using the sensitivity reduction techniques explained in
Section V, and the results are shown in blue-colored curves
marked with circles. Observe that the gap between green and
blue curves in Figs. 3–4 indicate the optimality gap, i.e.,
performance degradation due to the sensitivity of the problem.
The magenta-colored curves marked with diamonds indicate
the performance of joint scheduling and power control using
the column generation method as explained in Section IV.
The red curves marked with stars are the performance for
joint scheduling and power control upon solving (12) in its
exact form using the Gurobi toolbox [62]. However, due to the
sensitivity of the problem formulation, the Gurobi solver may
provide near-optimal solutions instead of optimal solutions. As
seen from Figs. 3–4, our column generation method performs
close to the joint scheduling and power control (numerical)
solution, with less computational complexity.

In Fig. 3(a), we plot Z̄ versus number of timeslots T . We
observe that Z̄ saturates to around 6 successful links per VUE
as T increases. This is because links beyond the 3rd neighbor
on each side of a transmitting VUE tend to be noise limited,
chiefly due to the high penetration loss of the intermediate
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Fig. 4: Fairness comparison for number of successful links (F=20, T=2, N=20)

VUEs 4. This also implies that if ACI can be completely
avoided, each VUE can communicate to approximately 6
neighboring VUEs when there are sufficient number of RBs
(i.e., FT ≥ N ).

One way to reduce the impact of ACI is to increase the
number of frequency slots F , thus allowing larger spacing
between VUEs in frequency. However, as shown in Fig. 3(b),
the performance increases only marginally as we increase F .
A closer inspection of the simulation results for the case
when F = 6 or F = 12 reveals that multiple VUEs are
scheduled in the same RB, thereby causing CCI. In Fig. 3(c),
we show the performance for various number of VUEs N .
As we increase N , the performance improves since more and
more receivers are becoming available for each transmission.
The value of T is chosen to be 2 for Figs. 3(b)–(c) and Fig. 4,

4For example, VUE i is connected to VUE j if and only if the channel
gain Hi,j ≥ γT + σ2 − Pmax = −114.2 dB. However, if VUE i and j are
blocked by 3 intermediate VUEs, then the penetration loss of 30 dB makes
the channel gain value less than −114.2 dB when the shadowing gain is not
above 0 dB and adjacent VUEs are at distance davg from each other.

since T = 1 would make scheduling only half of the VUEs
in half-duplex scenario and higher values of T reduces the
ACI problem, eventually to the point when all algorithms
performs equally for low number of VUEs, i.e., N ≤ 20 (see
Fig. 3(a)). Observe that the joint scheduling and power control
provides noticeable improvement in performance compared to
the scheduling-alone algorithms, as seen from Figs. 3–4.

To compare the fairness of the schemes, we plot the CDF
for {Zi}Ni=1 and Z̄i = E[Zi] in Fig. 4(a) and Fig. 4(b), respec-
tively. We can conclude that performance is approximately the
same for the VUEs in the center of the network, but falls off
for the VUEs on either edge of the network. This is to be
expected, since links become noise-limited as the number of
blocking VUEs increases and VUEs at the edge of the network
have fewer close-by neighbors. Hence, it seems that we do
not need to explicitly enforce fairness, even though this can
be done as explained in (12) variant (iv).

We note that, when N ≤ FT , an ACI-unaware scheduling
and power control scheme is trivial in a full duplex scenario,
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TABLE III: Summary of compared algorithms

Line Style Scheduling Power Complexity (worst-case) Algorithm

Optimized Optimized O(
(N2+NFT )32(N+1)NFT

log(N2+NFT )
) (12)

Optimized Optimized O(
T (N2+NF )32(N+1)NF

log(N2+NF )
) Alg. 1

Optimized Equal O(2(2N+1)NFT )) Alg. 2
Optimized Equal O(2(N+1)NFT )) (12) variant (ii)
Optimized Equal O(NFT (FT +N2)) [41]
Optimized Equal O(N2FT ) [61]

i.e., schedule all VUEs in non-overlapping RBs, and allocate
maximum transmit power to each VUE. For half duplex
case, the performance also depends upon the way we assign
transmitter/receiver status to each VUE. For instance, if VUE i
is scheduled in timeslot t, then we should avoid scheduling any
VUEs in Ri. If this is possible, then the schedule is optimal.
However, ignoring ACI would lead to significant performance
reduction as seen from the results of scheduling algorithm in
[61] in Figs. 3–4.

VII. CONCLUSIONS

This paper studies the performance of direct V2V broadcast
communication in the presence of CCI and ACI. The main fo-
cus is on scenarios where ACI is comparable or dominant over
CCI, e.g., when there are enough RBs to schedule VUEs with
relative large RB-reuse distance. From the results presented in
this paper, which are for half-duplex communication, we can
draw the following conclusions,

1) Performance is mainly limited by ACI when VUEs are
multiplexed in frequency. However, proper scheduling
and power control schemes can be used to mitigate the
impact of ACI.

2) The joint scheduling and power control problem to max-
imize the VUE connectivity, in the presence of ACI, can
be formulated as a mixed Boolean linear programming
(MBLP) problem. From this problem formulation, we can
derive a scheduling-alone algorithm as a boolean linear
programming (BLP) problem and a power-control-alone
algorithm as a MBLP problem.

3) The computational complexity of the joint scheduling
and power control problem can be reduced using a
column generation approximation method with a minor
compromise on performance.

4) Due to the high dynamic range of channel and ACI
values, the scheduling problem is numerically sensitive,
and the optimization solver will typically return near-
optimal solutions instead of optimal solutions. However,
the sensitivity can be removed by applying cover inequal-
ities to the original problem formulation. Very close to
optimal scheduling can thereby be computed at the price
of increased computational complexity.

5) Optimal joint scheduling and power control performs
noticeably better than optimal, equal-power scheduling.

6) Fairness can be explicitly enforced, but this seems unnec-
essary as the proposed algorithms provide good fairness
anyways.

Finally, we note that the high computational complexity for
finding the optimal solution might limit the practical utility
of the proposed algorithms for larger networks. However,
the results of the optimal scheme can be used by future
researchers to benchmark and develop more robust algorithms
with low computational complexity. Our future work focus
upon developing low-complexity algorithms, addressing the
scalability issues, and developing a distributed algorithm to
remove the need for a centralized controller.
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