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A Bayesian reference model for visual time-sharing behaviour in manual and automated naturalistic driving

Alberto Morando, Trent Victor, and Marco Dozza

Abstract—Visual time-sharing (VTS) behavior characterizes an inattentive driver. Because inattention has been identified as the major contributing factor in traffic crashes, understanding the relation between VTS and crash risk could help reduce crash risk through the development of inattention countermeasures. The aims of this study are 1) to develop a reference model of VTS behavior and 2) reveal if vehicle automation influences VTS behavior. The reference model was based on naturalistic eye-tracking data. VTS sequences were extracted from routine driving data (including manual and automated driving). We used Bayesian Generalized Linear Mixed Models for a range of on- and off-path glance-based metrics. Each parameter was estimated with a probability distribution and summarized with credible intervals containing the model parameters with 95% probability. The reference model corroborates previous findings from driving simulator experiments and on-road studies, but also captures the characteristics of on-path and off-path glance behavior in greater detail. The model demonstrated that 1) there was minimal change in VTS behavior due to automation, and 2) the percentage of time that glances fell on-path (PRC) was greater for all routine driving (~80%) than for VTS sequences (~50%). The PRC was the only metric that was sensitive to VTS, but it did not differentiate between manual and automated driving. Our model, by describing a measure of inattention (VTS behavior), can be used in future driver models to improve the computer simulations used to design ADASs and evaluate their safety benefits. Additionally, the model could serve as a detailed reference for inattention guidelines.

Index Terms—ADAS, attention, eye tracker, glance distribution, vehicle automation, visual behavior.

I. INTRODUCTION

Driver inattention is the major contributing factor in traffic crashes [1]–[3]. Inattention is defined here as misdirected attention [4, p. 34], occurring “when the demands of activities currently critical for safe driving are not matched due to the allocation of resources to other safety-critical or non-critical activities”. When a driver’s attention is misdirected towards non-critical activities it is usually known as distraction. An inattentive driver often switches visual attention back and forth between the forward path and another location; this behavior is called visual time-sharing (VTS) [5]–[8].

Previous research has shown that VTS increases crash risk because 1) frequent and inappropriate off-path glances increase the uncertainty of the driving situation [1], [3], [9]–[13] and 2) short on-path glances are not long enough to make up for information decay or to uptake enough information to predict a critical situation [11]–[13].

Inattention can have many causes, both internal and external to the vehicle [4], [14]. The traditional approach to investigating inattention and VTS has been the semantic categorization of activities performed while driving. For example, in the 100-car study [15], about 60 categories of secondary tasks were identified (Appendix D [1]). Unfortunately, this approach is time-consuming, relies on subjective judgment, and it can only be performed post hoc [15]. Moreover, task-based methods do not consider that the crash risk of a low-demanding task performed frequently—or for an extended time—may be comparable to that of a more demanding task performed less often [16].

An alternative approach is to investigate inattention and VTS based on glance behavior, independent of the task performed [5], [6]. It is unclear whether unsafe behavior is dependent on glance characteristics and independent of task type [3], but a glance-based approach is justified because eye movements are a strong indicator of where attention is directed [17]. Glance-based methods also have practical advantages: 1) they enable the programmatic analysis of long time series; 2) they are not limited to any specific category of tasks; and 3) they enable the real-time, unobtrusive collection of eye-tracking data.

Glance-based methods have been used to develop ADASs that counteract inattention via feedback and warnings [18], [19]. Such driver-state monitoring systems are relatively immature, but some solutions are already on the market [20]. Glance-based methods have also been used to develop guidelines to minimize the inattention caused by in-vehicle interfaces (e.g., the National Highway Traffic Safety Administration (NHTSA) distraction guidelines [16]).

However, to be effective, an inattention countermeasure requires a reference model (a set of metrics and target values)
that captures abnormal driver states, applies to real world driving, is statistically robust, and incorporates the latest vehicle automation. Such a reference model is currently lacking. In fact, there are many unanswered questions about the reference values currently available [16], [18], [21]: Which glance metrics are the most sensitive indicators of driver inattention? Are the results from experiments based on commanded tasks ecologically valid? Is the reference model robust with respect to individual driver characteristics? Do the results in manual driving transfer to automated driving?

The development of a reference model for driver behavior requires better statistical methods, especially for analyzing real-world/naturalistic datasets; they are large, but they are also noisy, sparse, and unbalanced due to the lack of experimental control (e.g., the proportion of time the driver spent in a certain driving condition). In this paper, we applied a full Bayesian data analysis that addresses these challenges, producing results that can be used in a reference model.

Bayesian methods are gaining traction in other fields but are under-represented in the engineering and human-factors field. Bayesian data analysis has many advantages compared to traditional frequentist statistics and null hypothesis testing [22], [23]: it provides a more intuitive interpretation of the results in terms of probabilities; it easily accommodates data that are not normally distributed; it focuses on the estimation of the magnitude of the effects and the quantification of uncertainty of the estimation—not on the dichotomous rejection of a null hypothesis [24]; therefore it allows the use of results in simulation and quantifies more precisely the difference between driving conditions; finally it encourages comparisons of replication and results because the results can be used by other researchers to carry out additional analysis, or to apply the results to subsequent studies.

The aim of this paper is to develop a Bayesian reference model for VTS behavior in real-world naturalistic routine driving, in both manual and automated driving (and reveal if vehicle automation influences VTS behavior). Automated driving is intended here as adaptive cruise control and lane keeping aid (ACC+LKA). This model should allow a comprehensive assessment of VTS behavior and enable the quantification of the differences in visual behavior between manual and automated driving. This model could also be used for driver modeling, safety assessments and ADAS development. Moreover, it could serve as reference for developing inattention guidelines.

II. METHODS

A. Data source

The data used in this study are from the EyesOnRoad naturalistic field operational test [25], [26]. The dataset is described in greater detail in an earlier paper by the same authors [27], which will henceforth be referred to as “the previous paper”. In short, data were collected from ten Volvo cars (2014 V60 model) in the region of Västra Götaland (Sweden) from December 2014 to September 2015. Most of the data were collected in Gothenburg, the second-largest city in Sweden. The cars were equipped with the automated systems ACC+LKA. Drivers were free to drive their vehicle and to use the ADASs installed in the car as they wished.

Vehicle data were continuously collected at 60 Hz from the controller area network (CAN) bus. Eye movements were recorded at 60 Hz by an eye-tracking system that automatically classified fixations as either on-path or off-path [25]. A glance is defined as the transition of the eyes to an area of interest (e.g., the forward path) followed by one or more continuous fixations within that area, until the eyes move to another area (e.g., off path) (ISO 15007-1:2014). Classification of glances as on- and off-path is routinely done [1], [3]. Our previous paper’s analysis of this dataset [27] showed that the eye-tracker was reliable and robust in real-world driving scenarios. Our previous paper also provided the algorithm we used to remove artifacts and unrealistic glances from the dataset and the filtering criteria we used to collect routine (i.e., non-safety-critical) driving segments on straight roads (rural roads and highways).

From this preliminary collection of driving segments, we selected the ones that involved open-road driving (i.e., range to other vehicles greater than 50 m) in daylight (inferred from the current time and date and the vehicle’s GPS position) when the vehicle speed was above 60 km/h. The datasets for the other conditions (e.g., car following and night driving) were too sparse and unbalanced to provide meaningful results. The segments were grouped into manual driving or ACC+LKA driving, depending on whether the assistance systems were turned on and operational or not. A total of 1770 VTS sequences were available for the analysis (296 in manual driving, 1474 in ACC+LKA driving). The VTS sequences included 16 unique drivers: the manual driving group had 7 drivers (2 males, 5 females) with an average age of 53 years (SD 7.5 years), the ACC+LKA driving group had 11 drivers (8 males, 3 females) with an average age of 48 years (SD 13 years), and two drivers (1 male and 1 female) were common to both groups.

B. VTS sequence extraction

![Example of a visual time-sharing (VTS) sequence detected by the algorithm proposed by Victor et al. [6]. The thicker, darker line represents the time series of on- and off-path glances that belong to the VTS sequence. The thinner, lighter line represents the remainder glances in the driving segment. Each glance in the graph has been labeled with its duration in seconds.](image)

Figure 1. Example of a visual time-sharing (VTS) sequence detected by the algorithm proposed by Victor et al. [6]. The thicker, darker line represents the time series of on- and off-path glances that belong to the VTS sequence. The thinner, lighter line represents the remainder glances in the driving segment. Each glance in the graph has been labeled with its duration in seconds.

VTS sequences were detected with a rule-based algorithm based on the glance location coded by the eye tracker (Fig. 1). The algorithm was originally proposed by Victor et al. [6] and recently applied, in a modified version, by Ahlström and Kircher [5]. Each driving segment could contain from zero to multiple VTS sequences. To code a sequence as VTS, the algorithm requires that [6]:

- the driver is looking on-path for at least 3 s between VTS sequences;
• there are at least 3 off-path glances in the VTS sequence;
• off-path glances in the VTS sequence are in the range \([0, \infty)\) s;
• on-path glances in the VTS sequence are in the range \([0, 3]\) s.

C. Metrics

The glance-based metrics used to quantify VTS sequences were:

• the on- and off-path glance distributions, together with the 50\(^{th}\) (median), 85\(^{th}\), 95\(^{th}\), and 99\(^{th}\) percentiles.
• the proportion of on-path glances shorter than 1 s (PGDon\(\leq 1\)) and of off-path glances longer than 2 s (PGDoff\(\geq 2\)). PGDon\(\leq 1\) and PGDoff\(\geq 2\) quantify information uptake deficiencies. (PGDoff\(\geq 2\) is comparable to percentage of extended duration glances in ISO 15007-1:2014.)
• the proportion of time that glances fall within the on-path area (percent road center: PRC) [28]. PRC combines glance duration and frequency and has demonstrated sensitivity to changes in driving demand and context [27]–[29]. (PRC is equivalent to percent time on the area of interest and the on-path inverse of the percentage of eyes off road time (PEORT) defined in ISO 15007-1:2014.)
• the total duration in seconds of the VTS sequence (total task time: TTT), computed as the sum of the duration of the on- and off-path glances (thicker, darker line in Fig. 1). TTT is a metric for quantifying task engagement and difficulty.

Two additional metrics were evaluated, but are not presented due to space constraints: total glance time on-path (TGTon) and off-path (TGToff), which are the sum of the on- and off-path glances in the VTS sequence, respectively. (TGToff is also known as total eyes off-path time in ISO 15007-1:2014.)

The general trend of TGTon and TGToff can be estimated as TGTon = TTT \cdot PRC and TGToff = TTT \cdot (1 - PRC).

D. Statistical analysis

We defined a series of generalized linear mixed models (GLMMs: also known as hierarchical or multilevel models [30]) to model the individual drivers and the overall tendencies of the group [31]. We fit one Bayesian GLMM for each driving condition (manual or ACC+LKA driving) and glance metric. Because only two drivers were common between driving conditions, we considered the two driving groups as independent. In general, the likelihood function is defined as follows:

\[
y \sim f (g(\mu), \epsilon)
\]
\[\text{with } \mu = X\beta + Z\gamma \tag{1}\]

where \(y\) is the vector of the observations of size \((n_{\text{observations}} \times 1)\), \(X\) is the design matrix of size \((n_{\text{observations}} \times 1)\) corresponding to the parameter \(\beta\) of the group-level effect, \(Z\) is the design matrix of size \((n_{\text{observations}} \times n_{\text{drivers}})\) corresponding to the vector \(\gamma\) of the effects of the individual driver in the group of size \((n_{\text{drivers}} \times 1)\), and \(\epsilon\) is the family-specific parameter (the unexplained variability), assumed to be homogeneous across observations. In this form, \(Z\gamma\) is the deviation of the drivers from to the overall group tendency \(X\beta\). Depending on the distribution \(f(\cdot)\) of the observations, the appropriate link function \(g(\cdot)\) was selected. For all models we placed vague priors over the parameters. The models were parametrized in a non-centered way to improve sampling and eliminate divergences [32], [33].

1) Models:

a) Off-path glance distribution: Off-path glances are log-normally distributed [27]. Hence, we fit a mixed log-normal model (2), \(f(\cdot) := \log N, g(\cdot) := \text{identity}:

\[
y \sim \log N(\mu, \sigma) \tag{2}\]

We placed vague priors on each parameter: \(\beta \sim N(0, 2.5), \gamma \sim N(0, \sigma_z), \sigma_z \sim \text{half} N(1), \text{and } \sigma \sim \text{half} N(2.5).\)

The percentiles and PGDoff\(\geq 2\) were estimated based on 1000 draws from the log-normal distribution defined by the combination of \(\beta\) and \(\sigma\) in the Markov Chain Monte Carlo (MCMC) trace.

b) On-path glance distribution: On-path glances are distributed as an inverse-gaussian [27]. Hence, we fit a mixed inverse-gaussian model (3), \(f(\cdot) := IG, g(\cdot) := \text{logit}.\) Because of the algorithm used (presented in II-B), the on-path glance distribution was truncated at 3 s and required a link function to constrain \(\mu\) (mean of the inverse-gaussian distribution) within the range \([0, 3]\).

\[
y \sim IG(\mu, \lambda)
\]
\[\text{with } \mu = 3 \cdot \text{logistic}(X\beta + Z\gamma) \tag{3}\]
\[\text{and } y \in [0, 3] \]

We placed vague priors on each parameter: \(\beta \sim N(0, 5), \gamma \sim N(0, \sigma_z), \sigma_z \sim \text{half} N(1), \text{and } \lambda \sim \text{half} N(3).\)

The percentiles and PGDon\(\leq 1\) were estimated based on 1000 draws from the truncated inverse normal distribution defined by the combination of \(\beta\) and \(\lambda\) in the MCMC trace.

c) Percent road center (PRC): PRC can be represented as a proportion bounded by the unit interval \([0, 1]\). Hence, we fit a mixed beta model (4), \(f(\cdot) := B, g(\cdot) := \text{logit}.\) The beta distribution was parametrized in terms of mean \(\mu (0 \leq \mu \leq 1)\) and precision \(\phi (\phi \geq 0)\) [34]:

\[
y \sim B(\mu \phi, (1 - \mu)\phi)
\]
\[\text{with } \mu = \text{logistic}(X\beta + Z\gamma) \tag{4}\]

We placed vague priors on each parameter: \(\beta \sim N(0, 10), \gamma \sim N(0, \sigma_z), \sigma_z \sim \text{half} N(1), \text{and } \phi \sim \text{Half} Cauchy(5).\)

d) Total task time (TTT): For TTT we fit a mixed log-normal model 5, as for the off-path glance distribution.

\[
y \sim \log N(\mu, \sigma) \tag{5}\]

We placed vague priors on each parameter: \(\beta \sim N(0, 25), \gamma \sim N(0, \sigma_z), \sigma_z \sim \text{half} N(1), \text{and } \sigma \sim \text{half} N(5).\)
2) **Bayesian inference:** The data were analyzed using Python (ver. 3.6) and the probabilistic programming library PyMC3 (ver. 3.4.1) [35]. Four MCMC chains were used; 5000 samples were drawn from the posterior distribution for each chain (1000 were used for tuning the sampler and then discarded, and 1000 were discarded as burn-in) with the No-U-Turn Sampler (NUTS) [36]. The model convergence was evaluated qualitatively by inspecting the graph of the traces and quantitatively by evaluating both the diagnostics included in PyMC3 and the statistics $\hat{R}$ [37]—which should be close to 1 for convergence. The goodness of fit for each model was then assessed by comparing the posterior predictive distribution against the empirical data, to verify that the model could generate credible observations (graphs supplied as supplemental material [38]).

The result of the Bayesian analysis is the joint posterior distribution over the parameters of the fitted model. The joint posterior distribution was summarized by the 95% highest posterior-density (HPD) interval of the parameters’ marginal distributions: that is, the interval includes the range of values that have 95% probability, given the prior distribution and the data [22], [23], [39].

3) **Group comparison:** Comparing groups by basing the estimate of a null effect solely on whether the null value is contained in the HPD is discouraged (for a discussion see [24]). An alternative decision rule for accepting or rejecting null values is based on the HPD interval and on the region of practical equivalence (ROPE: the range of values sufficiently close to the null value to be considered equivalent for practical purposes) [24]. The rule states that if the HPD interval falls entirely outside the ROPE, the null value is rejected; if the HPD interval is entirely contained within the ROPE, the null value is accepted (this means that the HPD could exclude zero, yet the difference is negligible); otherwise, one should remain undecided [24].

There is no unique way to set the limits for the ROPE, however, because a given difference may be trivial—producing values that are still practically equivalent—or meaningful, depending on the context of current knowledge and the practical real-world effect of the results [24], [40]. The great advantage of the Bayesian method over the frequentist one is that it provides evidence that readers can interpret for themselves with different criteria (e.g., different ROPE limits), based on specific knowledge about the importance of the findings—“which might change through time as risks are reassessed and as theories are refined” [24, p. 276]. Because one aim of our study was to model drivers’ VTS behavior, we focused on providing reference values useful for modeling. We estimated the differences in the parameters underlying the model in manual and ACC+LKA driving, but we leave any practical significance that can be inferred from our results to be assessed by the readers.

**III. Results**

A. **Off-path glance distribution**

a) **Glance distribution:** Table I summarizes the MCMC trace statistics for the fitted log-normal model defined in (2) for
both driving conditions. At the group level, we found a slight tendency towards higher median off-path glance duration in ACC+LKA than in manual driving. To obtain the group-level off-path glance distribution for both driving conditions, we considered only the parameters \( \beta \) and \( \sigma \) in Table I: we set \( \mu = \beta \) in (2). A more intuitive interpretation of the parameter \( \beta \) is to take the exponential transformation, \( \exp(\beta) \), that indicates the group-level median of the distribution. Another way to interpret \( \beta \) is to compute \( \exp(\beta + \sigma^2/2) \) to obtain the group-level mean of the distribution (off-path glances are often reported in the literature as mean values, even though the mean is not a representative measure of central tendency for skewed distributions). The tendency towards higher median off-path glance duration in ACC+LKA compared to manual driving is revealed by the fact that, although the HPD interval of the differences in median values between driving conditions (\( \Delta(Md) \) in Table I) contains the null value, it tends towards positive values (about 70% of the marginal posterior distribution is above zero).

In another finding at the group level, we also estimated higher variance and skewness in the off-path glance distribution in ACC+LKA compared to manual driving. The HPD interval for the difference in \( \sigma \) between driving conditions (Table I) barely includes the null value, and nearly all the marginal posterior distribution (about 98%) falls above zero (the parameter \( \sigma \), for a fixed \( \mu \), is proportional to the skewness and variance of the log-normal distribution).

At the driver level, we found that the between-driver vari-

### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Sd</th>
<th>Median</th>
<th>HPD 2.5%</th>
<th>HPD 97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group level effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_{\text{manual}} )</td>
<td>-0.19</td>
<td>0.05</td>
<td>-0.19</td>
<td>-0.29</td>
<td>-0.10</td>
</tr>
<tr>
<td>( \beta_{\text{ACC+LKA}} )</td>
<td>-0.16</td>
<td>0.04</td>
<td>-0.16</td>
<td>-0.23</td>
<td>-0.09</td>
</tr>
<tr>
<td>( \Delta(\beta) )</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
<td>-0.09</td>
<td>0.14</td>
</tr>
<tr>
<td>( M_{\text{manual}} )</td>
<td>0.83</td>
<td>0.04</td>
<td>0.83</td>
<td>0.75</td>
<td>0.90</td>
</tr>
<tr>
<td>( M_{\text{ACC+LKA}} )</td>
<td>0.85</td>
<td>0.03</td>
<td>0.85</td>
<td>0.79</td>
<td>0.92</td>
</tr>
<tr>
<td>( \Delta(Md) )</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>-0.07</td>
<td>0.12</td>
</tr>
</tbody>
</table>

| Individual driver effect | | | | | |
| \( \sigma_{z,\text{manual}} \) | 0.11 | 0.05 | 0.10 | 0.04 | 0.21 |
| \( \sigma_{z,\text{ACC+LKA}} \) | 0.11 | 0.04 | 0.10 | 0.05 | 0.18 |

| Family specific | | | | | |
| \( \sigma_{\text{manual}} \) | 0.50 | 0.01 | 0.50 | 0.48 | 0.52 |
| \( \sigma_{\text{ACC+LKA}} \) | 0.52 | 0.00 | 0.52 | 0.51 | 0.53 |
| \( \Delta(\sigma) \) | 0.02 | 0.01 | 0.02 | 0.00 | 0.04 |

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Sd</th>
<th>Median</th>
<th>HPD 2.5%</th>
<th>HPD 97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group level effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_{\text{manual}} )</td>
<td>2.62</td>
<td>1.95</td>
<td>2.09</td>
<td>0.12</td>
<td>6.67</td>
</tr>
<tr>
<td>( \beta_{\text{ACC+LKA}} )</td>
<td>6.40</td>
<td>2.64</td>
<td>5.93</td>
<td>2.14</td>
<td>11.58</td>
</tr>
<tr>
<td>( \Delta(\beta) )</td>
<td>3.78</td>
<td>3.29</td>
<td>3.58</td>
<td>-2.43</td>
<td>10.97</td>
</tr>
<tr>
<td>( M_{\text{manual}} )</td>
<td>2.61</td>
<td>0.33</td>
<td>2.67</td>
<td>1.97</td>
<td>3.00</td>
</tr>
<tr>
<td>( M_{\text{ACC+LKA}} )</td>
<td>2.97</td>
<td>0.06</td>
<td>2.99</td>
<td>2.86</td>
<td>3.00</td>
</tr>
<tr>
<td>( \Delta(M) )</td>
<td>0.36</td>
<td>0.33</td>
<td>0.30</td>
<td>-0.11</td>
<td>1.06</td>
</tr>
</tbody>
</table>

| Individual driver effect | | | | | |
| \( \sigma_{z,\text{manual}} \) | 1.26 | 0.61 | 1.22 | 0.00 | 2.33 |
| \( \sigma_{z,\text{ACC+LKA}} \) | 0.75 | 0.56 | 0.64 | 0.00 | 1.80 |

| Family specific | | | | | |
| \( \lambda_{\text{manual}} \) | 1.64 | 0.08 | 1.63 | 1.48 | 1.80 |
| \( \lambda_{\text{ACC+LKA}} \) | 1.47 | 0.03 | 1.47 | 1.41 | 1.52 |
| \( \Delta(\lambda) \) | -0.17 | 0.08 | -0.17 | -0.34 | -0.01 |
Figure 4. Marginal posterior distributions of the group-level on-path glance percentiles in manual and ACC+LKA driving. Each histogram is annotated with its central tendency and the highest posterior density (HPD) interval (thick horizontal black line). The right column shows the distribution of the difference in percentile values between the two groups (i.e., the value for ACC+LKA driving minus the value for manual driving). The thick vertical green line marks the null value, and the percentages indicate the proportion of posterior samples below and above the null value. The plots are in the style of Kruschke [41].

Figure 5. Marginal posterior distributions of the group-level percentage of on-path glances below 1 s (PGDon ≤ 1) in manual and ACC+LKA driving. Each histogram is annotated with its central tendency and the highest posterior density (HPD) interval (thick horizontal black line). The right column shows the distribution of the difference in PGDon ≤ 1 values between the two groups (i.e., the value for ACC+LKA driving minus the value for manual driving). The thick vertical green line marks the null value, and the percentages indicate the proportion of posterior samples below and above the null value. The plots are in the style of Kruschke [41].

a) Glance distribution: Table II gives the summary statistics of the MCMC trace for the fitted inverse-gaussian model defined in (3) for both driving conditions. At the group level, we identified two noteworthy findings: first, a tendency towards higher mean on-path glance duration in ACC+LKA compared to manual driving. To obtain the group-level mean on-path glance distribution for both driving conditions we considered only the parameters β and λ in Table II: we set $\mu = 3 \cdot \text{logistic}(\beta)$ in (3). Although the HPD interval for the difference in driving condition means $\Delta(M)$ in Table II contains the null value, it tends towards positive values (about 92% of the marginal posterior in above zero). The difference between the mean on-path glance durations in ACC+LKA and in manual driving can be up to 1 s (Table II). Note, however, that the logistic link function in (3) quickly saturates to its upper limit, which causes the inverse-gaussian distribution to change slightly for $\beta > 3$, making the differences indistinguishable for values of $\beta > 6$. Hence, some differences in $\beta$ between driving conditions—caused by values of $\beta > 6$ in the HPD interval (Table II)—may be negligible.

In the second finding at the group level, we estimated higher skewness and variance in the on-path glance distribution for ACC+LKA compared to manual driving. In fact, the HPD interval for the difference in $\lambda$ between driving conditions (Table II) barely includes the null value, and nearly all of the posterior distribution (about 98%) falls below zero. (The parameter $\lambda$, for a fixed $\mu$, is inversely proportional to the skewness and the variance of the inverse-gaussian distribution.)

At the driver level, we found larger between-driver variability in manual driving than in ACC+LKA driving. This difference is represented by $\sigma_z$ (the standard deviation of the normal distribution with zero mean that estimates the driver’s variation from the group-level tendency), which was larger in manual driving.

b) Percentiles: At the group level, we found a minimal difference between the percentiles’ values in manual and ACC+LKA driving (Fig. 4). As mentioned in the results for the off-path glances, the pairwise difference in percentile values shown in the right column of Fig. 4 can be interpreted as the Bayesian version of the shift function [42]. An estimation of the differences in percentile values between driving conditions reveals that the null value (thick green vertical line) generally falls in the middle of the HPD interval (thick black horizontal line). The exception is the 50th percentile, for which there may be a tendency towards higher percentile values in manual compared to ACC+LKA driving (about 71% of the difference distribution falls below zero).

c) PGDon ≤ 1: At the group level, we found a slight tendency towards higher PGDon ≤ 1 values in manual driving (Fig. 5). In fact, the HPD interval of the differences in PGDon ≤ 1 values between driving conditions (thick black horizontal line in right graph) contains the null value (thick green vertical line in the right graph), but it tends slightly towards negative values (about 60% of the difference distribution falls below zero).

C. PRC

Table III gives the summary statistics of the MCMC trace for the fitted beta model defined in (4) for both driving
conditions. At the group level, we found that the mean PRC values in ACC+LKA and manual driving were similar at about 50%. To obtain the group-level PRC distribution for both driving conditions we considered only the parameters $\beta$ and $\phi$ in Table III: we set $\mu = \text{logistic}(\beta)$ in (4). The transformation $\text{logistic}(\beta)$ indicates the group-level mean of the distribution. The HPD interval for the difference in mean value between driving conditions ($\Delta(M)$ in Table III) reveals that the difference around the null value could be up to about 4%. In a second finding at the group level, we also estimated that the variance in the PRC distribution was similar in ACC+LKA and manual driving. In fact, the HPD interval for the difference in $\phi$ between driving conditions (Table III) is centered at the null value; however, the magnitude of the difference in $\phi$ could be about 2.5 in absolute value (the parameter $\phi$ is inversely proportional to the variance of the beta distribution). At the driver level, we found that the between-driver variability was slightly higher in manual than in ACC+LKA driving. This is revealed by the value of $\sigma_z$ in Table III (the standard deviation of the normal distribution with zero mean that estimates the drivers’ variation from the group-level off-path glance tendency), which is slightly larger in manual driving.

### D. TTT

Table IV gives the summary statistics of the MCMC trace for the fitted log-normal TTT model defined in (5) for both driving conditions. At the group level, two results stand out: the first is a slight tendency towards higher median TTT duration in ACC+LKA compared to manual driving. To obtain the group-level TTT distributions for both driving conditions, we considered only the parameters $\beta$ and $\sigma$ in Table IV: we set $\mu = \beta$ in (5). As previously mentioned, the exponential transformation of the parameter $\beta$, $\exp(\beta)$, indicates the group-level median of the distribution. The slight tendency towards higher median TTT in ACC+LKA driving is revealed by the fact that the HPD interval for the difference in median value between driving conditions ($\Delta(Md)$ in Table IV) tends towards positive values (about 71% of the marginal posterior distribution is above zero)—although it also contains the null value. However, the magnitude of the difference is below 1s (Table IV), which may be negligible. The second result at the group level was a higher variance and skewness in the TTT distribution in manual compared to ACC+LKA driving. In fact, although the HPD interval for the difference in $\sigma$ between driving conditions (Table IV) includes the null value, most of the marginal posterior distribution (about 83%) falls below zero (the parameter $\sigma$, for a fixed $\mu$, is proportional to the skewness and variance of the log-normal distribution). At the driver level, we found that the between-driver variability for TTT was similar in manual and ACC+LKA driving. In fact, there were only minor differences in the values for $\sigma$ (Table IV). As mentioned before, $\sigma_z$ is the standard deviation of the normal distribution with zero mean that estimates the drivers’ variation from the group-level TTT distribution.
IV. DISCUSSION

The aim of this paper was to develop a reference model (metrics and target values) for VTS behavior and reveal if vehicle automation (ACC+LKA) influences VTS behavior in real-world driving. The key assets of this paper were 1) the large naturalistic dataset of eye-tracking data (which was discussed and validated in the previous paper [27]), including driving with low-level automation and 2) the Bayesian analysis for driver behavior modeling. To our knowledge, this is the first comprehensive study of VTS in real-world driving.

Naturalistic driving data provide an opportunity to study driver behavior at the highest level of ecological validity, albeit at the cost of other challenges for data analysis: naturalistic data are large, noisy, sparse, and unbalanced. We addressed these challenges by using a rule-based algorithm for extracting VTS sequences and applying the Bayesian method.

The programmatic approach to extracting VTS sequences allowed us to quickly process a large amount of data. Manual video reduction would not have been feasible. The algorithm is similar to the one recently used by Ahlström and Kircher [5], but it differs in two respects. First, the length of the on-path glances before and after the VTS sequence is set to 3 s instead of 4 s. The threshold of 3 s is supported by Tivesten and Dozza’s results [29], in which glance behavior was coded during a phone-related task. (The paper [29] does not report the on-path glance distribution but we received this information as additional glance data provided by the authors of the paper. All driving-related glances were considered on-path glances [29].) It was found that 95% of the on-path glances were shorter than 3 s; hence, glances longer than 3 s may be less likely to be associated with a VTS sequence. Second, there need to be at least three off-path glances instead of only one. Although the value of three glances is arbitrary, we argue that a single glance off-path is not a meaningful VTS sequence.

We applied a Bayesian data analysis, which is a step forward with respect to traditional statistical approaches in the engineering and human factors field. As mentioned in the introduction, Bayesian statistics has many advantages for statistical modeling and inference over frequentist statistics. These advantages have practical implications for modeling drivers’ behavior.

First, with the Bayesian method we estimated the parameters underlying the distribution of the data that comprise the generative model. For example, we not only computed the mean/median of the observations for the off-path glance distribution, but we also computed the parameters $\mu$ and $\sigma$ of the log-normal distribution that described the observations. Results in the literature tend to be scattered because some studies report the mean, others the median, etc. In contrast, the generative model allows the computation of any descriptive statistics of choice, which simplifies the comparison between studies. For example, we could use the parameters of the distribution directly for computing the median ($\exp(\mu)$) or the mean ($\exp(\mu + \sigma^2/2)$) of the log-normal distribution. Or we could compute any other statistics over samples drawn from the log-normal distribution defined by a combination of $\mu$ and $\sigma$ (as we did for the percentiles). The generative model could have been estimated via maximum likelihood estimation (as in, for example, the previous paper [27]). However, the Bayesian method yields the full distribution of the parameters—not only a point estimate (i.e., the maximum likelihood estimator). The distribution of the parameter’s values reveals its central tendency, along with the uncertainty in the estimation; therefore it enables accurate and robust models for computer simulations. For example, in counterfactual simulations (e.g., see [43]), we can generate many credible glance distributions from the set of values in Table I. (In this case, we should use the samples from the MCMC trace, supplied as supplemental material [38], which carries more information on the correlation between parameters than the marginal distribution does.)

Second, with the Bayesian method, statistical inferences about model parameters are expressed as probability statements based on the posterior distribution. In this paper, we refrained from null-hypothesis testing, because statistical significance may not be practically meaningful [44]. Instead, we gained richer insights into the data by quantifying the magnitude of each effect, its tendency, and its uncertainty. This approach facilitates re-evaluating the results in future, in light of any new or refined human factor theories about the challenges related to emerging vehicle technologies. For example, let’s assume a difference of about 1% in PGDoff≥2 between ACC+LKA and manual driving negligible, based on the current state of knowledge; if future research should find that such a difference has practical safety consequences (e.g., a measurably longer response time to threats), then the results in this paper are still valid—but they would need to be re-discussed.

Finally, the Bayesian GLMMs accommodate sources of heterogeneity typical of naturalistic datasets while delivering robust estimations of the overall trend of the data and of between-driver variability. In fact, Bayesian GLMMs estimate group and individual drivers’ parameters simultaneously [31]; estimating parameters for a single driver is informed by all the other drivers in the group. In situations where the data are scarce, the estimate is pulled towards the group level tendency [31]. The results from the GLMMs for the glance-based metrics in both manual and ACC+LKA driving could be the reference model (metrics and target values) for safety assessment, driver modeling, development of ADAS, and guidelines design.

In the following sections we will compare our findings to those available in the literature. Unfortunately, a literature search revealed little quantitative information on visual behavior in VTS. We also found little information on the effects of ACC+LKA on VTS.

A. Off-path glance distribution

a) Manual driving: At the group level ($\mu = \beta$ in (2)), the HPD intervals for the parameters $\beta$ and $\sigma$, underlying the off-path glance distribution (Table I), contain the reference values in routine naturalistic driving found in the previous paper [27], $\mu = -0.21$ and $\sigma = 0.50$. The HPD intervals for the 50th and 95th percentiles (Fig. 2) also contain the reference values of, respectively, 0.80 s and 1.90 s, found in the previous paper [27]. In their 2017 field experiment, Lee, Roberts, Reimer, and Mehler found that the average off-path
glance was 1.02 s for the radio-tuning tasks, and 0.91 s for the navigation-entry task [45]; both estimates fall within our HPD interval (Table I). The graphs in Victor, Harbluk, and Engström’s 2005 paper [28] indicate, for a synthetic visual secondary task, a mean off-path glance between 0.95 s and 1.5 s [28], depending on the task difficulty; furthermore, in general, the values were higher in simulated driving than in on-road driving. These values agree with our HPD interval, except for the most challenging task, which caused longer mean off-path glances. Field experiments by Seaman et al. (2016) found a mean off-path glance duration of about 1 s for radio tasks [46], which agrees with our estimated HPD interval.

The HPD interval for PGD off ≥ 2 (Fig. 3) contains the reference value of about 4% in routine naturalistic driving found in the previous paper [27], and the median PGD off ≥ 2 of about 3.4% found for naturalistic phone-related tasks [29]. However, when these phone-related tasks were classified into dialing, texting, or reading, then the median PGD off ≥ 2 for both dialing and texting was higher than our estimation (8.7% and 9.3% respectively). The average PGD off ≥ 2 in another work [28] increased from about 2.5% to 30% as the task difficulty increased in simulated driving [28] (no data were reported for the on-road experiment). These estimates are only partly included in the HPD interval, except for the most challenging task—which required many long off-path glances. The 2017 field experiment [45] by Lee, Roberts, Reimer, and Mehler revealed an average PGD off ≥ 2 of about 5% for the radio-tuning task [45], which is included in the estimated HPD interval (Table I). In the same paper, for a navigation entry task, the average PGD off ≥ 2 was about 1.8%, which is slightly lower than our estimation. Seaman et al.’s field experiments revealed a mean PGD off ≥ 2 between 3% and 4% for a radio-related tasks [46], which agrees with our estimation. Finally, the NHTSA guidelines recommend that “For at least 21 of the 24 test participants, no more than 15% (rounded up) of the total number of eye glances away from the forward road scene have durations of greater than 2 s while performing the testable task one time” [16, p. 24888]. Unfortunately, this recommendation cannot easily be applied to our results. However, if we assume that, at the aggregate level, PGD off ≥ 2 should be less than 15%, then our results comply with the suggested upper limit: we found that the upper limit of the HPD for PGD off ≥ 2 was about 4% in manual driving and about 5% in ACC+LKA driving.

In summary, 1) there was only a minimal difference in off-path visual behavior between routine driving and VTS; 2) the results are congruent with previous studies on visual behavior while performing secondary tasks, in both simulated and on-road driving (the exception being some highly challenging tasks in simulator experiments [28], which may be uncommon in real-world driving).

b) ACC+LKA driving: At the group level (µ = β in (3)) the HPD intervals for the parameters β and σ, underlying the group-level off-path glance distribution (Table I), contain the reference values in routine driving found in the previous paper [27], µ = −0.20 and σ = 0.51 [27]. Moreover, the values for the 50th and 95th percentiles (Fig. 2), as well as for PGD off ≥ 2 (Fig. 3), also agree with the results from that paper [27]. There was minimal difference in off-path glance behavior in VTS between manual and ACC+LKA driving. The tendency, however, was towards higher values for all metrics related to the off-path glance behavior (glance distribution, percentiles, and PGD off ≥ 2) in ACC+LKA.

B. On-path glance distribution

In our previous study [27] we reported that few studies have investigated on-path glance behavior. There is much more qualitative and quantitative information about off-path glances. Recent studies, however, have started to acknowledge the relevance of on-path glance behavior for evaluating safety and crash risk [13].

At the group level (µ = β in (3)), the HPD intervals for the parameters β and λ, underlying the group-level on-path glance distribution (Table II), contain the values in routine driving from the previous paper [27], both in manual driving (µ = 3.56, λ = 1.50) and in ACC+LKA driving (µ = 4.08). The exception is higher values in the HPD interval for the parameter λ than the value of 1.59 reported in the previous paper [27], which may indicate higher skewness in the glance distribution of VTS compared to that of routine driving.

When we compared manual and ACC+LKA driving in VTS, we found 1) shorter mean on-path glances in manual driving (the difference reached 1 s in the HPD interval) and 2) higher between-driver variability in on-path glance duration for manual driving. However, it is possible that, since the on-path glance distribution was truncated at 3 s, the results may be conflated. In a skewed distribution, the mean rarely describes the distribution accurately. In fact, in our results the difference in percentiles (a more robust measure of location) reveals only a slight tendency towards higher median on-path glances in ACC+LKA driving. This finding suggests that the mean is misleading because the distribution is truncated and non-normal.

The HPD interval for PGDon ≤ 1 (Fig. 3) contains values that are congruent with what we found in routine naturalistic driving, after we truncated the on-path glance distribution from the previous paper [27] at 3 s to make the models comparable. The truncated on-path glance distribution in routine driving had a PGDon ≤ 1 of 48% in manual driving and 46% in ACC+LKA driving.

In summary, we found minimal differences in on-path visual glance behavior both between routine driving and VTS and between manual and ACC+LKA driving in VTS.

C. PRC

At the group level, the HPD interval for the average PRC (µ = logistic(β) in Table III) contains values that are considerably lower than those of routine driving, in both manual and ACC+LKA driving [27]. In routine driving, the median PRC in daylight, without a lead vehicle in front, was about 85% in manual driving and about 79% in ACC+LKA driving [27]. Interestingly, while in the previous paper [27] the effect of vehicle automation was evident in the PRC values, the results in this study indicate that the effects of automation on PRC during VTS were minimal. The 2005 study by Victor, Harbluk, and Engström reported that PRC decreased from about 70/85%
in baseline driving to a value around 40% when the driver engaged in visual secondary tasks, in both simulated and on-path driving (the reduction in PRC value was correlated with task difficulty) [28]. In general, the results from the current paper agree, except for some values that are slightly lower than our estimation. For phone-related tasks, Tivesten and Dozza described a median PRC of 26% [29], which is considerably lower than our estimation. The median PRC value found in their paper was barely affected by the type of phone task or driving condition (speed and other traffic) [29]. During VTS, we found that the difference in mean PRC between manual and ACC+LKA driving was about 5% (in both directions).

In summary, because VTS involves frequent off-path glances and short on-path glances, a lower value for PRC compared to routine driving is not surprising. However, the results suggest that PRC may be the metric able to discriminate between VTS and routing driving (as previously noted [28]), without being too sensitive to the type of task being executed by the driver.

D. TTT

At the group level, the HPD interval for the median TTT in manual driving ($\Delta(Md)$ in Table IV) contains values that are lower than the median TTT for naturalistic phone-related tasks (the median TTT for phone-dialing was 10.4 s, for phone-reading was 11.2 s, and for phone-texting was 42.2 s [29]). However, because only VTS longer than 3 s were included, the results may be biased towards high TTT values. Conversely, the results from a field experiment revealed a median TTT of 2.2 s when interacting with the infotainment system [47], a value below our estimation. The median TTT for various secondary tasks included in the NEST database [48] was found to be 1.7 s for non-safety critical events, and 6 s for events involving a crash [46]; both are congruent with our estimated HPD interval. A series of field experiments [46] found, for tasks involving interactions with the center stack, an average TTT of 3.8 s in non-safety critical driving (which is lower than our estimation in Table IV), and 7.7 s in crash events (which falls inside our estimation in Table IV). In that work, VTS sequences closer than 5 s were merged together, so the results may be biased towards high mean TTT.

In summary, the results in the literature on TTT seem to only partly agree with ours. One reason might be that TTT is sensitive to the task performed, and it does not generalize well. Moreover, the way different studies have defined TTT may also influence the estimation. Unfortunately, a literature search revealed no information on the effect of ACC+LKA on TTT. Our results, however, suggest that there was some difference between the TTT distribution in manual and ACC+LKA driving (we found a slight tendency towards higher median TTT in ACC+LKA compared to manual driving).

E. Limitations and future directions

In this paper, we did not investigate the effect of driving context on VTS behavior (e.g., car-following situations and the effect of illumination) although it is known that drivers’ visual response—and secondary task engagement—depends on the driving context situation [27], [29], [49]. The reason was that there were too few VTS segments in driving situations other than open road driving in daylight. This limitation, however, suggests that when the demand of driving increases (e.g., because of a lead vehicle in front or reduced visibility at night) drivers may be less prone to visual time-sharing. Further research is needed to understand how the VTS reference model can be tuned according to different driving situations.

Another limitation is that the eye-tracker did not provide information about the off-path areas of interest nor the glance eccentricity (i.e., the radial angle between the forward path and the glance location). For example, off-path glances towards the mirrors may have different safety implications compared to glances towards a secondary, distracting task. Moreover, as visual detection performance generally deteriorates towards the retinal periphery, the ability to detect threats and objects on the road may degrade with increasing visual eccentricity [7], [50]–[53]. Further studies, which take glance eccentricity and location into account, will need to be undertaken to improve the reliability of glance-based methods for studying inattention.

V. Conclusions

We proposed a novel Bayesian reference model for VTS behavior in manual and automated driving. The model is built upon naturalistic eye-tracking data. In general, the model agrees with previous results from simulator and on-road studies on VTS but captures the characteristics and differences in glance-based metrics in greater detail. We found that, in general, 1) the effect of automation on VTS is minimal, and 2) the difference between VTS and routine naturalistic driving is negligible, except for the PRC metric: during VTS there was a lower proportion of time that glances fell within the on-path area (PRC of about 50%) compared to routine driving. The PRC metric may be useful for its sensitivity at distinguishing VTS behavior from routine driving in both manual and automated driving. The model can inform the development of driver models to be used in computer simulations for designing and evaluating the safety benefit of ADASs. Finally, the model could also serve as a detailed reference for developing inattention guidelines.
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