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The interaction between superconducting qubits and one-dimensional microwave transmission lines has been
studied experimentally and theoretically in the past two decades. In this work, we investigate the spontaneous
emission of an initially excited artificial atom which is capacitively coupled to a semi-infinite transmission line,
shorted at one end. This configuration can be viewed as an atom in front of a mirror. The distance between the
atom and the mirror introduces a time delay in the system, which we take into account fully. When the delay
time equals an integer number of atom oscillation periods, the atom converges into a dark state after an initial
decay period. The dark state is an effect of destructive interference between the reflected part of the field and the
part directly emitted by the atom. Based on circuit quantization, we derive linearized equations of motion for the
system and use these for a semiclassical analysis of the transient dynamics. We also make a rigorous connection
to the quantum optics system-reservoir approach and compare these two methods to describe the dynamics. We
find that both approaches are equivalent for transmission lines with a low characteristic impedance, while they
differ when this impedance is higher than the typical impedance of the superconducting artificial atom.

DOI: 10.1103/PhysRevA.101.033801

I. INTRODUCTION

Waveguide quantum electrodynamics (QED) has become
a field of growing importance for quantum communication,
quantum simulations, and quantum computation [1–5]. In
waveguide QED, the interaction between a one-dimensional
(1D) electromagnetic field and quantum emitters is studied
[6–9]. The restriction to one dimension gives an advantage in
transferring information, since it increases directionality and
reduces losses [10,11]. The quantum emitters can be natural
atoms, Rydberg atoms, trapped ions or artificial atoms such as
quantum dots, nitrogen vacancy centers, and superconducting
qubits [1]. The latter are studied in a field called circuit QED
[2,12–15].

In this field, microwave superconducting circuits including
Josephson junctions (JJs) are studied. Like natural atoms,
these circuits have a discrete and anharmonic energy spectrum
and can therefore be used as qubits. Circuit-QED artificial
atoms can thus mimic atom and molecular dynamics at the
quantum level. Furthermore, they enable the exploration of
new parameter regimes such as reaching the strong- and
ultrastrong-coupling regimes, where light and matter are no
longer separable [16–20], or opening the possibility of observ-
ing the superradiant phase transition [21–23].
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Hoi et al. [24] coupled a so-called transmon [25] qubit to
a 1D microwave transmission line (TL) which was shorted at
one end. A transmon qubit is most easily understood as an
LC oscillator, with capacitance C and inductance L, whose
inductance is made nonlinear with a JJ. This system is usually
described as an atom in front of a mirror [26–29], since the
microwaves are reflected at the shorted end of the TL (the mir-
ror) and interact with the qubit again. The effective distance
of the qubit to the mirror with respect to the wavelength of
the field plays a crucial role for the dynamics of the system.
Hoi et al. showed that the qubit can be hidden if it is placed at
a node of the field, meaning that it does not interact with the
field and the spontaneous emission rate vanishes [24]. This
was shown theoretically by using a master equation approach
with a Markov approximation. In the experiment the atom was
probed in reflection, and a suppression of the spontaneous
emission rate with a factor of 50 compared to the open TL
case was verified.

However, considering an initially excited atom and a vac-
uum state in the TL, there is a time T given by the distance
to the mirror and back divided by the speed of light in the TL
during which the atom will decay with a rate γ given by the
open TL case. The reduction of the decay rate corresponds
to a destructive interference between the light emitted from
the atom and the reflected light from the mirror. To resolve
the dynamics on this timescale, one needs to go beyond the
Markov approximation, including effects of the time delay
beyond phase shifts.

This has been done in several studies investigating light-
matter interaction regarding time delay, such as quantum
optical approaches solving the equations of motion with
Fourier transformation [8,30–32], recent methods involving
matrix product states to solve time-delay equations [33–36],
or Green’s function approaches [37,38]. However, these all
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FIG. 1. (a) A transmon is coupled to the 1D TL by a coupling
capacitance Cc. The TL is grounded at one end. The energy, flux,
and capacitance of the transmon are denoted by EJ , φJ , and CJ ,
respectively. The TL is modeled by coupled LC oscillators with
capacitance �xC0 and inductance �xL0. The flux of the nodes
between the LC oscillators is denoted by φn. (b) Sketch of the system,
depicting an atom in front of a mirror. The atom can be coupled
(decoupled) to the electromagnetic field depending on its location
at the antinode (node) of an electromagnetic mode. The distance
between the atom and the mirror is denoted as L.

rely on a weak-coupling approximation between the atom and
the waveguide, where the atom couples to the TL at one point.

In this paper, we investigate the spontaneous emission rate
of an initially excited transmon qubit which can be placed
at an arbitrary distance to the mirror. For long distances,
γ T ∼ 1, we take time-delay effects into account; i.e., we go
beyond the Markov approximation of Ref. [24]. Using circuit
quantization, we derive equations of motion in principle valid
beyond the weak-coupling regime.

In Sec. II, we derive the circuit-QED equations of a single
transmon capacitively coupled to a TL and describe its decay
dynamics in different regimes. In Sec. III, we derive a rigorous
connection between the circuit QED and the system-reservoir
approaches. We then compare the transient dynamics in the
two models and discuss the applicability of the system-
reservoir approach for this system. Then finally, in Sec. IV we
summarize the results and discussions presented in this article.

II. CIRCUIT-QED MODEL

Our system consists of a transmon, capacitively coupled to
an open 1D TL, which is grounded at one end. A transmon is
a superconducting qubit that consists of a JJ with Josephson
energy EJ and a capacitance CJ in parallel. The nonlinearity
of the JJ yields an anharmonic excitation spectrum for the
transmon. The TL is a 1D coplanar waveguide, with a char-
acteristic inductance (capacitance) per unit length L0 (C0).
It supports a transverse electromagnetic (TEM) mode with
microwaves propagating at the velocity v0 = 1/

√
L0C0. The

TL is modeled as a discretized circuit consisting of coupled
LC oscillators, using a discretization length �x, much shorter
than the wavelength of the microwaves. Our semi-infinite
TL is shorted at one end, where the electromagnetic field is
reflected. The transmon is coupled to the TL by a capacitance
Cc at a distance L from the shorted end. In the discretized
model, we number the TL node coupled to the transmon as
node zero. We then ground node N = L/�x to the right of
the transmon (φN = 0). A sketch of the circuit model and
the system is depicted in Fig. 1(a). Due to the shorted TL,

the system can be described as an atom in front of a mirror
[24] [see Fig. 1(b)]. When the qubit is excited and decays, it
emits electromagnetic excitations into the TL, which initially
start to propagate in both directions. The light propagating
to the left is lost while the light propagating to the right
is reflected at the mirror. The reflected light interacts with
the qubit again after a time delay T = 2L/v0, given simply
by the distance to the mirror divided by the velocity of light in
the TL. To describe our circuit we use the node fluxes φi(t ) =∫ t

0 Vi(t ′)dt ′ as coordinates, where Vi(t ) are the voltages at the
node i. Using the circuit quantization procedure of Ref. [39],
the Hamiltonian corresponding to the system is given by

H (φi, pi ) = 1

2C0�x

∑
n �=0

p2
n �=0(t )

+ 1

2Cc
p2

0(t ) + 1

2CJ
[pJ (t ) + p0(t )]2

+
N−1∑

n=−∞

1

2L0�x
[φn+1(t ) − φn(t )]2

− EJ cos

(
2e

h̄
φJ (t )

)
, (1)

where the charges pi are the conjugate momenta of the
node fluxes, fulfilling the canonical commutation relations
[φi, p j] = ih̄δi j , [φi, φ j] = [pi, p j] = 0.

From the Heisenberg equations of motion for an operator
A(t ) by d

dt A(t ) = i
h̄ [H, A(t )], we can now derive the coupled

equations of motion for all our operators:

∂tφJ (t ) = 1

CJ
[pJ (t ) + p0(t )], (2)

∂t pJ (t ) = −EJ
2e

h̄
sin

(
2e

h̄
φJ (t )

)
, (3)

∂tφ0(t ) = Cc + CJ

CcCJ
p0(t ) + 1

CJ
pJ (t ), (4)

∂tφi(t ) = pi

�xC0
(i �= 0), (5)

∂t pi(t ) = 1

L0�x
[φi+1(t ) − 2φi(t ) + φi−1(t )]. (6)

A. The continuum limit

We now take the continuum limit �x → 0 and replace the
node fluxes φi(t ) in the TL with a continuous flux field φ(x, t ).
We choose the coordinate xi = i�x, so that the transmon is
now located at x = 0. The TL charges pi(t ) for i �= 0 are
replaced by a charge density field p(xi, t ) = pi(t )/�x with
dimension charge per unit length. This can be understood
from the fact that the TL node charge vanishes together with
the node capacitance �xC0, with the finite ratio pi(t )/�x.
Away from the transmon, i.e., for x �= 0, the equations of
motion, Eqs. (5) and (6), are replaced by

∂tφ(x, t ) = p(x, t )

C0
, (7)

∂t p(x, t ) = ∂2
x φ(x, t )

L0
. (8)
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These equations can be recognized as the massless Klein-
Gordon equations in one spatial dimension.

1. The free TL field

We write the field in terms of bosonic creation and annihi-
lation operators for plane waves ak and a†

k with wavenumber
k, which obey the canonical commutation relations [ak, a†

k′ ] =
δ(k − k′) and [ak, ak′ ] = [a†

k, a†
k′ ] = 0:

φ�(x, t ) =
√

h̄

4πC0

∫ ∞

−∞

dk√
ωk

(
a�

k e−i(ωkt∓kx) + H.c.
)
. (9)

Here, the arrows indicate right- (→) and left-moving (←)
parts of the field, moving at the speed of light in the TL,
v0. The corresponding expression for the charge density field
p(x, t ) reads

p�(x, t ) = i

√
h̄C0

4π

∫ ∞

−∞
dk

√
ωk

(
a�

k e−i(ωkt∓kx) − H.c.
)
.

(10)

We now rewrite Eq. (9) in terms of frequencies ωk = v0|k|
instead of wavenumbers k and obtain

φ�(x, t ) =
√

h̄Z0

4π

∫ ∞

0

dω√
ω

(
a�

ω e−i(ωt∓kωx) + H.c.
)
, (11)

where we introduced the TL impedance Z0 = √
L0/C0. The

voltage in the TL is given by the time derivative of the flux
field, V (x, t ) = ∂tφ(x, t ),

V �(x, t ) = −i

√
h̄Z0

4π

∫ ∞

0
dω

√
ω

(
a�

ω e−i(ωt∓kωx) − H.c.
)
,

(12)

while the current is proportional to the spatial derivative of the
flux field, I (x, t ) = ∂xφ(x)/L0,

I�(x, t ) = −i

√
h̄

4πZ0

∫ ∞

0
dω

√
ω

(
a�

ω e−i(ωt∓kωx) − H.c.
)
.

(13)

2. Scattering at the transmon

We now want to connect the field in the TL to the transmon
degrees of freedom at the point x = 0. The flux field is con-
tinuous, so we can straightforwardly make the identification
φ0(t ) = φ(0, t ). However, since the node i = 0 has a finite
capacitance also for �x → 0, we find that the node charge
p0(t ) remains finite and we need to keep that as a sepa-
rate variable. This also implies that the spatial derivative of
the flux field does not have to be continuous at x = 0. Keeping
this in mind in taking the continuum limit of Eq. (6) at x = 0,
we arrive at

∂t p0(t ) = 1

L0
[∂xφ(0+, t ) − ∂xφ(0−, t )]. (14)

Using the continuity of the voltage at this point we obtain

V0 = ∂tφ0(t ) = ∂tφ(0, t ) = V in
L + V out

L = V in
R + V out

R , (15)

where V in
L = V →(0−, t ), V out

L =V ←(0−, t ), V in
R =V ←(0+, t ),

and V out
R = V →(0+, t ) are the in- and outgoing voltage fields

at the left (L) and right (R) side of the coupling point,
respectively. Furthermore, current conservation at this point
in the circuit is expressed through Eq. (14) as

∂t p0 = 1

Z0
(Vin − Vout)

= 1

Z0

(
V in

L + V in
R − V out

L − V out
R

)
. (16)

Combining Eqs. (4), (15), and (16), we can eliminate φ0(t )
and obtain

Cc + CJ

CcCJ
p0(t ) + 1

CJ
pJ (t ) + Z0

2
∂t p0(t ) = V in

L (t ) + V in
R (t ),

(17)

which together with Eqs. (2) and (3) determines the transmon
dynamics in terms of the incoming fields V in

L (t ) and V in
R (t ).

From Eqs. (4), (15), and (16) we also obtain the expressions
for the outgoing fields:

V out
L (t ) = V in

R (t ) − Z0

2
∂t p0(t ), (18)

V out
R (t ) = V in

L (t ) − Z0

2
∂t p0(t ). (19)

Thus, we have derived the equations of motion for a transmon
capacitively coupled to a TL.

3. The mirror

The field going away from the transmon to the right V out
R

is reflected at the mirror and returns as V in
R with a time delay

T = 2L/v0 and a π phase shift acquired at the shorted mirror.
We note that an open-ended TL would result in the same time
delay, but no extra phase shift at the mirror. Thus eliminating
V in

R we modify Eq. (17) into

Cc + CJ

CcCJ
p0(t ) + 1

CJ
pJ (t ) + Z0

2
∂t [p0(t ) ∓ p0(t − T )]

= V in
L (t ) ∓ V in

L (t − T ), (20)

where the lower positive sign corresponds to the open-ended
mirror case.

This is a time-delay differential equation for the system
operators, which together with the nonlinearity of Eq. (3)
makes it hard to find the general solution. Considering spon-
taneous emission and weak coupling within the rotating-wave
approximation, it is possible to constrain the dynamics to the
single excitation sector of the Hilbert space, yielding tractable
dynamics [7,8,31,32]. However, in the next section we follow
a slightly different path, linearizing the transmon qubit, yield-
ing analytically solvable equations of motion without doing
the rotating-wave approximation in the coupling.

B. Linearization of the transmon qubit

In the weak-coupling regime (specified in detail below)
and neglecting the time delay, the system behaves as an
atom coupled to a bath, where the coupling strength depends
strongly on the distance to the mirror. Here we lay the foun-
dations for exploring this system beyond the weak-coupling
regime, including the effects of time delay. Due to the limited
anharmonicity of the transmon, a relevant approximation is
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CJ LJ

CcZ0 Z0

FIG. 2. Simplified system of a transmon coupled to an open TL.
The transmon corresponds to an LC oscillator with inductance LJ and
capacitance CJ . It is coupled to the TL with characteristic impedance
Z0 through the coupling capacitance Cc. Considering an open TL,
the photon can escape in both directions, corresponding to the two
impedances in parallel.

then to neglect the nonlinearity of the JJ and replace Eq. (3)
with its linearized version

∂t pJ (t ) = −φJ (t )

LJ
, (21)

where we introduced the Josephson inductance

LJ = h̄2

4e2EJ
, (22)

by expanding the sine function to first order. This approx-
imation is obviously good in the weak-excitation regime
|φJ (t )| < h̄/2e. This leaves us with linear time-delay differ-
ential equations that we will explore in the rest of this paper.
One property of linear quantum equations of motion is that
the quantum averages can be taken directly and the average
of the observables thus obeys identical real-valued classical
equations of motion. In particular, we use this correspondence
to explore the decay dynamics of an initially excited transmon.

C. An effective lumped element electrical
circuit for the open TL case

Having linearized the transmon, we now analyze the cou-
pling strength between the transmon and TL by studying
the energy decay rate of an initially excited transmon to an
open TL (no mirror), depending on the circuit parameters.
We therefore also assume that there are no average fields
incoming towards the transmon; i.e., 〈V in

L (t )〉 = 〈V in
R (t )〉 = 0.

The average charges p̄J (t ) = 〈pJ (t )〉 and p̄0(t ) = 〈p0(t )〉 then
obey the averaged versions of Eqs. (17), (2), and (21):

Cc + CJ

CcCJ
p̄0(t ) + 1

CJ
p̄J (t ) + Z0

2
∂t p̄0(t ) = 0 (23)

∂t φ̄J (t ) = 1

CJ
[ p̄J (t ) + p̄0(t )], (24)

∂t p̄J (t ) = − φ̄J (t )

LJ
. (25)

We can analyze the ac dynamics of this undriven linearized
transmon using the effective lumped element circuit in Fig. 2,
which we can use to discuss the different parameter regimes
more intuitively by considering a system-bath approach.

We consider the transmon as the “system” and the TL as
a “continuum of modes.” Even though the complete circuit is

nondissipative, the transmon will emit microwaves into the
open TL, which will not return to the transmon. From the
transmon perspective, this can be seen as energy loss thus
representing a dissipative channel. If we set the characteristic
impedance Z0 to zero, Eq. (23) leads to

Z0 = 0 ⇒ p̄0(t ) = − Cc

CJ + Cc
p̄J (t ). (26)

This corresponds to an undamped harmonic LC oscillator with
angular frequency ω0 = 1/

√
LJ (Cc + CJ ), given by the two

capacitances CJ and Cc connected in parallel to ground. Here
we also note that the energy of the oscillator is given by

Z0 = 0 ⇒ Eq = p̄J (t )2

2(CJ + Cc)
+ φ̄J (t )2

2LJ
. (27)

If we instead set Z0 to infinity, Cc is connected to an open
circuit

Z0 → ∞ ⇒ ∂t p̄0(t ) = 0 (28)

and we again find an undamped LC oscillator, now with
frequency ωJ = 1/

√
LJCJ .

For finite damping, it is useful to find expressions for the
relaxation rate. We do this analysis by replacing the JJ with
an ac current source of amplitude iJ and angular frequency
ω. Using the phasor method, we find that the average power
dissipated in the TL is

PZ0 = i2
JC2

c Z0

4(CJ + Cc)2 + C2
c C2

J Z2
0 ω2

. (29)

We also find the reactive ac power of the circuit, i.e., the
average rate of energy the current source has to supply and
reabsorb during a period:

Pr = i2
J

2ω

4(CJ + Cc) + C2
c CJZ2

0 ω2

4(CJ + Cc)2 + C2
c C2

J Z2
0 ω2

. (30)

Without dissipation, the energy stored in the oscillator or qubit
would be given by

Eq = Pr

ω
. (31)

In the weakly damped regime, corresponding to an atom
weakly coupled to the field, the energy of the oscillator or
atom decays exponentially, Eq(t ) = Eq(0)e−γ t , and we now
find an expression for the decay rate through

γ = PZ0

Eq
= ω

PZ0

Pr
= 2

Z0CJ

η

1 + η
, (32)

where we defined the dimensionless parameter

η = ω2 Z2
0C2

c

4

CJ

CJ + Cc
. (33)

As mentioned, this estimation of the decay rate is relevant in
the weak-coupling regime, γ /ω < 1. Using the approxima-
tion ω = 1/

√
LJCJ , we find for this ratio

γ

ω
= PZ0

Pr
= 2

√
LJ/CJ

Z0

η

1 + η
= 2

ZJ

Z0

η

1 + η
, (34)

where in the last step we defined the qubit impedance ZJ =√
LJ/CJ . Using the expression for the charging energy of the
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JJ, EC = e2/(2CJ ), and the resistance quantum RK = h/e2 ≈
25 k
, we can also write

ZJ = RK

2π
√

2

√
EC

EJ
, (35)

to see that the qubit impedance is directly determined by the
EJ/EC ratio. This ratio should be much larger than 1 for the
circuit to be in the charge-noise-insensitive transmon regime.

In the regime of a low-impedance TL, characterized by
η < 1, we expand the decay rate to first order in η and,
using that the oscillator frequency in this regime is given by
ω ≈ 1/

√
LJ (CJ + Cc), we find

γ ≈ 2η

Z0CJ
= Z0

2
ω2 C2

c

CJ + Cc
(36)

≈ Z0

2LJ

C2
c

(CJ + Cc)2 ≡ γ0. (37)

Here, we note that η < 1 has been the relevant regime for all
experiments using transmons and TLs of around Z0 = 50–100

 so far. In the experiment of Ref. [24] we have, e.g., η =
2.2 × 10−4.

Using a TL with inductances made from Josephson junc-
tions or high-kinetic-inductance materials, it is possible to
reach characteristic impedances of a few k
 [40–46]. This
would be necessary to approach the regime η ∼ 1, where
the largest coupling ratio γ /ω = ZJ/4Z0 would be obtained
according to this simple analysis.

D. Spontaneous emission in front of a mirror

We now return to the transmon in front of a mirror to study
the effect of the time delay T caused by the finite distance to
the mirror. To study the spontaneous emission, we again look
at the classical linearized equation of motion for the averaged
observables, with no incoming field,

Cc + CJ

CcCJ
p0(t ) + 1

CJ
pJ (t ) = −Z0

2
∂t [p0(t ) − p0(t − T )],

(38)

which we obtain by performing a quantum average of Eq. (20)
with a shorted mirror. To simplify the notation in the follow-
ing, we use the symbols p0(t ) and pJ (t ) also for the averaged
observables. Combining Eqs. (24) and (25) into

∂2
t pJ (t ) = −ω2

J [p0(t ) + pJ (t )], (39)

we can also eliminate φJ (t ) to arrive at two coupled time-delay
differential equations for p0(t ) and pJ (t ) only.

1. Low-impedance TL

We now proceed to analyze the regime of a low-impedance
TL (η < 1) in more detail. To receive an analytical solution
for the equations of motion (38) and (39), we rewrite the
charge on the coupling capacitance p0(t ) as the corresponding
charge for the undamped LC oscillator [Eq. (26)] plus a small
perturbation δp0(t ):

p0(t ) = − Cc

Cc + CJ
pJ (t ) − δp0(t ). (40)

Using this ansatz, Eq. (39) becomes

∂2
t pJ = −ω2

0 pJ + ω2
Jδp0, (41)

where again ω0 = 1/
√

LJ (Cc + CJ ) is the resonance fre-
quency of the qubit coupled to the TL and ωJ = 1/

√
LJCJ

is the resonance frequency of the uncoupled qubit. From
Eq. (38) we find

δp0(t ) = −Z0

2
CJ

(
Cc

Cc + CJ

)2

∂t [pJ (t ) − pJ (t − T )]

− Z0

2

CcCJ

Cc + CJ
∂t [δp0(t ) − δp0(t − T )], (42)

where we ow neglect the second term. This follows from
assuming that both δp0 and pJ are oscillating with similar
frequencies close to ω0 and that |δp0| � |pJ |. This gives an
expression for δp0(t ) in terms of pJ (t ) and pJ (t − T ), which
inserted in Eq. (41) gives

∂2
t pJ (t ) = −ω2

0 pJ (t ) − γ0∂t [pJ (t ) − pJ (t − T )], (43)

where we again find the low-impedance decay rate γ0 from
Eq. (37).

Thus we have found an approximate equation of motion
which only contains the charge pJ on the Josephson junction.
This equation can be solved analytically by using a Laplace
transformation. This solution is presented in Appendix B. In
Sec. III, we see that this is the equation that corresponds
to the system-bath approach from quantum optics. However,
below we see that there are regimes where the full equations
including both pJ and p0 give significantly different decay
dynamics.

Another side note to our approach is that usually, when
dealing with emitters coupled to an electromagnetic field, the
rotating-wave approximation is used and fast-rotating terms
are neglected. However, in our semiclassical model we are not
doing the rotating-wave approximation and see effects of the
fast-rotating terms. A demonstration of the behavior of these
terms can be seen in Appendix A.

2. Numerical results

In the following, we initialize the oscillator or qubit at time
t = 0 with a finite charge pJ at t = 0, while putting p0(t ) = 0
for t � 0. This models switching on the coupling between the
qubit and the TL and t = 0 by adding Cc in this moment.
Quantum mechanically, this initial condition corresponds to
a coherent state of the oscillator rather than a single-photon
excitation. The transient dynamics of the energy relaxation
will, however, be the same in the weak-coupling regime, as
we show below in the comparison with the system-reservoir
approach.

We then calculate the energy of the qubit,

Eq(t ) = [pJ (t ) + p0(t )]2

2CJ
+ p0(t )2

2Cc
+ φJ (t )2

2LJ
, (44)

by solving the equations of motion (38) and (39) and using
φJ (t ) = −LJ∂t pJ (t ). In Fig. 3(a), we plotted this energy as a
function of time for two different positions of the qubit with
respect to the mirror (black and yellow). As a reference, we
also plot the exponential decay found in an open TL (orange).
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(a)
Node

Open TL

Anti-Node

(b)

γ0T = 0.01 · 2π

γ0T = 0.1 · 2π

γ0T = 1 · 2π

FIG. 3. (a) The ratio between the energy of the qubit in front of a mirror, Eq, and its initial value E0 for the qubit located at a node (black)
and at an antinode (yellow), and the qubit in an open TL (red) as a function of time t divided by the delay time T . If the qubit is located
at a node, the energy converges into a dark state. At an antinode, the decay becomes enhanced by the reflected field from the mirror. In the
open TL, we see an exponential decay. (b) The ratio between the energy Eq and the initial energy value E0 of a qubit located at a node for
γ0T = 0.01 × 2π (green), γ0T = 0.1 × 2π (blue), and γ0T = 1 × 2π (purple) as a function of time t divided by the delay time T . In all cases
the qubit relaxes into a dark state, but the transient behavior is different. The energy of the dark state is given by Eq. (45) and is depicted as
gray dashed lines. Note that Eq. (45) is valid for both the full equations and the approximated ones.

Here, we are in the low-impedance regime where the qubit
frequency is given by ω0 = 1/

√
LJ (CJ + Cc) and the decay

rate by Eq. (37). Including the mirror, we still find exponential
decay with the same rate during the first round-trip time period
T . After this time, we see qualitatively different dynamics
depending on the position of the qubit.

If the qubit is located at a distance where the delay time
equals a half-integer number of qubit oscillation periods,
T ω0 = (2n + 1)π for integer n, the decay rate increases after
time T when the reflected field interacts with the qubit again
(yellow line). This occurs when the two terms p0(t ) and
p0(t − T ) interfere constructively in Eq. (38) and correspond
to placing the qubit at an antinode of the electric field at the
qubit frequency ω0.

In this paper, we are, however, mainly interested in the third
case, where the qubit is located at a node of the field (red line),
i.e., for T ω0 = 2nπ . In this case, the energy converges into a
dark state because the reflected field from the mirror interferes
destructively with the outgoing field at any given time.

3. Dark-state transients

The energy remaining in the dark state, EDS , is given by
(see also Eq. (31) from Ref. [38])

EDS

E0
= 1(

1 + T
2 γ0

)2 , (45)

which we found by calculating the steady-state solution of
both the full equations for pJ and p0, Eqs. (38) and (39), and
the approximated equation for pJ , Eq. (43). Details of the cal-
culation, which is done by using the Laplace transformation,
are given in Appendix A. We normalized the energy by its

initial value E0 = Eq(t = 0), and the factor γ0 = Z0ω
2
0

2
C2

c
Cc+CJ

is
again the low-impedance coupling strength between the qubit
and the TL. This energy is shown as dashed lines in Fig. 3.

In Fig. 3(b) we plotted the energy of the qubit for different
values of γ0T . For γ0T � 1, the atom decays slowly on the

delay timescale. Then not much of the initial energy is lost
until the reflected field from the mirror interacts destructively
with the field emitted from the atom and the system reaches
the dark state quickly. For γ0T ≈ 1, the qubit couples strongly
enough to the TL so that it has time to decay significantly
before the reflected field interacts with it again. It takes several
round trips until the emitted and reflected field cancel each
other completely and the system reaches a dark state.

4. Short outlook towards larger-impedance TL

Lately there has been growing interest in high-impedance
TLs, which can be realized using Josephson junctions or high-
kinetic-inductance materials in the center conductor [40–46].
To study the effect of increasing Z0, we compare the solution
of the approximation equation (43) to the solution of the full
equations (38) and (39). Figure 4 shows both solutions for two
cases with the same value for the low-Z0 expression for the
coupling γ0. In Fig. 4(a) the TL impedance is small, Z0/ZJ �
1, and in Fig. 4(b) the TL impedance is high, Z0/ZJ � 1,
where γ0 is kept constant by reducing Cc in the high-Z0 case.
We see that for small Z0, the approximation describes the
behavior of the energy relaxation very well. For high Z0,
we see a big deviation of the full model to the approximation.
The source of the deviation becomes clear if we look at
Eq. (42). In the approximation, we neglect the second term.
But if we keep γ /ω0 ∝ Z0C2

c constant and increase Z0, which
means we decrease Cc, it implies that the first term of Eq. (42)
becomes small compared to the second term and the second
term can therefore not be neglected. One clear difference
that is visible in Fig. 4(b) is that the approximation initially
decays much faster, which can be understood from the fact
that γ0 is a low-Z0 approximation to the full expression of
the open TL decay rate in Eq. (34), inadequate for the current
parameter regime η > 1. As a comparison, we therefore plot
the solution for the approximate equation of motion, Eq. (43),
replacing γ0 with the full expression for γ from Eq. (34).
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(a) (b)

FIG. 4. The ratio between the energy of the transmon qubit, Eq, and its initial value E0 as a function of time t divided by the delay time T .
In both panels, the value of the coupling is the same, γ /ω0 = 0.125, but in (a) the impedance is small (Z0/ZJ = 1/

√
2 and Cc

Cc+CJ
= 0.5) and in

(b) the impedance is high (Z0/ZJ = 100 and Cc
Cc+CJ

= 0.05). The pink dashed curve shows the solution of the approximation equation (43) and
the blue curve shows the solution of the full equations (38) and (39). The inset of (a) shows the difference of the energy of both cases scaled
with their initial energy value. We see that for small impedance our approximation works very well, whereas for high impedance the dynamics
of the system changes and we cannot use the approximation anymore. Note that the dark-state energy has the same value either way. The green
dashed line in (b) shows the energy calculated with the approximation using the value of the coupling strength derived for the high-Z0 case.

This solution [see dashed green curve in Fig. 4(b)] captures
the initial decay accurately, but then quickly saturates into a
dark state, with much higher energy than the full solution.
The value of the dark-state energy is instead correctly cap-
tured by the low-impedance approximation in Eq. (45), which
we also verified analytically in Appendix A using Laplace
transformation of the full equations of motion. In the transient
dynamics we see oscillations on a new timescale, arising from
energy going back and forth between the qubit and the field
between the qubit and the mirror. The detailed analysis of this
phenomenon is outside the scope of the current paper, but we
conclude that dynamics in this regime cannot be captured by
the approximate equations of motion [Eq. (43)], because we
need to retain the charge p0(t ) on the coupling capacitance as
an independent variable.

III. ANALOGY WITH THE
SYSTEM-RESERVOIR APPROACH

In this section, we start from the circuit-QED Hamiltonian
of the system in the continuum limit and connect to a quantum
optical system-reservoir approach, where both the transmon
qubit and the TL degrees of freedom are quantized. In this
model, one degree of freedom of the qubit is directly coupled
to the field amplitude in one point and it has been used
frequently in the literature [30,31]. We find a direct connection
between this model and the above equations of motion in the
low-impedance TL regime.

A. Hamiltonian

Hamiltonian (1) written in the continuous limit has the
form (see Appendix C)

H =
∫

dx

(
p(x)2

2C0
+ 1

2L0

(∂φ(x)

∂x

)2
)

+ p2
J

2CJ
+ V (φJ ) − Cc + CJ

2CcCJ
p2

0 + p(0)

C0
p0, (46)

where V (φJ ) = EJ (1 − cos( 2e
h̄ φJ )) is the potential energy of

the transmon. It should be noted that this Hamiltonian cor-
responds to the full equations of motion that were solved in
previous sections. Because it contains terms in p0, one can-
not draw a straightforward analogy with a system-reservoir
approach at this stage. Here, we restrict the derivation to the
low-impedance case. To do so, we consider the characteristic
impedance Z0 of the TL and write the relation between the
voltages:

φ̇0 =
∣∣∣∣ iZ0Ccω/2

1 + iZ0Ccω/2

∣∣∣∣φ̇J . (47)

We see from this relation that for Z0Ccω/2 � 1, i.e., for low-
impedance TLs, the voltage at the zero node is very small and
can be neglected in Eq. (4), leading to

p0 ≈ − Cc

Cc + CJ
pJ . (48)

As a consequence, the charge p0 reveals the TL-transmon
coupling term and a frequency shift for the transmon qubit
in the Hamiltonian:

H =
∫

dx

(
p(x)2

2C0
+ 1

2L0

(
∂φ(x)

∂x

)2)
+ p2

J

2(Cc + CJ )
+ V (φJ ) − Cc

Cc + CJ

p(0)

C0
pJ . (49)

The TL and transmon degrees of freedom can be quantized as
a single harmonic oscillator (since we linearized the transmon
qubit) coupled to a reservoir of harmonic oscillators. A rig-
orous quantization procedure is presented in Appendix C and
leads to the rotating-wave approximation Hamiltonian being
described in terms of creation and annihilation operators:

Ĥ = h̄ω0̂a†
J âJ +

∫ +∞

0
dω h̄ω â†(ω )̂a(ω)

+
∫ +∞

0
dω h̄V (ω)(̂aJ â†(ω) + â†

J â(ω)), (50)

033801-7



E. WIEGAND, B. ROUSSEAUX, AND G. JOHANSSON PHYSICAL REVIEW A 101, 033801 (2020)

semi-infinite

open

FIG. 5. Frequency-dependent coupling strength of the transmon
versus frequency detuning. Here we choose γ /ω0 = 0.05 and the
mirror position is L = 5πv/ω0. The solid line corresponds to the
semi-infinite TL with a mirror, while the dashed line corresponds
to the open TL case.

where âJ annihilates one transmon qubit excitation and â(ω)
annihilates a sine mode of the TL at frequency ω. The third
term on the right-hand side corresponds to the coupling of the
transmon with the TL, where

V (ω) =
√

γ

2π

ω

ω0
sin

ωL

v
, (51)

where γ is the open TL transmon decay rate. Studying the
frequency-dependent coupling leads to the Purcell picture,
whereby an atom’s decay rate is modified by the mode struc-
ture of its environment [47]. In Fig. 5, we show the squared
coupling strength, which is proportional to the Purcell factor.
We compare it to the open TL coupling strength, which in one
dimension is just a straight line. Noticeably, the shorted TL
case leads to an oscillating coupling depending on the position
of the atom with respect to the mirror and the transition
frequency ω0, yielding the transmon decaying as e−2γ t when
it is placed at an antinode, while virtually not decaying at all
when placed at a node.

B. Single-excitation basis state evolution

We study the dynamics of Hamiltonian (50), assuming that
the initial state contains one excitation. Therefore, we write
the wavefunction in the interaction picture:

|ψ (t )〉 = cJ (t )eiω0t |1J , 0T L〉 +
∫ +∞

0
dω cω(t )eiωt |0J , 1ω〉, (52)

where we introduced the state notations

|1J〉 = â†
J |0J〉, (53a)

|1ω〉 = â†(ω)|0T L〉, (53b)

where |0J〉, |0T L〉 are the vacuum states of the transmon and
the TL, respectively. Writing the time-dependent Schrödinger

equation, we can write the system of equations governing the
evolution of the wavefunction coefficients:

ċJ = i
∫ +∞

0
dωV (ω)ei(ω−ω0 )t cω(t ) (54a)

ċω = iV (ω)e−i(ω−ω0 )t cJ (t ). (54b)

Integrating formally the equations on cω(t ), replacing in
the equation on cJ (t ), and choosing the initial conditions to be
cJ (0) = 1, cω(0) = 0, we have now

ċJ = −
∫ t

0
dτ cJ (τ )

∫ +∞

0
dω ei(ω−ω0 )(t−τ )V 2(ω). (55)

To solve this equation, one needs to evaluate the integral
over frequencies. Changing the variable to � = ω − ω0 and
considering that the decay is much smaller than the transition
frequency γ � ω0, one can extend the lower bound of the
integral to −∞ and we get

ċJ = − γ

πω0

∫ t

0
dτ cJ (τ )

∫ +∞

−∞
d� ei�(t−τ )(� + ω0) sin2 �L

v
,

(56)

where we used the fact that the transmon is at a node so
sin(�L/v + nπ ) = − sin �L/v. The right-hand-side integral
then has the form of a Fourier transform of two terms: one is
� times a squared sine, which is an odd function, so only the
sine component of ei�(t−τ ) is nonvanishing. This leads to the
integral over a function whose Taylor expansion around � =
0 is of the order of O(�4), and since only frequencies around
ω0 will contribute, this term can be considered negligibly
small. The remaining term is the Fourier transform of the
squared sine, leading to

πδ(t − τ ) − π

2
δ(t − τ − T ) − π

2
δ(t − τ + T ), (57)

where T = 2L/v. The equation of motion then becomes sim-
ply

ċJ = −γ

2
[cJ (t ) − cJ (t − T )]. (58)

This equation is in the interaction picture, but the Schrödinger
picture can be obtained by changing the rotating frame,
cJ (t ) = c̃J (t )eiω0t :

˙̃cJ = −iω0c̃J (t ) − γ

2
(̃cJ (t ) − c̃J (t − T )e−iω0T ). (59)

Again we can consider the atom being at a node so that ω0T =
2nπ , and the phase factor in the last term is then just 1. This
result is consistent with the derivation shown in Refs. [7,31]
and leads to the same dynamics.

However, it is crucial to note that the behavior of the qubit
energy in the case of high impedance cannot be modeled
with this approach. Our semiclassical analysis revealed non-
Markovian oscillations for the qubit energy with Z0/ZJ � 1,
as shown in Fig. 4, and the corresponding timescale cannot be
captured by the weak-coupling and low-impedance system-
reservoir model derived in this section. To derive a proper
quantum approach, one should come back to Hamiltonian
(46) and derive the equations of motion for the full system
including the charge p0. A possibility would be to expand
the TL modes in even and odd modes with respect to the

033801-8



SEMICLASSICAL ANALYSIS OF DARK-STATE … PHYSICAL REVIEW A 101, 033801 (2020)

transmon (x = 0) and include phase shifts induced by the
coupling capacitor [48], but this requires further investigation.

IV. CONCLUSION

We have investigated the spontaneous emission dynamics
of an initially excited superconducting artificial atom of trans-
mon type, capacitively coupled to a semi-infinite transmis-
sion, shorted at a distance L from the transmon. Using a circuit
quantization procedure, we derived time-delay equations of
motion for the charge on the transmon and on the coupling
capacitance. Replacing the Josephson junction by its Joseph-
son inductance, we arrived at linear equations of motion.
The average charges then obey identical scalar equations of
motion, which we then proceeded to solve. We found that the
energy relaxation depends strongly on the distance between
the atom and the mirror, in terms of the wavelength of the
emitted radiation. We especially focused on the case where the
atom is located at a node of the electromagnetic field, leading
the atom to converge into a dark state with finite energy in
the steady state. We found a simple analytical expression for
this energy. We then found very different dynamics depending
on the characteristic impedance of the TL compared to the
characteristic impedance of the transmon. For a small TL
impedance we found an approximate equation of motion for
the atom charge only. In this regime, we could also derive
the corresponding equations of motion of a single emitter in
a quantum optical system-bath approach, previously used in
the literature. However, in the regime of large characteristic
impedance of the TL, we found that the charge on the coupling
capacitor p0 must be retained and the mapping to a quantum
optical model is not clear. We have thus established a solid
connection between the circuit-QED model and the quantum
optical master equation approach in the regime of small
characteristic impedance of the TL. We have also established
a framework in which one can perform a detailed analysis of
the high-impedance regime.

ACKNOWLEDGMENTS

The authors thank Luis Martén-Moreno for stimulating
discussions and Mikhail Pletyukhov for assistance with the
Laplace transformation. We also thank the Swedish Research
Council and the Knut and Alice Wallenberg Foundation for
financial support.

APPENDIX A: FAST-OSCILLATING TERMS

In our semiclassical approach, we do not perform the
rotating-wave approximation and we can see effects of fast-
oscillating terms. To demonstrate the behavior of these terms,
we analytically solve the equations for an atom in an open TL.
In this case, the time-delay term in Eq. (43) is not present and
the equation can be reduced to

∂2
t pTL

J = −ω2
0 pTL

J − γ ∂t pTL
J . (A1)

For γ /ω0 � 1, the solution of this equation is given by

p̃J = pTL
J

PJ (0)
= e− γ

2 t cos (ω0t ). (A2)

FIG. 6. Energy Eq of an initially excited qubit in an open TL
scaled with its initial energy value E0 as a function of oscillation
periods. The blue and green lines show the decay of the qubit
for γ /ω0 = 0.1. In this parameter regime we can observe the fast-
oscillating behavior. The phase of the oscillations depends on the
initial conditions, where pJ (0) is finite and p0(0) = φJ (0) = 0 for
the blue curve and φJ (0) is finite and pJ (0) = p0(0) for the green
curve. For the red dashed line, the coupling is significantly smaller
than the resonance frequency of the qubit γ /ω0 = 0.001 and the fast
oscillations cannot be seen anymore. The inset shows a magnification
for the first period.

The energy of the qubit can then be written as

E/E0 = p̃2
J + 1

ω2
0

φ̃2
J

= e−γ t

[
cos2(ω0t )

(
1 + γ 2

4ω2
0

)
+ sin2(ω0t ) + γ

2ω0
sin(2ω0t )

]
= e−γ t

[
1 + γ

2ω0
sin(2ω0t ) + γ 2

4ω2
0

cos2(ω0t )

]
, (A3)

where we can see that the last two terms oscillate with the
frequency 2ω0, which corresponds to the fast-rotating terms.
The terms that contain the fast oscillations are proportional
to the factors γ /ω0 and (γ /ω0)2, respectively. For weak cou-
pling γ /ω0 � 1, the oscillations are not visible (see dashed
red curve in Fig. 6, where γ /ω0 = 0.001). The blue curve in
Fig. 6 shows the energy of the qubit for γ /ω0 = 0.1, which
is significantly larger than for the other case and the fast
oscillations are clearly visible. Here, we note that the phase of
these fast oscillations depends on the initial state, which in our
case is chosen to be a finite pJ (t = 0) while p0(0) = φJ (0) =
0. Choosing instead a finite φJ (t = 0) shifts the oscillations by
π/2 (see the green curve in Fig. 6). A single-photon Fock state
has an undetermined phase, so averaging over the initial phase
to mimic this quantum initial state would indeed wash out
these fast oscillations. However, to fully analyze the effects
of these counter-rotating terms in the ultrastrong-coupling
regime where γ /ω0 ∼ 1 is beyond the scope of this paper.
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APPENDIX B: LAPLACE TRANSFORM

1. Analytical solution for low Z0

The low-impedance approximate equation of motion for
pJ (t ) is given by

∂2
t pJ (t ) = −ω2

0 pJ (t ) − γ0∂t [pJ (t ) − pJ (t − T )]. (B1)

with γ0 = Z0
2 ω2

0
C2

c
Cc+CJ

and ω0 = 1/
√

LJ (Cc + CJ ).
The Laplace transform of this is

s2 p̃J (s) − spJ (0) − p′
J (0) = −ω2

0 p̃J (s) − γ0sp̃J (s)

+ γ0 pJ (0) + γ0se−sT p̃J (s) − γ0 pJ (−T ). (B2)

So, we obtain

p̃J (s) = (γ0 + s)pJ (0)

s2 + γ0s(1 − e−sT ) + ω2
0

, (B3)

where we assumed that p′
J (0) = 0 and pJ (−T ) = 0. This can

be rewritten as

p̃J (s) = pJ (0)
(s + γ0)

l (s) − γ0se−sT
(B4)

= pJ (0)
(s + γ0)

l (s)

∞∑
n=0

[
γ0s

l (s)

]n

e−snT , (B5)

with

l (s) = s2 + γ0s + ω2
0 = (s − s+)(s − s−) (B6)

s± = −γ0

2
± α

2
, α = 2

√(γ0

2

)2
− ω2

0. (B7)

The integral for the inverse Laplace transform reads

pJ (t )

pJ (0)
= 1

2π i

∞∑
n=0

∫ i∞

−i∞

γ n
0 sn(s + γ0)es(t−nT )ds

(s − s+)n+1(s − s−)n+1 . (B8)

To solve this, we define

f (s) = sn(s + γ0)

(s − s+)n+1(s − s−)n+1 es(t−nT ) (B9)

and use the residue theorem∮
K

f (z)dz = 2π i
n∑

k=0

Res f (z)|z=zk
, (B10)

where zk are the poles of f (z) and Res f (z)|z=zk
can be written

as

Res f (z)|z=z0
= lim

z→z0

1

(m − 1)!

dm−1

dzm−1

[
f (z)(z − z0)m

]
.

(B11)

The poles of f (s) are s+ and s−:

Res f (s)|s=s+ = 1

n!

[
dn

dsn

(
sn(s + γ0)es(t−nT )

(s − s−)n+1

)]
s=s+

, (B12)

Res f (s)|s=s− = 1

n!

[
dn

dsn

(
sn(s + γ0)es(t−nT )

(s − s+)n+1

)]
s=s−

. (B13)

These we can rewrite by shifting s to s → s + s+ and s →
s + s−:

Res f (s)|s=s+ = 1

n!
es+(t−nT )

[
dn

dsn

(
(s + s+)n(s + s+ + γ0)es(t−nT )

(s + s+ − s−)n+1

)]
s=0

, (B14)

Res f (s)|s=s− = 1

n!
es−(t−nT )

[
dn

dsn

(
(s + s−)n(s + s− + γ0)es(t−nT )

(s + s− − s+)n+1

)]
s=0

. (B15)

We set this into Eq. (B8) and obtain the solution of the inverse Laplace transform:

pJ (t )

pJ (0)
=

∞∑
n=0

�(t − nT )
γ n

0

n!

{
es+(t−nT )

[
dn

dsn

(
(s + s+)n(s + s+ + γ0)es(t−nT )

(s + s+ − s−)n+1

)]
s=0

+ es−(t−nT )

[
dn

dsn

(
(s + s−)n(s + s− + γ0)es(t−nT )

(s + s− − s+)n+1

)]
s=0

}
. (B16)

2. Steady state

a. Full equations

To calculate the energy of the dark state, we want to find the
Laplace transform of pJ and p0. Therefore, we do the Laplace
transformation of the following equations:

Cc + CJ

CcCJ
p0(t ) + 1

CJ
pJ (t ) = −Z0

2
∂t [p0(t ) − p0(t − T )],

(B17)

∂2
t pJ (t ) = −ω2

J [p0(t ) + pJ (t )]. (B18)

The Laplace transform of these equations is given
by

Cc + CJ

CcCJ
p̃0(s) + 1

CJ
p̃J (s) = − Z0

2
[sp̃0(s)(1 − e−sT )

+ p0(0) − p0(−T )], (B19)

s2 p̃J (s) − spJ (0) − p′
J (0) = −ω2

J [ p̃0(s) + p̃J (s)], (B20)
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and we find

p̃0(s) = − 2CcLJ pJ (0)sesT

−Ccs
(
1 + CJLJs2

)
Z0 + esT {2 + 2CJLJs2 + Ccs[Z0 + LJs(2 + CJsZ0)]} , (B21)

p̃J (s) = − pJ (0)sLJ{−CcCJsZ0 + esT [2(Cc + CJ ) + CcCJZ0s]}
−Ccs(1 + CJLJs2)Z0 + esT {2 + 2CJLJs2 + Ccs[Z0 + LJs(2 + CJsZ0)]} , (B22)

where we assumed that p′
J (0) = p0(0) = p0(−T ) = 0. To

calculate the energy of the dark state, we calculate the inverse
Laplace transform of pJ and p0 by using Eqs. (B10) and
(B11). Fulfilling the dark-state condition ω0T = 2πn, we
have two poles on the imaginary axis s = ±iω0, which are
the only ones to contribute in the long-time limit. Thus we
find

lim
t→∞ pJ (t ) = lim

s→iω0

sp̃J (s) + lim
s→−iω0

sp̃J (s) (B23)

= pJ (0)
1

1 + γ0

2 T
(B24)

and

lim
t→∞ p0(t ) = lim

s→iω0

sp̃0(s) + lim
s→−iω0

sp̃0(s) (B25)

= −Cc

Cc + CJ
pJ (0)

1

1 + γ0

2 T
. (B26)

So the energy of the dark state is given by

EDS

E0
= 1(

1 + γ0

2 T
)2 . (B27)

b. Low-Z0 approximation

We calculate the steady state of the low-Z0 equation exactly
the same way as we did for the full equations. Surprisingly,
we find the same poles s = ±iω0 and residues as for the full
equations. The inverse Laplace transform for the steady state
is given by

lim
t→∞

pJ (t )

pJ (0)
= lim

s→iω0

sp̃J (s) + lim
s→−iω0

sp̃J (s) (B28)

= 1

1 + γ0

2 T
, (B29)

and we find the same dark-state energy as for the full equa-
tions,

EDS

E0
= 1(

1 + γ0

2 T
)2 . (B30)

APPENDIX C: QUANTIZATION OF THE
TL-TRANSMON SYSTEM

Considering the general solutions for the flux φ(x, t ) and
the charge density p(x, t ), we now derive Hamiltonian (49)

with the quantized modes. The general solutions of the TL
modes when the line is grounded at x = L are

φ(x, t ) =
√

2

π

∫ +∞

0

dω

v
φ(ω, t ) sin

ω

v
(x − L), (C1a)

p(x, t ) =
√

2

π

∫ +∞

0

dω

v
p(ω, t ) sin

ω

v
(x − L), (C1b)

where ω = |k|v and φ(ω, t ), p(ω, t ) are real coefficients
on the sine modes. The latter are linked with the Fourier
transforms of the general solutions

f (ω, t ) = i f̃ (k, t )e−ikL, (C2)

where f = φ, p and f̃ (k, t ) = Fx[ f ](k) are the Fourier trans-
forms. We write Hamiltonian (49) with the zero boundary con-
dition at x = L. Also, the time dependence of the Hamiltonian
due to kinetic and potential terms is implicit, and no external
time-dependent potential is considered. Therefore, one can set
t = 0 in the expression of the Hamiltonian, and this yields
the Schrödinger picture. The TL part of the Hamiltonian is
then

HT L =
∫ L

−∞
dx

(
p2(x, 0)

2C0
+ 1

2L0

(
∂φ(x, 0)

∂x

)2
)

. (C3)

The expressions of φ(x, t ) and p(x, t ) are now replaced
by the general solutions. This brings up terms in sin k(x −
L) sin k′(x − L) and cos k(x − L) cos k′(x − L) which re-
duce to Dirac deltas with the integration over x, and we
get

HT L = 1

2

∫ +∞

0
dω

(
Z0 p2(ω, 0) + k2

Z0
φ2(ω, 0)

)
, (C4)

where φ, p(ω) ≡ φ, p(ω, 0). The canonical variables can now
be decomposed into annihilation and creation operators:

φ̂(ω) =
√

h̄Z0v2

2ω
(̂a(ω) + â†(ω)), (C5)

p̂(ω) = −i

√
h̄ω

2Z0
(̂a(ω) − â†(ω)), (C6)

where here â(ω) must have a dimension ω−1/2. The latter must
satisfy the commutation relations [̂a(ω), â†(ω′)] = δ(ω − ω′).
We also need the expression of the charge density at x = 0 to
determine the coupling term in Eq. (49):

p̂(0) = i
∫ +∞

0
dω

√
h̄ω

πZ0
(̂a(ω) − â†(ω)) sin

ωL

v
. (C7)
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Finally, the quantization of the transmon qubit is done using

φ̂J =
√

h̄
2(Cc+CJ )ω0

(̂aJ + â†
J ), (C8)

p̂J = −i

√
h̄

2LJω0
(̂aJ − â†

J ), (C9)

where ω0 = [LJ (Cc + CJ )]−1/2 is the renormalized qubit fre-
quency. The Hamiltonian then has the form

Ĥ = h̄ω0̂a†
J âJ +

∫ +∞

0
dω h̄ω â†(ω )̂a(ω)

−
∫ +∞

0
dω h̄V (ω)(̂aJ − â†

J )(̂a(ω) − â†(ω)), (C10)

where the frequency-dependent coupling is

V (ω) = Cc

Cc + CJ

√
Z0

4πLJ

√
ω

ω0
sin

ωL

v
. (C11)

Hamiltonian (C10) can be written in the rotating-wave ap-
proximation:

ĤRWA = h̄ω0̂a†
J âJ +

∫ +∞

0
dω h̄ω â†(ω )̂a(ω)

+
∫ +∞

0
dω h̄V (ω)(̂aJ â†(ω) + â†

J â(ω)). (C12)
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