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The role of oxygen vacancies on the vibrational motions of hydride ions in the oxyhydride of barium titanate†

Carin Eklöf-Österberg, a Laura Mazzei, b Erik Jedvik Granhed, b Göran Wahnström, b Reji Nedumkandathil, c Ulrich Häussermann, c Aleksander Jaworski, c Andrew J. Pell, c Stewart F. Parker, d Niina H. Jalarvo, d Lars Börjesson b and Maths Karlssonb,a

Perovskite-type oxyhydrides, BaTiO3−xHy, represent a novel class of hydride ion conducting materials of interest for several electrochemical applications, but fundamental questions surrounding the defect chemistry and hydride ion transport mechanism remain unclear. Here we report results from powder X-ray diffraction, thermal gravimetric analysis, nuclear magnetic resonance spectroscopy, inelastic neutron scattering (INS), and density functional theory (DFT) simulations on three metal hydride reduced BaTiO3 samples characterized by the simultaneous presence of hydride ions and oxygen vacancies. The INS spectra are characterized by two predominating bands at around 114 (ωH) and 128 (ωH) meV, assigned as fundamental Ti–H vibrational modes perpendicular and parallel to the Ti–H–Ti bond direction, respectively, and four additional, weaker, bands at around 99 (ωH) meV that originate from a range of different local structures associated with different configurations of the hydride ions and oxygen vacancies in the materials. Crucially, the combined analyses of INS and DFT data confirm the presence of both nearest and next-nearest neighbouring oxygen vacancies to the hydride ions. This supports previous findings from quasielastic neutron scattering experiments, that the hydride ion transport is governed by jump diffusion dynamics between neighbouring and next-nearest neighbouring hydride ion–oxygen vacancy local structures. Furthermore, the investigation of the momentum transfer dependence of the INS spectrum is used to derive the mean square displacement of the hydride ions, which is shown to be in excellent agreement with the calculations. Analysis of the mean square displacement confirms that the hydrogen vibrational motions are localized in nature and only very weakly affected by the dynamics of the surrounding perovskite structure. This insight motivates efforts to identify alternative host lattices that allow for a less localization of the hydride ions as a route to higher hydride ion conductivities.

1 Introduction

Perovskite-type oxyhydrides ATiO3−xHy (A = Ba, Sr, Ca, x < 0.6), in which some of the oxide ions are replaced by hydride ions, have recently emerged as a novel class of mixed electronic-ionic conductors with potential application in energy storage and conversion.1–5 Understanding the defect chemistry and hydride ion conduction mechanism in these materials is of great importance for developing efficient synthesis routes that allow the development of new oxyhydrdes with tailored ionic and electronic conductivity for certain applications, but neither the defect chemistry nor hydride ion conduction mechanism are fully understood. Recent results from quasielastic neutron scattering (QENS),4 isotope exchange,6,7 combined isotope exchange with depth profiling analysis7,8 and first-principles calculations7,8 suggest a vacancy-assisted diffusion mechanism. However, a mechanism based on the transformation into a proton and then interstitial diffusion has been also discussed in the past.12–15

The oxyhydrdes ATiO3−xHy are formed through a top-chemical approach by reacting ATiO3 with, e.g., CaH2, which gives rise to the substitution of oxide ions by hydride ions. Among
these, BaTiO$_3$·$_x$H$_x$ exhibits the highest amount of hydride ions with a concentration up to $x \approx 0.6$. The substitutional hydride ion acts as a donor, contributing to $n$ type conductivity in the initially empty Ti$^{4+}$ 3d band, and conductivity measurements of BaTiO$_3$·$_x$H$_x$ shows that it is electronically conducting. The conductivities as reported on BaTiO$_3$·$_x$H$_x$ are, however, somewhat conflicting in that both semiconducting and metallic-like conductivity has been reported. The semiconducting behaviour was suggested to relate to the presence of localized electronic states within the bandgap, which are associated with electron polarons. A polaron in this case refers to when an electron is localized on a titanium ion that resides next to a hydride ion and thereby changes the valence of the titanium ion from +4 to +3.

Recently, we showed, in a combined density functional theory (DFT) calculations and inelastic neutron scattering (INS) study of BaTiO$_3$·$_x$H$_x$ with $y = 0.1$ and $x = 0.18$, that the electrons rather tend to form a delocalized state where they are shared among all Ti$^{4+}$ ions, thus forming a bandstate configuration. In particular, the INS technique was used to determine the vibrational spectrum of BaTiO$_3$·$_x$H$_x$, which was shown to be characterized by two intense peaks at approximately 113 and 128 meV, respectively, assigned as vibrational motions of the hydride ions. The DFT calculations showed that these vibrational modes are essentially localized, i.e. show, unlike collective phonons, little dispersion. This stems from the large mass difference between the hydrogen and the other atoms in the lattice and means that the vibrational motions of the hydride ions can be treated as decoupled from both the vibrational dynamics of the perovskite lattice structure and the vibrational dynamics of other hydride ions. In other words, one can study such vibrations as if they were virtually isolated from the surrounding system. In addition to the main vibrational bands at 113 and 128 meV, the INS spectrum of BaTiO$_3$·$_x$H$_x$ is also characterized by an array of weaker bands at higher frequencies, tentatively assigned as higher-order transitions of the two main vibrational modes.

Here, we report on a study of the local structure and vibrational dynamics of three metal hydride reduced BaTiO$_3$ samples, which are characterized by varying concentrations of hydride ions and oxygen vacancies. The techniques used are powder X-ray diffraction (PXRD), thermal gravimetric analysis (TGA), nuclear magnetic resonance (NMR) spectroscopy, INS, and DFT calculations. Analyses of the intensity and momentum transfer ($Q$) of the INS spectral bands provide unique information to characterize the local coordination of hydride ions, such as vibrational frequencies and relative occupation of different hydride ion sites, distinguish between fundamental modes and higher-order transitions, and to derive the mean square displacements (MSD) of the hydride ions. The results provide experimental evidence to the fact that the hydride ion vibrational dynamics are localized in nature and only weakly affected by the dynamics of the surrounding perovskite framework.

## 2 Experimental details

### 2.1 Sample preparation

Two reduced BaTiO$_3$ samples, which in the following are termed CA2 and CA3, were prepared by mixing powders of BaTiO$_3$ (500 nm particle size, 99.9% purity, ABCR GmbH) and CaH$_2$ (99.99%, Sigma Aldrich) in an Ar filled glove box in the molar proportion 1 : 2.25 (that is BaTiO$_3$ : H = 1 : 4.5) and 1 : 0.8 (that is BaTiO$_3$ : H = 1 : 1.6) for CA2 and CA3, respectively. Approximately 10 g of this mixture was pressed into pellets with a mass of about 1 g. The pellets were placed inside sealed stainless steel ampules and heated in an evacuated silica jacket to a temperature of 600 °C for two days. A third sample, termed NAB, was prepared by mixing powders of BaTiO$_3$ and NaBH$_4$ (98%, ABCR GmbH) in an Ar filled glove box in the molar proportion 1 : 0.45 (that is BaTiO$_3$ : H = 1 : 1.8). Pellets of this mixture were heated to a temperature of 600 °C for two days. The dark-blue coloured products were washed 3–4 times with a mixture of 0.1 M NH$_4$Cl and methanol (CA2), 0.1 M acetic acid (CA3), or 0.1 M hydrochloric acid (NAB) in order to remove excess metal hydride and the byproducts CaO (CA2 and CA3) and NaBO$_2$ (NAB). Finally, CA2, CA3 and NAB were dried under dynamic vacuum at 120 °C for about one day. For the sample preparation of CA1, see ref. 4.

### 2.2 Powder X-ray diffraction

PXRD patterns were collected at ambient temperature on a Panalytical X’Pert Alpha diffractometer operated with Cu Kα1 radiation and in θ–2θ diffraction geometry. The powder samples were mounted on a Si wafer zero-background holder and diffraction patterns were measured in a 2θ range of 10–90° with a step size of 0.013°. The Rietveld method as implemented in the FullProf program was used for structure and phase analysis.

### 2.3 Thermal gravimetric analysis

TGA experiments were carried out using a TA instruments Discovery system. The samples, each weighing approximately 15 mg, were heated in a platinum crucible from room temperature to 900 °C with a heating rate of 5 °C min$^{-1}$. A dry air gas flow of 20 ml min$^{-1}$ was applied.

### 2.4 Nuclear magnetic resonance spectroscopy

The $^1$H MAS NMR experiments were performed at a magnetic field of 9.4 T (400.12 MHz $^1$H Larmor frequency) and a MAS rate of 30.00 kHz on a Bruker Avance-III spectrometer equipped with a 2.5 mm MAS probehead. Acquisitions involved rotor-synchronized, double-adiabatic spin-echo sequence$^{18,19}$ with a 90° excitation pulse of length 1.2 μs followed by two 50.0 μs tanh/tan short high-power adiabatic pulses (SHAPs)$^{16,17}$ with 5 MHz frequency sweep. All pulses operated at a nutation frequency of 208 kHz. For each sample 4096 signal transients with 5 s relaxation delays were accumulated. Shifts were referenced with respect to tetramethylsilane (TMS) at 0 ppm.

### 2.5 Inelastic neutron scattering

The INS experiments were performed on three instruments; on MERLIN$^{18,19}$ and TOSCA$^{20,21}$ at the ISIS Neutron and Muon Source (ISIS) at the Rutherford Appleton Laboratory, U.K., and on VISION$^2$ at the Spallation Neutron Source (SNS) at the Oak Ridge National Laboratory, U.S. For the present work, the key difference between the spectrometers is that MERLIN enables...
both momentum ($Q$, $\text{Å}^{-1}$) and energy ($\omega$, meV) transfer to be measured independently, whereas TOSCA and VISION follow a fixed trajectory in ($Q$, $\omega$) space.

The experiment on MERLIN was performed on CA2 and CA3. Approximately 10 g of each sample was loaded into an aluminium sachet and the sachet into a thin-walled aluminium can. INS spectra were measured using three different incident energies of the neutrons: $E_i = 200$ meV (5 meV, 400 Hz), 400 meV (12 meV, 550 Hz) and 600 meV (16 meV, 600 Hz), where the numbers within the parentheses refer to the resolution in energy and to the chopper frequency. Measurements were taken at $T = 10, 240,$ and $280$ K for CA2, and at $T = 10$ K for CA3. The time-of-flight data were first converted into INS maps, $S(Q, \omega)$, using the software MANTID, and the maps were subsequently analyzed using both the software MSLICE and DAVE. The very same samples (CA2 and CA3), using the same sample cell, were also measured on TOSCA at $T < 10$ K. Additionally, 10 g of CA1, was also measured on TOSCA, with a flat sample cell, at $T < 10$ K.

The experiment on VISION was performed on 10 g of NAB, at $T < 10$ K. The sample was thinly distributed inside an aluminium package that was subsequently rolled into a 54 mm long annuli with a diameter of 29 mm. An aluminium can, which was vacuum sealed using aluminium foil, was used as a sample holder. The software DAVE was used for the analysis of $S(Q, \omega)$.

### 2.5.1 Modeling of the INS spectra.

INS relates to the inelastic scattering of neutrons from vibrating atoms. The INS intensity associated with the vibration of a specific atomic species depends on its neutron scattering cross section $\sigma$ and on both the energy and the momentum exchanged between the neutrons and the vibrating atoms. One should note that the total neutron scattering cross sections of H, Ba, Ti, and O are 82.0, 3.38, 4.35, and 4.23 barns, respectively, and since the INS intensity depends on the amplitude of vibration, which is larger for light atoms, the measured spectra of BaTiO$_3$-H$_2$ will be dominated by motions that involve displacements of the hydride ions. The following description is therefore limited to the vibrational modes involving the hydride ions, $v_H$, which are predominantly localized in nature and essentially decoupled from the vibrational dynamics of the perovskite structure. The vibrational mode $v_H$ can be described by its vibrational energy $\omega_H$ and the displacement vector $\mathbf{u}_{H,v}$ along the direction of the vibration. The INS intensity associated with this mode can be expressed as

$$ S(Q, \omega_H^{(n)}) \propto \frac{(Q \cdot \mathbf{u}_{H,v})^2}{m} \exp \left[-\frac{(Q \cdot \mathbf{u}_{H,v})^2}{2m}\right], $$

where $n = 1$ are fundamental modes, $n = 2$ their first overtones, $n = 3$ their second overtones, and so forth. For a powder sample, which is the case here, the INS intensity is given by the average of eqn (1) taken with respect to all possible directions of $Q$, i.e.

$$ S(Q, \omega_v) = \frac{1}{4\pi} \int S(Q, \omega_v) dQ. $$

When the displacements $\mathbf{u}_{H,v}$, associated with the local vibrational modes, are relatively close to each other, they can be approximated by

$$ |\mathbf{u}_{H,v}|^2 \approx \frac{1}{3} \mathbf{u}_{H,loc}^2 \forall v. $$

That is, the displacements are all similar to the same, average, value $\mathbf{u}_{H,loc}^2/3$, where

$$ \mathbf{u}_{H,loc}^2 = \sum_{i=1}^{3} |\mathbf{u}_{H,v}|^2 $$

is the MSD associated with the local vibrational motion, here denoted as local MSD. Using this approximation, which is referred to as the almost isotropic oscillator approximation, the INS intensity can be expressed as

$$ S(Q, \omega_H^{(n)}) = Q^{2n} \gamma_H^{(n)} e^{-Q^2 \alpha_H^{(n)}}, $$

where, for fundamental modes,

$$ \gamma_H^{(1)} \propto \mathbf{u}_{H,loc}^2, \quad \alpha_H^{(1)} = \frac{1}{3} \left( \alpha_{H,tot}^2 + 2\mathbf{u}_{H,loc}^2 \right), $$

$$ \mathbf{u}_{H,tot}^2 = \mathbf{u}_{H,loc}^2 + \mathbf{u}_{H,lattice}^2. $$

and for first order overtones ($n = 2$, $\omega = 2\omega_H$) and binary combinations ($n = 2$, $\omega = \omega_H + \omega_H$) the coefficients $\alpha_H$ and $\gamma_H$ are given by

$$ \gamma_H^{(2)} \propto \mathbf{u}_{H,loc}^2, $$

$$ \alpha_H^{(2)} = \frac{1}{7} \left( \mathbf{u}_{H,tot}^2 + 4\mathbf{u}_{H,loc}^2 \right), $$

$$ \gamma_{H,comb}^{(2)} \propto \mathbf{u}_{H,loc}^2, $$

$$ \alpha_{H,comb}^{(2)} = \frac{1}{7} \left( \mathbf{u}_{H,tot}^2 + 2\mathbf{u}_{H,loc}^2 + 2\mathbf{u}_{H,lattice}^2 \right). $$

Here $\mathbf{u}_{H,loc}^2$ stands for the scalar quantity $|\mathbf{u}_{H,loc}|^2$, and $\mathbf{u}_{H,tot}$ is the total MSD of a hydride ion and $\mathbf{u}_{H,lattice}$ denotes the contribution to the total MSD from the motion of the hydride ion in phase with the collective perovskite lattice modes.

By differentiation of eqn (5) one can further derive that the maximum of $S(Q, \omega_H^{(n)})$ occurs when

$$ Q = Q_{\max}^{(n)} = \sqrt[4]{n \alpha_H^{(n)}}. $$

In the almost isotropic oscillator approximation, and assuming the $u_{H,lattice}$ contribution to the MSD is negligible, one obtains

$$ \alpha_H^{(1)} = \alpha_H^{(2)} = \alpha_{H,comb}^{(2)} = u_{H,loc}^2/3, $$

which leads to

$$ Q_{\max}^{(n)} = \sqrt{n} Q_{\max}^{(1)}. $$

Because of the dependence of $Q_{\max}$ on $n$, the study of $Q$ profiles provides a means to distinguish between fundamental modes and higher-order transitions in the INS spectra.
2.5.2 The case of hydride ions in BaTiO$_3$. In BaTiO$_{3-x}$H$_x$ the hydride ions participate in the Ti–H vibrational modes. One of these vibrational modes, $\omega_1$, is parallel to the Ti–H–Ti bond direction, whereas the other two (degenerate) modes, $\omega_{\perp}$, are perpendicular to it.$^{10,33}$ Accordingly, the local MSD is written as

$$\bar{u}_{x}^{\text{loc}} = 2 \left[ |u_{x,1}|^2 + |u_{x,2}|^2 \right],$$  

(10)

where $\bar{u}_{x,1}$ and $\bar{u}_{x,2}$ are the respective MSD associated with the $\omega_1$ and $\omega_{\perp}$ vibrational modes. By combining eqn (6), (7) and (10) we obtain the following set of equations

$$\alpha_{x,1}^{(1)} = \frac{1}{5} \left[ u_{x,1}^2 + 3 u_{x,2}^2 + 3 u_{x,3}^2 \right],$$  

(11a)

$$\alpha_{x,2}^{(1)} = \frac{1}{5} \left[ u_{x,1}^2 + u_{x,3}^2 + 4 u_{x,2}^2 \right],$$  

(11b)

$$\alpha_{x,1}^{(2)} = \frac{1}{7} \left[ 2 u_{x,1}^2 + 5 u_{x,2}^2 + 2 u_{x,3}^2 \right],$$  

(11c)

$$\alpha_{x,2}^{(2)} = \frac{1}{7} \left[ 2 u_{x,1}^2 + 3 u_{x,2}^2 + 4 u_{x,3}^2 \right],$$  

(11d)

$$\alpha_{x,\text{comb}}^{(2)} = \frac{1}{7} \left[ 2 u_{x,1}^2 + 3 u_{x,2}^2 + 4 u_{x,3}^2 \right].$$  

(11e)

When the $\alpha$ coefficients are known, these equations can be used to derive the MSD associated with the hydride ions, i.e. $\bar{u}_{x,1,\text{loc}}$, $\bar{u}_{x,1,\text{loc}}$, and $\bar{u}_{x,1,\text{loc}}$.

3 Computational details

3.1 Density functional theory calculations

The DFT calculations were performed using the projector augmented wave (PAW) method$^{39,42}$ as implemented in the VASP software together with the PBE$^{43}$ exchange–correlation functional. A supercell containing 40 atoms constructed from a $2 \times 2 \times 2$ stacking of primitive unit cells was used in most calculations. We denote this the defect cell. The introduction of a hydride ion in the defect cell implies a defect concentration of 12.5%. The same defect cell was used for the calculation of the vibrational density of states (DOS), by the summation over all atoms and directions.

$$\langle |u_{\omega}(T)|^2 \rangle = \int f(\omega, T) g_{\mathbf{q},\alpha}(\omega) d\omega,$$  

(13)

where $g_{\alpha}(\omega)$ is the density of state defined in eqn (12) and

$$f(\omega, T) = \frac{h}{2m_{\omega}} \coth \left( \frac{h\omega}{2k_B T} \right)$$  

(14)

is a temperature dependent weight factor, where $h$ is Planck’s constant, $k_B$ Boltzmann’s constant and $T$ the temperature in kelvin. In the low temperature limit, $k_B T \ll h\omega$, the weight factor $f(\omega, T) \rightarrow h/2m_{\omega}$. In the high temperature limit, $k_B T \gg h\omega$, the weight factor $f(\omega, T) \rightarrow k_B T m_{\omega} \omega^2$.

4 Results

4.1 Average-structural and thermogravimetric analysis

The average (long-range) structural and thermal properties of the four samples, CA1, CA2, CA3, and NAB were investigated with PXRD, TGA, and $^1$H MAS NMR. The results of the average structural and thermal characterisation of CA1, CA2 and NAB were reported and discussed elsewhere.$^{4,44}$ The characterisation of CA3, together with that of CA2 and NAB, can be found in Fig. S1–S2 and Table S1 (PXRD), Fig. S3 (TGA), and Fig. S4 ($^1$H MAS NMR) in the ESI† and a summary of the results for all the samples can be found in Table 1. On the basis of the average-structural analysis and TGA the composition of the metal hydride reduced BaTiO$_3$ samples are reformulated as BaTiO$_{3-x}$H$_x$ by with $x \approx 0.7$ and $\gamma \approx 0.04$ for NAB, with $x \approx 0.35$ and $\gamma \approx 0.08$ for CA2, and with $x \approx 0.18$ and $\gamma \approx 0.12$ for CA3 (cf. Table 1). The heterogeneous nature of CA2 and CA3 (as suggested from the PXRD pattern) may be due to a phase segregation into a O vacancy rich and H rich phase. However, at this point this remains unclear.

4.2 Inelastic neutron scattering

4.2.1 Main features of the INS spectra. Fig. 1(a–c) shows the INS spectra of CA1, CA2, CA3, and NAB at $T < 10$ K, as measured on (a) MERLIN (CA2 and CA3), (b) TOSCA (CA1, CA2 and CA3), and (c) VISION (NAB), respectively. Apart from some differences in the relative intensity of the different contributions in the...
Table 1  Results of the characterization of CA1, CA2, CA3, and NAB

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Synthesis conditions</th>
<th>Lattice parameter (Å)</th>
<th>(x_t) from TG</th>
<th>(x_G) from TG</th>
<th>(y_H) from NMR</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA1</td>
<td>BaTiO3:CaH₂ = 1:0.3</td>
<td>4.0055(2)</td>
<td>0.18</td>
<td>0.17</td>
<td>0.10</td>
<td>(x = 0.18)</td>
</tr>
<tr>
<td></td>
<td>((\text{BaTiO}_3:H = 1:0.6)), 700 °C, 3 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(y = 0.1)</td>
</tr>
<tr>
<td>CA3</td>
<td>BaTiO3:CaH₂ = 1:0.8</td>
<td>I: 4.0075(1) 88(2)%</td>
<td>0.19</td>
<td>0.18</td>
<td>0.12</td>
<td>(x = 0.18)</td>
</tr>
<tr>
<td></td>
<td>((\text{BaTiO}_3:H = 1:1.6)), 600 °C, 2 days</td>
<td>II: 4.0183(1) 12%</td>
<td></td>
<td></td>
<td></td>
<td>(y = 0.12)</td>
</tr>
<tr>
<td>CA2</td>
<td>BaTiO3:CaH₂ = 1:2.25</td>
<td>I: 4.0119(1) 79(2)%</td>
<td>0.37</td>
<td>0.35</td>
<td>0.08</td>
<td>(x = 0.35)</td>
</tr>
<tr>
<td></td>
<td>((\text{BaTiO}_3:H = 1:4.5)), 600 °C, 2 days</td>
<td>II: 4.0295(2) 21%</td>
<td></td>
<td></td>
<td></td>
<td>(y = 0.08)</td>
</tr>
<tr>
<td>NAB</td>
<td>BaTiO3:NaBH₄ = 1:0.45</td>
<td>4.0044(1)</td>
<td>0.75</td>
<td>0.70</td>
<td>0.04</td>
<td>(x = 0.7)</td>
</tr>
<tr>
<td></td>
<td>((\text{BaTiO}_3:H = 1:1.8)), 600 °C, 2 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(y = 0.04)</td>
</tr>
</tbody>
</table>

\*\(x_t\) refers to a reaction \(\text{BaTiO}_3\text{H} + 0.75\text{O}_2 \rightarrow \text{BaTiO}_3 + 0.5\text{H}_2\text{O}\); \(x_G\) refers to a reaction \(\text{BaTiO}_3\text{H} + 0.5\text{O}_2 \rightarrow \text{BaTiO}_3\).

Spectra, the spectra for the different materials and measured on the three different instruments are overall similar and exhibit the same main features. Because the compositions and INS spectra of CA1 and CA3 are almost identical, cf. Table 1, we will in the forthcoming restrict our detailed analysis to CA3, for which the INS spectrum has a higher signal-to-noise ratio.

Above 90 meV all spectra are characterized by a series of contributions, where the most intense is located at around 110 meV, and the others are centered at approximately 230, 350 and 460 meV, respectively. In agreement with previous studies, these contributions relate to either fundamental Ti–H vibrational modes or higher-order transitions of these modes, whereas the bands at <90 meV are assigned to vibrational modes of the perovskite structure. This assignment is further supported by the fact that the INS spectrum and the computed vibrational density of states of BaTiO₃ (Fig. S5†) are essentially flat at >90 meV. More specifically, the region between 90 and 150 meV is characterized by two strong peaks at 100 and 130 meV, and a small side band at around 90 meV. These features are assigned to the localized vibrations of the hydrogen, whereas the bands at higher energies, >150 meV, are assigned to higher-order transitions of these modes. This assignment is in agreement with the fact that these higher-energy bands are located at approximately two, three, and four times the frequency of the fundamental bands between 90 and 130 meV as noted above, and is further supported by the relative intensities of the bands.

We also notice the lack of an O–H stretch band, which is generally manifested as a broad continuum from approximately 440 meV (≈ 3600 cm⁻¹) down to 370 meV (≈ 3000 cm⁻¹) or even lower energy and which confirms that the hydrogen species in the oxyhydride of BaTiO₃ are situated on vacant O sites rather than bound to oxygens of the perovskite structure. This is also confirmed by our ¹H NMR results (Fig. S4†), in which the negative shifts are an indication of Ti–H species. No positive shifts, which would indicate the presence of Ti–O–H protic species, are observed.¹⁷

Fig. 1(d) shows, as an example, \(S(\Omega, \omega)\) of CA2, as obtained from the MERLIN experiment with three different energies of...
the incident neutrons, 200 meV (A), 400 meV (B) and 600 meV (C). Notice how the maximum intensity of the higher-energy bands generally occurs at larger $Q$ values as the transition energy increases [Fig. 1(d)], exactly as one expects for higher-order transitions. This further supports the assignment of the higher-frequency INS modes to higher-order transitions of H vibrational fundamentals. For a more quantitative analysis of the INS spectra, we have performed a peak fit analysis and band assignment, which is described below.

### 4.2.2 Peak fit analysis and band assignment

Fig. 2(a–l) shows the peak fit of the spectra of CA2 and CA3 at $T = 10$ K, respectively, as recorded on MERLIN and TOSCA. Fig. 2(m–o) shows the peak fit of the spectra of NAB at $T = 10$ K, as recorded on VISION. On the basis of the analysis of the energy and relative intensity of the different peaks, as described above, the spectra can be generally separated into fundamental Ti–H modes (85–160 meV), second-order transitions (180–300 meV), and third-order transitions (300–410 meV), respectively.

**Fig. 2** INS spectra of CA2 ($T < 10$ K) recorded on MERLIN (a–c) and TOSCA (d–f) together with the peak fit of the spectra. INS spectra of CA3 ($T < 10$ K) recorded on MERLIN (g–i) and TOSCA (j–l) together with the peak fit of the spectra. INS spectra of NAB ($T < 10$ K) recorded on VISION (m–o) together with the peak fit of the spectra.
For CA2, we find that the low-frequency region (85–160 meV) can be divided into six Gaussian components [Fig. 2(a and d)]. The two strongest bands, at \( \omega = 114 \) and 128 meV, are assigned to the fundamental Ti–H vibrational modes \( \omega_{\perp} \) and \( \omega_{\parallel} \), respectively. Four weaker bands are located at \( \approx 99 \) \( \omega_{\perp} \), 110 \( \omega_{\parallel} \), 137 \( \omega_{\perp} \) and 145 \( \omega_{\parallel} \) meV, respectively. The presence of several bands related to \( H \) motions manifests the coexistence of several different \( H \) sites in the material.

The bands in the intermediate frequency range (180–300 meV) can be adequately fit with seven Gaussians [Fig. 2(b and e)]. The three largest bands, at approximately 230, 240, and 255 meV, are assigned, based on their frequencies and relative intensities with respect to each other and the bands at lower frequencies, as \( 2\omega_{\perp} \), \( 2\omega_{\parallel} \) and \( \omega_{\perp} + \omega_{\parallel} \), i.e. to overtones and combinations of the (main) fundamental contributions \( \omega_{\perp} \) and \( \omega_{\parallel} \). In a similar manner, the remaining four bands are assigned as \( 2\omega_{\perp} + \omega_{\parallel} \), \( 2\omega_{\parallel} \) and \( \omega_{\perp} + 2\omega_{\parallel} \) [Fig. 2(c and f)].

For the other two samples, CA3 and NAB [Fig. 2(g–l) and (m–o)], we find that the peak fit analyses of the INS spectra yield comparable results to that of CA2. This is an important result that points toward no major differences in the local coordination environment of the hydride ions between the three samples. For CA2, we also recorded INS MERLIN spectra at elevated temperatures, \( T = 240 \) and \( T = 280 \) K (Fig. S8†), which show no large spectral differences between the different temperatures. All the fit parameters are summarized in Table 2.

Note that the peak fit analysis for a specific sample as recorded on MERLIN and TOSCA both give essentially the same fit parameters, suggesting that the peak fit analysis is robust.

4.2.3 Q profiles and mean-square displacements. The INS maps of CA2 and CA3, as measured on MERLIN, were subjected to an analysis of the \( Q \)-dependence of the different vibrational bands. For a specific spectral component \( \omega_{\alpha} \), \( S(Q, \omega) \) was obtained by integration of \( S(Q, \omega) \) over a narrow \( \omega \) range centred on \( \omega_{\alpha} \). For the bands within the low-energy range, 85–160 meV, which are assigned as fundamental modes of the hydride ions, the \( S(Q) \) curves were analysed using a modified version of eqn (5), i.e. \( A + Q^2 \lambda_{\parallel}^2 e^{-Q^2 \sigma_{\parallel}^2} \), with \( n = 1 \) and where the constant \( A \) has been added in order to account for the possibility of a background in the spectra. For the bands assigned as second order transitions, in the medium-energy range, the \( S(Q) \) curves were fitted using the same equation but with \( n = 2 \). Fig. 3 shows \( S(Q) \) for \( \alpha \) \( \omega_{\perp} \) and \( 2\omega_{\perp} \), and \( \beta \) \( \omega_{\perp} \) and \( 2\omega_{\perp} \) for CA2. As expected, the maximum of the INS signal occurs at larger \( Q \) values as the order of the transition increases.

The fit parameters (\( \gamma_{\parallel/\perp} \) and \( \sigma_{\parallel/\perp} \)) are shown in Table 3. We observe that the \( \gamma_{\parallel} \) and \( \sigma_{\parallel} \) values are overall larger for CA2 compared to CA3. Since \( \sigma_{\parallel} \) is proportional to \( \sigma_{\parallel}^{\text{init}} \) the hydride ions thus move with somewhat larger vibrational amplitude in

Table 2 Compilation of peak positions (in meV) of the Gaussian-shaped components used to fit the spectra of CA2 and CA3 (as measured on TOSCA and MERLIN) and NAB (as measured on VISION). The peak positions have an uncertainty of the order of 1 meV.

<table>
<thead>
<tr>
<th>Sample</th>
<th>CA2</th>
<th>CA2</th>
<th>CA2</th>
<th>CA2</th>
<th>CA2</th>
<th>CA2</th>
<th>NAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T (K) )</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>240</td>
<td>280</td>
<td>10</td>
</tr>
<tr>
<td>( \omega_{\perp} )</td>
<td>98.4</td>
<td>98.5</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>101</td>
</tr>
<tr>
<td>( \omega_{\perp} )</td>
<td>108.4</td>
<td>108.1</td>
<td>110</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>112.9</td>
<td>112.8</td>
<td>114</td>
<td>114</td>
<td>114</td>
<td>114</td>
<td>114</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>127.7</td>
<td>127.1</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>127</td>
<td>129</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>137.7</td>
<td>135.7</td>
<td>136</td>
<td>137</td>
<td>136</td>
<td>136</td>
<td>137</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>147.0</td>
<td>145.4</td>
<td>144</td>
<td>144</td>
<td>142</td>
<td>143</td>
<td>147</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>195.5</td>
<td>198.1</td>
<td>189</td>
<td>190</td>
<td>19</td>
<td>90</td>
<td>211</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>213.2</td>
<td>215.4</td>
<td>218</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>223</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>227.5</td>
<td>226.9</td>
<td>229</td>
<td>228</td>
<td>228</td>
<td>228</td>
<td>233</td>
</tr>
<tr>
<td>( \omega_{\parallel} + \omega_{\parallel} )</td>
<td>239.8</td>
<td>239.6</td>
<td>241</td>
<td>242</td>
<td>242</td>
<td>242</td>
<td>248</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>255.5</td>
<td>255.9</td>
<td>259</td>
<td>258</td>
<td>258</td>
<td>257</td>
<td>263</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>267.4</td>
<td>266.4</td>
<td>269</td>
<td>270</td>
<td>271</td>
<td>271</td>
<td>273</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>282.3</td>
<td>281.4</td>
<td>289</td>
<td>292</td>
<td>294</td>
<td>296</td>
<td>283</td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>317.6</td>
<td>323.8</td>
<td>329</td>
<td>328</td>
<td>336</td>
<td>336</td>
<td></td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>340.8</td>
<td>340.9</td>
<td>343</td>
<td>342</td>
<td>353</td>
<td>353</td>
<td></td>
</tr>
<tr>
<td>( \omega_{\parallel} + \omega_{\parallel} )</td>
<td>351.4</td>
<td>350.5</td>
<td>355</td>
<td>356</td>
<td>371</td>
<td>371</td>
<td></td>
</tr>
<tr>
<td>( \omega_{\parallel} + 2\omega_{\parallel} )</td>
<td>370.0</td>
<td>366.9</td>
<td>368</td>
<td>369</td>
<td>387</td>
<td>387</td>
<td></td>
</tr>
<tr>
<td>( \omega_{\parallel} )</td>
<td>382.2</td>
<td>377.3</td>
<td>384</td>
<td>385</td>
<td>403</td>
<td>403</td>
<td></td>
</tr>
</tbody>
</table>

CA2. As for the temperature dependence (investigated for CA2 only), \( \gamma_{\parallel} \) decreases as a function of increasing temperature, whereas for \( \sigma_{\parallel} \) we observe no apparent temperature dependence.

We also consider the effect of the order of the transition (\( n \)) on the peak fitted parameters. As for the \( \gamma_{\parallel} \) values, these decrease as a function of increasing \( n \), which reflects the fact that higher-order transitions occur less likely than fundamental transitions. We also observe that \( \gamma_{\parallel} > \gamma_{\perp} \), which reflects the fact that there are two perpendicular components and one parallel component of the hydride ion motion (Fig. 4). As for the \( \alpha_{\parallel} \) values, these are virtually unaffected by the order of the transition, which is as expected for the overtone progression of an almost isotropic oscillator.
Table 3  (a and b) Compilation of $\gamma_{ii}$ and $\alpha_{ii}$ for CA3 at $T = 9$ K and CA2 at $T = 240$ and 280 K. (c) Compilation of the MSDs of the hydrogen, as calculated from $\alpha_{ii}$. The numbers between parenthesis are the uncertainty in the last digit.

<table>
<thead>
<tr>
<th>Sample</th>
<th>CA3</th>
<th>CA2</th>
<th>CA2</th>
<th>CA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$ (K)</td>
<td>9</td>
<td>9</td>
<td>240</td>
<td>280</td>
</tr>
<tr>
<td>$\gamma_{ii}$ (arb units)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_1$</td>
<td>1.46(7)</td>
<td>1.9(1)</td>
<td>1.7(1)</td>
<td>1.5(1)</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>2.27(9)</td>
<td>3.6(1)</td>
<td>4.0(2)</td>
<td>4.1(2)</td>
</tr>
<tr>
<td>$\omega_{\perp}$</td>
<td>11.0(2)</td>
<td>11.5(2)</td>
<td>10.5(3)</td>
<td>9.94(30)</td>
</tr>
<tr>
<td>$\omega_l$</td>
<td>3.7(1)</td>
<td>3.9(2)</td>
<td>3.3(2)</td>
<td>3.3(1)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>1.36(5)</td>
<td>1.6(1)</td>
<td>1.8(1)</td>
<td>1.7(1)</td>
</tr>
<tr>
<td>$\omega_4$</td>
<td>0.91(6)</td>
<td>1.00(5)</td>
<td>1.14(6)</td>
<td>1.18(5)</td>
</tr>
<tr>
<td>$\omega_{d1}$</td>
<td>0.0086(3)</td>
<td>0.0090(5)</td>
<td>0.0091(4)</td>
<td>0.0091(3)</td>
</tr>
<tr>
<td>$\omega_{d2}$</td>
<td>0.0144(4)</td>
<td>0.0200(6)</td>
<td>0.0228(5)</td>
<td>0.0222(5)</td>
</tr>
<tr>
<td>$\omega_{d\perp}$</td>
<td>0.0477(7)</td>
<td>0.052(1)</td>
<td>0.0467(7)</td>
<td>0.0454(6)</td>
</tr>
<tr>
<td>$\omega_l + \omega_{\perp}$</td>
<td>0.0212(5)</td>
<td>0.0243(6)</td>
<td>0.0249(6)</td>
<td>0.0243(6)</td>
</tr>
<tr>
<td>$\omega_{d3}$</td>
<td>0.0130(3)</td>
<td>0.0142(5)</td>
<td>0.0145(3)</td>
<td>0.0147(3)</td>
</tr>
<tr>
<td>$\omega_{d4}$</td>
<td>0.00858(2)</td>
<td>0.0100(4)</td>
<td>0.0103(3)</td>
<td>0.0098(3)</td>
</tr>
<tr>
<td>$\omega_{d5}$</td>
<td>0.0064(2)</td>
<td>0.0068(4)</td>
<td>0.0077(2)</td>
<td>0.0078(2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>CA3</th>
<th>CA2</th>
<th>CA2</th>
<th>CA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{ii}$ (10$^{-2}$ $\text{Å}^2$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_1$</td>
<td>1.40(2)</td>
<td>1.58(2)</td>
<td>1.44(3)</td>
<td>1.64(2)</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>1.54(2)</td>
<td>1.75(2)</td>
<td>1.73(3)</td>
<td>1.70(2)</td>
</tr>
<tr>
<td>$\omega_{\perp}$</td>
<td>1.78(1)</td>
<td>1.74(1)</td>
<td>1.82(1)</td>
<td>1.86(1)</td>
</tr>
<tr>
<td>$\omega_l$</td>
<td>1.59(1)</td>
<td>1.64(1)</td>
<td>1.59(2)</td>
<td>1.56(2)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>1.19(1)</td>
<td>1.31(2)</td>
<td>1.30(2)</td>
<td>1.29(1)</td>
</tr>
<tr>
<td>$\omega_4$</td>
<td>0.99(2)</td>
<td>1.09(1)</td>
<td>1.12(2)</td>
<td>1.10(1)</td>
</tr>
<tr>
<td>$\omega_{d1}$</td>
<td>1.73(2)</td>
<td>1.76(2)</td>
<td>1.71(2)</td>
<td>1.70(1)</td>
</tr>
<tr>
<td>$\omega_{d2}$</td>
<td>1.75(1)</td>
<td>1.83(2)</td>
<td>1.83(1)</td>
<td>1.85(1)</td>
</tr>
<tr>
<td>$\omega_{d\perp}$</td>
<td>1.79(1)</td>
<td>1.82(1)</td>
<td>1.82(1)</td>
<td>1.83(1)</td>
</tr>
<tr>
<td>$\omega_l + \omega_{\perp}$</td>
<td>1.60(1)</td>
<td>1.66(1)</td>
<td>1.67(1)</td>
<td>1.67(1)</td>
</tr>
<tr>
<td>$\omega_{d3}$</td>
<td>1.44(1)</td>
<td>1.48(1)</td>
<td>1.49(1)</td>
<td>1.49(1)</td>
</tr>
<tr>
<td>$\omega_{d4}$</td>
<td>1.31(1)</td>
<td>1.38(1)</td>
<td>1.38(1)</td>
<td>1.36(1)</td>
</tr>
<tr>
<td>$\omega_{d5}$</td>
<td>1.23(1)</td>
<td>1.28(1)</td>
<td>1.26(1)</td>
<td>1.28(1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>CA3</th>
<th>CA2</th>
<th>CA2</th>
<th>CA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSD (10$^{-2}$ $\text{Å}^2$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{H,\perp}$</td>
<td>1.72(6)</td>
<td>1.8(2)</td>
<td>1.82(2)</td>
<td>1.87(7)</td>
</tr>
<tr>
<td>$u_{H,\perp}^\perp$</td>
<td>1.14(6)</td>
<td>1.3(2)</td>
<td>1.25(2)</td>
<td>1.23(7)</td>
</tr>
<tr>
<td>$u_{H,\perp}^{\perp}$</td>
<td>1.0(3)</td>
<td>0.4(9)</td>
<td>0.61(1)</td>
<td>0.5(4)</td>
</tr>
<tr>
<td>$u_{H,\perp}^{\perp}$</td>
<td>4.58(13)</td>
<td>4.9(4)</td>
<td>4.89(4)</td>
<td>5.0(2)</td>
</tr>
</tbody>
</table>

4.3 Density functional theory calculations

DFT calculations were used to compute the hydride ion vibrational frequencies and MSD for three different configurations, containing a hydride ion and an oxygen vacancy as a first, second and third nearest neighbour, respectively. These configurations are denoted as HO$_{V_O}^{\perp \perp \perp}$ with $\tau = 1, 2, 3$. All configurations are neutral with three electrons in the conduction band. Fig. 5 illustrates a HO$_{V_O}^{\perp \perp \perp}$ supercell where the numbers in the figure indicate the possible oxygen vacancy positions. With the oxygen vacancy as a second nearest neighbour there are two crystallographically non-equivalent positions (denoted as 2 and 2'). The configuration we consider is where the oxygen vacancy is located in the direction perpendicular to the Ti–H bond, i.e. $\tau = 2$. The respective hydride ion frequencies, relative ground state energies $\Delta E$, and the multiplicity $g$ for the three different configurations are presented in Table 4.

The energetically most favourable position is the one in which the oxygen is the second nearest neighbour, HO$_{V_O}^{\perp \perp \perp}$. The energy of the first nearest neighbour configuration HO$_{V_O}^{\perp \perp \perp}$ is about 0.1 eV higher. This is not surprising since a repulsion of the two positively charged defects is to be expected. Also with the oxygen vacancy as third nearest neighbour the relative ground state energy is about 0.1 eV higher. The second nearest neighbour position 2' and the other possible configurations containing the combination of a vacancy and a hydride ion in this supercell size exhibit all relative ground state energies $>0.15$ eV and are not discussed further.

With respect to the probability for the occupancy of a particular configuration $\tau$, this can be expressed as

$$P(\tau) \propto g(\tau) \exp[-E(\tau)/k_BT],$$

(15)

where $g(\tau)$ is the multiplicity of configuration $\tau$ with energy $E(\tau)$. At $600$ °C, where the material is kept for two days in the synthesis, the relative probabilities become $P_1/P_2 = 0.54$ and $P_1/P_3 = 1.06$. Upon cooling, these relative probabilities decrease.

By using the $\alpha_{ii}$ values from Table 3 as input in expressions for the $\alpha_{ii}$ coefficients [eqn (11)] we have derived the corresponding MSD of the hydride ions, $u_{H,\perp}^{\perp \perp \perp} + u_{H,\perp}^{\perp}$, $u_{H,\perp}^{\perp \perp \perp}$ and $u_{H,\perp}^{\perp \perp \perp \perp}$ (Table 3). In agreement with the $\alpha_{ii}$ values, the hydride ions in the CA2 sample are manifested by larger local MSDs than the ones for CA3. Additionally, we remark that $u_{H,\perp}^{\perp \perp \perp} > u_{H,\perp}^{\perp \perp \perp \perp}$, as one would expect for localized vibrational modes.

Fig. 4  Sketch indicating the direction of the $\omega_{\perp}$ and $\omega_l$ Ti–H vibrational motions in metal hydride reduced BaTiO$_3$.

Fig. 5  Illustration of the different configurations containing both a HO$_2$ and a VO defect. The different positions for the oxygen vacancy are indicated by the numbers 1, 2, and 3.
Table 4 shows the vibrational frequencies for the localized hydrogen modes in the three different defect configurations, containing a hydride ion and an oxygen vacancy as first, second and third nearest neighbour, respectively. Included in the table are also the hydride vibrational frequencies in a structure without oxygen vacancies, for the case when the extra electron is delocalized over all Ti$^{4+}$ ions (bandsate) and where the excess electron is localized on a titanium atom nearest neighbour to the hydride ion (polaron state), which have been computed previously.\textsuperscript{14}

We remark that the results presented here are computed using a $2 \times 2 \times 2$ supercell, corresponding to the chemical composition BaTiO$_{2.926}$H$_{0.074}$. To test for possible concentration dependencies of the (calculated) vibrational frequencies, we have also computed the frequencies in a $3 \times 3 \times 3$ supercell, corresponding to BaTiO$_{2.926}$H$_{0.074}$, for both cases of a structure without oxygen vacancies (bandsate) and a structure with second nearest neighbouring vacancies. The corresponding results are summarized in Fig. S6.\textsuperscript{†} The frequencies for 1, 2 and 3 (HO$_v$) defects, in a $3 \times 3 \times 3$ supercell have also been computed, corresponding to the compositions BaTiO$_{2.926}$H$_{0.037}$, BaTiO$_{2.926}$H$_{0.074}$ and BaTiO$_{2.926}$H$_{0.111}$, respectively. The oxygen vacancy is in all cases located at a second nearest neighboring oxygen site, the most stable configuration. The corresponding results are summarized in Fig. S7.\textsuperscript{†} In all cases we find very sharp vibrational peaks which clearly shows the localized nature of the hydride ion vibrational motion. The very sharp nature of the peaks is a direct evidence for the localized nature. The local surrounding for a hydride ion in the different numerically investigated cases differ slightly which results in small shifts of the corresponding frequencies. In the INS measurement a weighted average is then obtained and it shows up as a broadening of the measured peak.

From the results in Table 4 we can observe that the hydrogen vibrational frequencies for the HO$_V^{(2)}$ configuration are very similar to both the HO$_V^{(3)}$ configuration and to the bandsate configuration. All configurations, except the bandsate configuration, break the degeneracy of the perpendicular mode, but only very weakly. The exception is the HO$_V^{(1)}$ configuration, where there is a significant downshift of about 12 meV of one of the perpendicular modes, the one in the plane containing the vacancy. Based on this we expect the vibrational spectrum to be similar regardless of the vacancy concentration, and if the HO$_V^{(1)}$ configuration is present, a peak at lower frequencies should be present. Furthermore, we observe that the formation of a polaron shifts the frequency of the parallel mode, by about 15 meV, while the perpendicular modes remain essentially unchanged. This feature may thus be used as a means to determine the respective contribution of the bandsate and polaron state configurations in the material, in the case both states co-exist.

4.3.2 Mean square displacement. Table 5 shows the MSD of the localized ($\mathbf{u}_{\text{loc}}^2$) and lattice ($\mathbf{u}_{\text{lattice}}^2$) modes of the hydride ion, respectively, as derived from the computer simulations. Specifically, the respective MSD values have been computed by separating contributions in eqn (13) into two terms, according

![Fig. 6 PDOS for the hydride ion in the HO$_V^{(2)}$ configuration along the 3 Cartesian directions (colour) together with the total DOS (gray). The intensity for frequencies below 90 meV are amplified by a factor 100. The weight factor $f(\omega, T)$ [see eqn (14)] is also shown for two different temperatures.](image-url)
to whether the mode frequency is above or below 90 meV. This approach is fully justified because the hydride ion vibrations are localized and fully distinct from the lattice modes, as discussed in the previous sections. The $u_{\text{latt}}$ values are indeed found to be an order of magnitude larger than the $u_{\text{loc}}$ values, which is consistent with the fact that the intensity of the contribution of the hydride ion in the region of the lattice vibrations, i.e. below 90 meV, is very weak (see Fig. 6).

Included in Fig. 6 is also the weight factor $f(\omega, T)$ [see eqn (14)] at two different temperatures, $T = 0$ K and 300 K, together with the vibrational DOS. From the weight factor we observe that low frequency vibrations give a larger contribution to the MSD compared with high frequency vibrations and their contribution also increases more rapidly when the temperature is increased. For example, when the temperature is increased from $T = 0$ K to 300 K, a mode with frequency $\hbar \omega = 22$ meV gets an increased weight by a factor of 2.5, while a mode with frequency $\hbar \omega = 120$ meV only gets a factor of 1.02 increase. This implies that $u_{\text{loc}}^2$ has a significant temperature dependence compared to $u_{\text{latt}}^2$ (cf. Table 5). At low frequencies, $\hbar \omega < 30$ meV, the mode $\omega^{(1)}$ has the largest contribution to the vibrational DOS and hence $u_{\text{loc}}^{(1)}$ has the largest temperature dependence (cf. Table 5).

## 5 Discussion

In agreement with our previous work on metal hydride reduced BaTiO$_3$ materials,$^{36,37}$ the spectra show no indications of O–H groups or other interstitial hydrogen species present in any of the materials. This establishes that the hydrogen species are present as hydride ions located on vacant oxygen sites of the perovskite structure, and not as protonic species, virtually independent of the level of hydride ion and oxygen vacancy concentrations as investigated here. In this context, we have followed the approach of Liu et al.$^{7,8}$ and investigated the possibility, in BaTiO$_3$, of what has been referred to as an indirect interstitial mechanism, in which the hydride ion is transformed to a proton, by donating two extra electrons to Ti ions, and then diffuses by interstitial diffusion. We found that in BaTiO$_3$ the required energy for this process is 2.4 eV, which, in agreement with previous results,$^{7,8}$ is considerably larger than the typical activation energy for hydride-ion conduction in this system ($<$0.5 eV).$^{4,4}$ Thus, we have no reason to expect that the indirect interstitial mechanism takes place in BaTiO$_3$, which is in full accordance with the absence of any signature of O–H species in the vibrational spectra.

The comparison of the experimental results with the results from DFT calculations show that the vibrational spectra can be largely divided into three different regions; a low-energy (90 meV) region related to lattice vibrations, a medium-energy (90–150 meV) region related to local hydride ion vibrations, and a higher energy (>150 meV) region related to higher-order transitions. Specifically, the INS spectra for all three samples are characterized by two intense bands at approximately 114 ($\omega_1$) and 128 ($\omega_{12}$) meV, which are assigned to fundamental Ti–H vibrational modes perpendicular and parallel to the Ti–H–Ti bond direction, respectively. Additionally, the INS spectra contain four weaker bands, at approximately 99 ($\omega_2$), 110 ($\omega_3$), 137 ($\omega_4$) and 145 ($\omega_5$) meV, as a result of small differences in the local coordination of the hydride ions in the materials.

When comparing these experimental results with the DFT calculations, one should note that the use of the PBE functional generally underestimates the vibrational frequencies by about 7 meV for $\omega_1$ and 2 meV for $\omega_{12}$, compared with the more accurate HSE functional.$^{13}$ With this discrepancy taken into account, the calculated frequencies of around $\omega_1 = 104$–106 meV and $\omega_2 = 124$–127 meV for both the HO$_2$$^\text{(2)}$ and HO$_2$$^\text{(3)}$ configurations, as well as the bandstate configuration H$_2$O (band), are in excellent agreement with the experimental values of $\omega_1^{(1)} = 114$ meV and $\omega_1^{(2)} = 128$ meV. The exception is the HO$_2$$^\text{(3)}$ configuration, which is characterized by a hydride ion and an oxygen vacancy as first nearest neighbour and for which the $\omega_1^{(2)}$ mode is downward-shifted to 93 meV in the calculations. Considering an underestimation of 7 meV of the frequency of this band, it matches almost perfectly with the frequency of the 99 ($\omega_1$) meV band in the experimental spectrum. From this we infer that the positioning of the oxygen vacancy with respect to the hydride ion has only a small effect on the vibrational spectra, except when the oxygen vacancy is first nearest neighbour to the hydride ion. Furthermore, we note that the highest-frequency band at approximately 145 ($\omega_4$) meV is in very good agreement with the frequency of the $\omega_{12}$ mode for the polaron state. It follows that, even though the bandstate configuration is the dominating configuration of the hydride ions, our results tentatively indicate the presence of a non-negligible amount of electron polarons, at least in the sample CA2.

The new insight into the local structure and vibrational dynamics of the metal hydride reduced BaTiO$_3$ samples, containing the simultaneous presence of hydride ions and oxygen vacancies, can be linked to the nature of diffusional dynamics of the hydride ions. In our previous work, we investigated the nature of diffusional hydride ion dynamics in CA1, CA2, and NAB, by QENS techniques. Analyses of QENS spectra measured at low ($T = 225$ and 250 K) and high ($T = 400$–700 K) temperature show that the dynamics can be adequately described by established models of jump diffusion. At low temperature, $T \leq 250$ K, all of the models feature a characteristic jump distance of about 2.8 Å, thus of the order of the distance between neighboring oxygen atoms or oxygen vacancies of the perovskite structure and a mean residence time between successive jumps of the order of 0.1 ns. At higher temperatures, >400 K, the jump distance increases to about 4 Å, thus of the order of the distance between next-nearest neighboring oxygen atoms or oxygen

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$u_{\text{latt}}^2$ (ω &lt; 90 meV) in $10^{-2}$ Å$^2$</th>
<th>$u_{\text{loc}}^2$ (ω &gt; 90 meV) in $10^{-2}$ Å$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.14 0.16 0.15 0.44</td>
<td>1.57 1.93 1.94 5.44</td>
</tr>
<tr>
<td>300</td>
<td>0.28 0.42 0.31 1.01</td>
<td>1.60 2.00 2.01 5.60</td>
</tr>
</tbody>
</table>

Table 5 MSD for the hydride ion in configuration HO$_2$$^\text{(2)}$, divided into local and lattice contributions, at $T = 0$ and 300 K.
vacancies, with a mean residence time of the order of picoseconds. Our present results confirm the existence of these specific local structural configurations and hence support these previous findings on the mechanism of hydride ion transport in perovskite type oxhydrides based on BaTiO$_3$.

Further insight into the nature of the hydride ion sites comes from the analysis of the MSD of the hydride ions. Crucially, the combined analyses of INS and DFT data show that hydrogen vibrational motions are very localized in nature and only very weakly affected by the dynamics of the surrounding perovskite structure.

6 Conclusions

We investigated the local coordination environment of hydride ions in three metal hydride reduced BaTiO$_3$ samples characterized by the simultaneous presence of hydride ions and oxygen vacancies, using a combination of powder X-ray diffraction, thermal gravimetric analysis, nuclear magnetic resonance, inelastic neutron scattering, and density functional theory calculations. We show that the hydride ions are located on oxygen positions of the perovskite structure and that the hydride ion vibrational dynamics are characterized by two main bands, at 114 meV (ω$_{\perp}$) and 128 (ω$_{||}$) meV, respectively, assigned as Ti–H vibrational modes perpendicular and parallel to the Ti–H–Ti bond direction, and four additional, weaker, bands near the ω$_{\perp}$ and ω$_{||}$ bands, associated with variations of the local coordination environment of the hydride ions in the materials.

Crucially, the combined analyses of INS and DFT data confirm the presence of both nearest neighbour and next-nearest neighbouring oxygen vacancies to the hydride ions. This supports previous findings from quasielastic neutron scattering experiments, that the hydride ion transport is governed by jump diffusion dynamics between neighbouring and next-nearest neighbouring hydride–oxygen vacancy configurations. Analysis of the MSD of the hydride ions, as determined both experimentally and theoretically, confirms that the hydrogen vibrational motions are very localized in nature and only very weakly affected by the dynamics of the surrounding perovskite structure.
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