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\textbf{A B S T R A C T}

The multiscale pore structure of mesoporous silica microspheres plays an important role for tuning mass transfer kinetics in technological applications such as liquid chromatography. While local analysis of a pore network in such materials has been previously achieved, multiscale quantification of microspheres down to the nanometer scale pore level is still lacking. Here we demonstrate for the first time, by combining low convergence angle scanning transmission electron microscopy tomography (LC-STEM tomography) with image analysis and lattice Boltzmann simulations, that the multiscale pore network of commercial mesoporous silica microspheres can be quantified. This includes computing the local tortuosity and intraparticle diffusivity coefficients between different regions within the same microsphere. The results, spanning more than two orders of magnitude between nanostuctures and entire object, are in good agreement with bulk characterization techniques such as nitrogen gas physisorption and add valuable local information for tuning mass transfer behavior (in liquid chromatography or catalysis) on the single microsphere level.

1. Introduction

Electron tomography is a powerful technique to image the three-dimensional (3D) structure of an object with nanometer resolution using a series of two-dimensional (2D) electron micrographs. It is frequently used in the biological, chemical and physical sciences to study the 3D morphology of materials [1–7]. Nanoporous materials in particular have received a great deal of attention over the past years, mainly because of their (potential) application in catalysis or separation processes [8–13]. One example is provided by mesoporous silica microspheres that are used as packing material in high performance liquid chromatography (HPLC) [14]. These particles play an important role in the separation and analysis of a large variety of molecules based on differences in mass transfer properties [15,16]. They are often highly porous and have complex pore networks that extend over multiple length scales, making them difficult to study by (Scanning) Transmission Electron Microscopy (S)TEM based 3D imaging approaches. This is on account that particles are often in the micrometer range (2–25 $\mu$m), which necessitates cutting of the particles with, e.g., focused-ion beam microscopy or an ultramicrotome, thus not yielding information on the single particle level [17]. Non-destructive characterization of micrometer-sized particles has been done with x-ray microcomputed tomography, but this technique does not have the required resolution to resolve pores which are mostly nanometer-sized [18,19]. A recent approach utilizing low convergence angle (LC) STEM tomography has shown great promise for imaging micrometer thick samples with nanowater resolution [20–23].

When imaging micrometer thick samples by (S)TEM tomography, artifacts may occur as image intensity does not scale linearly with respect to the thickness of the sample [24,25]. This nonlinearity will
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cause gradients in image intensity in the tomographic reconstruction because standard reconstruction algorithms are based on linear models (Fig. S2) [26]. Corrections for this nonlinearity are possible for objects consisting of different chemical composition [25,27] or by correlative approaches [28]. As the mesoporous silica particles consist only of one phase (silicon dioxide) and due to limited capability of correlative approaches, we correct instead for the nonlinearity using the near perfect sphericity of the particles.

Relating the 3D imaging results directly to material performance and material properties lattice sub particle scale can provide valuable insight on the relationship between structure and performance and can lead to better models to simulate e.g. mass transfer behavior. A good way to quantify mass transfer is by computing the intraparticle diffusivity of the material using computer simulations. There are several ways of doing so but the approach chosen here is to solve the diffusion equation via the lattice Boltzmann method [29]. This method is frequently used to simulate flow in complex structures but can also be used for diffusion simulations under various boundary conditions [30–32].

Here we present an imaging and analysis workflow for the quantitative multiscale characterization of a 2 μm sized porous silica microsphere with 10 nm pores via LC-STEM tomography. The obtained 3D data is used to investigate local variations in pore size distribution, porosity as well as the intraparticle diffusivity and tortuosity of the microsphere via lattice Boltzmann simulations. The results are compared to standard bulk characterization techniques such as nitrogen physisorption and show an excellent match between properties on bulk and single particle level. With this multiscale imaging and quantification workflow at hand, materials that expose hierarchical ordering or a graded porosity can now be investigated.

2. Experimental methods

2.1. Materials

Mesoporous silica microspheres were provided by Noriyam Pulp and Performance Chemicals (Bolns, Sweden) and are commercially available under the brand name Kronosil® Classic - 100 Å SIL 1.8 μm. The material was characterized using nitrogen physisorption (Micromeritics TriStar 3000). The results are shown in Fig. S1. The sample displays IUPAC type IVa behavior, which is characteristic for adsorption behavior inside mesoporous solids. The hysteresis loop indicates a disordered mesostructure. The particles have an average particle size of 2 μm, a BET specific surface area of 317 m² g⁻¹, a total pore volume of 0.86 cm³ g⁻¹, and an average pore diameter of 10.9 nm. The average porosity of the particles was calculated from the total pore volume of the particles and the density of amorphous silicon dioxide [33]:

\[
\rho = \frac{V_{\text{pore}}}{V_{\text{total}}} + \rho_{\text{SiO}_2} = 0.65
\]

where \(V_{\text{pore}}\) is the total pore volume of the particles and \(\rho_{\text{SiO}_2}\) is the density of amorphous SiO₂, which we assume as 2.2 g cm⁻³ [34].

The mesoporous silica microspheres were synthesized according to a method described in detail elsewhere [35]. In brief, the starting material is a basic aqueous silica sol, with a particle size corresponding to an area within the range of from about 50 to about 500 m²/g. The sol is emulsified in a polar, organic solvent that has a limited miscibility or solubility with water, such as, e.g., benzyl alcohol. The emulsification is carried out in the presence of a non-ionic emulsifier, such as cellulose ether. Water from the emulsion droplets is subsequently removed by distillation under an elevated temperature and reduced pressure, causing the silica nanoparticles inside the emulsion droplets to form a gel network. After washing with ethanol and water the silica microspheres are calcined at 600 °C to ensure no organic material is left inside the material. The pore dimensions are governed only by the size of the silica sol nanoparticles and reaction conditions [36]. No templating additives are added to guide or otherwise alter the pore structure.

2.2. STEM tilt-series acquisition

LC-STEM micrographs were recorded at the TU/e FEI CryoTitan electron microscope operating at 300 kV in microprobe STEM mode at spot size 9 with an image sampling of 4096 × 4096 pixels. Image magnification was set at 38600× (pixel size 0.716 nm × px⁻¹), such that only one particle was located in the field of view. The convergence semi-angle was set at 2 mrad and the camera length of the annular dark-field detector (a Fischione HAADF STEM detector) was set to 240 mm. The convergence angle and camera length were experimentally optimized to get a large depth of field as well as to capture as many high-angle scattered electrons as possible, while retaining a high enough spatial resolution to resolve the individual pores. A tilt-series was recorded from a tilt angle of −68° to +68°, every 1° with a total frame time of 20 s. A representative image of the analyzed particles is shown in Fig. S2a. It can clearly be seen that the particle is nearly perfectly spherical.

2.3. Image processing

Most image processing steps were done in MATLAB R2016b using in-house developed code and the DIPILib scientific image processing library V2.8.1. The workflow is shown in Scheme 1 and is further described in the main text. Detailed information regarding each step can be found in the Supplementary Information section 2 and in Figs. S3–S11.

The tomography reconstruction was conducted in IMOD 4.9 using a weighted back projection algorithm with a linear density scaling of 1 and a low-pass radial filter (0.2 px⁻¹ cut off with 0.05 px⁻² fall off [37]. A median filter (5 × 5 × 5) was applied to remove shot noise. Both filters set the resolution cut-off at 5 pixels.

3D visualization of the reconstruction was done in Avizo 8.1.

2.4. Lattice Boltzmann simulations

In order to transform the tomographic reconstruction into a 3D surface suitable for diffusion simulations, the segmented reconstruction was converted into a triangulated isosurface using VoxSurface 1.2 (VINN Excellence SuMo Biomaterials Center). Lattice Boltzmann simulations were then performed using Gensalldo 1.4 (VINN Excellence SuMo Biomaterials Center). The lattice Boltzmann method was used to solve the diffusion equation using zero flux boundary conditions on the material surface [30]. After the diffusion equation was solved to steady state, the effective diffusion coefficient was computed from the average flux in the direction of the concentration gradient. Additional information can be found in the Supplementary Information section 3.

3. Results and discussion

3.1. Multiscale electron tomography

To image the 3D pore structure of the mesoporous silica microsphere,
a data processing workflow was implemented that is summarized in Scheme 1. The workflow consists of several steps that will be briefly introduced below. For detailed information of each specific step we refer to the Supplementary Information section 2 and supporting Figs. S2-S8.

The first important step towards quantification of an electron tomogram is the alignment of the tilt-series of 2D STEM images (step 1 in Schemes 1 and SI section 2.2.1). Tilt-series alignment is conventionally performed by manual or automatic tracking of the position of several gold fiducial markers on the sample or the support film over each projection angle [37]. However, since the investigated silica particle was close to a perfect sphere, the center of mass of the sphere could be used for tilt-series alignment instead. By tracking the position of the center of mass, the corresponding xy-shifts between images during tilting are obtained. These xy-shifts were subsequently used to align the tilt-series automatically and without the need for any gold fiducial markers.

The intensity of the background with tilt was then corrected (step 2 in Schemes 1 and SI section 2.2.2), followed by the local charging of the particle (step 3 in Schemes 1 and SI section 2.2.3). The silica particle is not interacting uniformly with the electron beam, which causes local charging [38]. Due to this there are two different thickness-intensity relations present in the particle: one for the charged side (left side) and one for the uncharged side (right side) (Fig. 1a). To correct for charging, a mean experimental projection image of the microsphere was calculated. This image was obtained by averaging over all 137 STEM projections using the center 90% percentiles of each pixel. Then, a radial symmetric image of the particle was computed that is based only on the thickness-intensity relation of the non-charged side. By dividing this radial symmetric image by the mean projection image, a correction factor image for the charging effect is obtained. Since the correction factor image is based on the mean projection image, local variations in the porosity of the particle are preserved. After applying the charge correction to the tilt-series, the maximum intensity is observed (as expected for a sphere) in the center of the particle throughout the tilt-series.

To correct for nonlinearity between image intensity and projected thickness (step 4 in Schemes 1 and SI section 2.4.4), a projection of a perfect sphere was created with the same dimensions as the investigated particle. By dividing the projection of a perfect sphere by the mean experimental projection image, a correction factor image for nonlinearity was obtained. Multiplying this correction factor image with the charged corrected images of the tilt-series finally provides an intensity linearized tilt-series of the particle with preserved local variations in porosity (Fig. 1b).

The intensity linearized tilt-series was then reconstructed (step 5 and 6 in Schemes 1 and SI section 2.4.5) by a standard weighted back projection algorithm with linear density scaling [39], a low-pass weighting filter (0.2 px⁻¹ cut off with 0.05 px⁻¹ fall off) and followed by an edge preserving median filter (5 × 5 × 5) for further denoising [40]. The reconstruction has a total size of 1601 × 1601 × 1601 voxels and a final pixel size of 1.432 nm·px⁻¹. After reconstruction, the 3D data inside a spherical mask corresponding to the particle (step 7 in Schemes 1 and SI section 2.2.6), was segmented using a global intensity threshold (step 8 in Schemes 1 and SI section 2.2.7). This threshold corresponds to a particle porosity of 65%, as determined by N₂ physisorption for the bulk material. Segmentation assigns all pixels with intensities below the threshold to a value of 0 which is considered a pore, while every pixel value above the threshold is set to 1 and considered to be silica. An example of a numerical cross section through the 3D reconstruction is shown in Fig. 1c.

3.2. Quantification of porosity, strut and pore size distributions

Quantification of the segmented reconstruction enables us to calculate globally and locally the porosity, strut and pore size distribution (PSD), which cannot be done by any other means. The segmentation approach that was used to calculate the size distributions is reasonable, because the assumption of a segmentation threshold based on global porosity and the analysis of the local PSDs are not directly related properties.

To quantify the data locally the particle is divided into 13 sub-volumes of 250 × 250 × 250 voxels in size each, which are divided along the x-axis from left to right (in red), along the y-axis from back to front (in green) and along the z-axis from top to bottom (in blue), respectively (Fig. 2a). Size distributions of the pores and struts of respectively the whole particle and of each of the sub-volumes were calculated using the following procedure (Fig. S10). First, a Euclidean distance transform is calculated from the segmented data (inverse logical for pores) to obtain a distance map which, for each point making up the pores, gives the shortest distance between this point to the pore boundary, i.e., the nearest silica surface [41]. Next, the centerlines of the pore network are obtained by skeletonization [42]. By multiplying the distance map with the skeleton of the pore network only values along the centerlines of the pore network are selected and considered for calculation of the pore diameter distribution. Since the values given in the distance map effectively represent the locally observed pore radius, multiplying them by two times the pixel size gives the pore diameter. Due to resolution constraints (reconstruction, noise removal, etc.) values larger than 5 pixels (7.2 nm) are considered reliable. All remaining values are sorted in a histogram with a bin size of 1 pixel (1.4 nm) and normalized with respect to the total pore volume. The same is done for

Fig. 1. (a) STEM micrograph at 0° tilt rendered in false color for better visibility of nonlinear thickness and residual charging artifacts. (b) STEM micrograph at 0° tilt after correcting for the background, charge and nonlinearity. The intensity now scales linearly with the thickness. (c) Central numerical cross section after segmentation. The vaguely visible horizontal line through the center is an artefact of the rotation axis. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
the silica strut network using the original binarized data without logical inversion.

Globally, the PSD obtained from the tomography of the whole particle match excellently with the PSD obtained from nitrogen physisorption data on the bulk (Fig. 2b). This indicates an extraordinary homogeneity of the product (from particle to particle). There is a slight difference between the PSD obtained from the adsorption isotherm compared to the desorption isotherm because there is a physical difference in the way the pores are filled (capillary condensation) and emptied (capillary evaporation) [43].

Locally, the PSDs in the middle of the particle are slightly narrower than the PSD over the whole particle and the PSDs on the edge of the particle are slightly broader (Fig. S11). Along the x-axis the pores are somewhat smaller at the center (9.6 ± 1.3 nm) than at the edge of the particle (11.6 ± 2.5 nm), whereas the size of the silica struts network remains constant throughout the particle (8.9 ± 0.9 nm) (Fig. 2c). A similar trend can be seen along the y-axis, except here the size of the silica struts is also slightly larger at the edge of the particle (9.6 ± 1.4 nm) than at the center (Fig. 2d). The sub-volumes along the y-axis have a different trend. Here, the pores are slightly larger at one edge of the particle (10.7 ± 2.0 nm) than at the other edge of the particle (10.0 ± 1.5 nm) (Fig. 2e).

The local porosity, defined as the number of pore pixels times the pixel size and divided over the total size of the sub-volume, also varies slightly throughout the particle. Along the x-axis the porosity is clearly higher at the edge of the particle (φ = 0.74) compared to the center (φ = 0.62), whereas it remains relatively constant (φ = 0.62 ± 0.02) along the y-axis and z-axis, respectively (Fig. 3a–c). The trend in porosity follows the average pore and strut size variations along the major axis.

Since the pore network of the investigated particle is governed only by the size of the silica sol nanoparticles, and the size of the silica struts network remains constant throughout the particle, the observed in-homogeneity in porosity and pore size must be a result of the formation mechanism. We hypothesize that, due to evaporation of water, the emulsion droplet initially decreases in diameter accompanied by an increase in solid concentration near the droplet interface. This results in gelation starting from the droplet surface with further water evaporation being then somewhat hindered, which could explain a slight difference in particle volume fraction throughout the particle. Similar effects have been observed in, e.g., spray drying of droplets containing solid nanoparticles [44].

These local intraparticle differences indicate subtle but unmistakable local inhomogeneity throughout the particle, which could have a profound impact on the mass transport behavior throughout the particle [45]. This is important because the particle is used in chromatography applications where mass transport plays an important role in the separation efficiency. Insight in the behavior of mass transport through multiscale porous structures can ultimately lead to better computer models and the design of more efficient particles [46].

3.3. Lattice Boltzmann diffusion simulations

The segmented 3D tomography data can also be used to simulate locally the effective diffusion throughout the particle. To do so, the lattice Boltzmann method was used to solve the diffusion equation inside the reconstructed data (SI section 3.1) [31]. This gives a value for the effective intraparticle diffusion coefficient D_eff over the free diffusion constant D_0, which depend on the geometry of the structure (porosity and tortuosity) but not on the length scale of the pores (Fig. 3a–c) [47, 48].
$$D_{\text{eff}} = k^* D_0$$

where $D_{\text{eff}}$ is the effective diffusion coefficient in the pore network, $D_0$ is the free diffusion coefficient ($2.3 \times 10^{-9}$ m$^2$ s$^{-1}$) and $k^*$ is a dimensionless proportionality factor called the ‘geometry factor’.

The results in Fig. 3a-c show that the diffusion constant is almost proportional to the local particle porosity for each of the three major axes. The higher the local porosity, the higher the local diffusion constant. The diffusion constant was computed in three directions for each individual sub-volume. Although the diffusion coefficient should be more or less constant in each direction because there is no obvious distinct anisotropy in the particle, there is a clear distinction between the diffusion values in the x-y, and z-direction in each individual sub-volume (Fig S12). This is unrelated to the particle structure but is rather a result of the so-called ‘missing wedge of data’ from the tomography due to the limited amount of projection angles [93]. To account for the anisotropic resolution, tomography data was simulated from a perfectly isotropic cube with the same dimensions and porosity as the investigated particle (SI section 3.2). Projections were computed over the experimental angular range (±68°) as well as over the full angular range (±90°). Simulated reconstructions were then calculated with and without the same processing steps that were applied to the experimental tomogram of the investigated particle (Table S1).

The results show that there is no difference in the values for $D_{\text{eff}}/D_0$ with or without processing, indicating that the processing steps that were applied do not shift the location of the pore boundaries. In addition, there is no variation for $D_{\text{eff}}/D_0$ in the x, y, and z direction in each sub-volume when projections were computed over the full angular range. This indicates that anisotropy in the direction of the missing wedge artefact (z-direction) is a limitation of the imaging approach and is unrelated to the observed local inhomogeneity of the investigated particle.

3.4. Intraparticle tortuosity

The relationship between the intraparticle porosity and intraparticle tortuosity, defined as the length of the traveled distance through the medium to the straight-line length across the medium, has significant implications for mass transfer behavior through porous media and has been the subject of many studies over the past decades [50-54]. Barrande et al. [52] derived the following equation for the intraparticle tortuosity from particle conductivity experiments on spherical glass beads:

$$\tau = 1 - 0.49 \ln \phi$$

where $\tau$ is the intraparticle tortuosity and $\phi$ is the intraparticle porosity.

Barrande et al. state that tortuosity is a topological characteristic of the material and therefore depends only on porosity for a random system of spheres. As a consequence, they argue that the equation is also valid for any particle that itself is made of a random distribution of dense spheres if the porosity is homogeneously distributed through the particles. Applying Equation (3) on our data and averaging over each of the 15 sub-volumes yields an intraparticle tortuosity of 1.21 ± 0.03 (Fig. 3d-f), which is in good agreement with results reported in literature [52,55]. An intraparticle tortuosity close to 1 indicates that there is little to no hindrance to diffusion, which is important in separation applications [51].

The tortuosity can also be derived from the lattice Boltzmann diffusion simulations [56]:

$$D_{\text{eff}} = \frac{\phi}{\tau} D_0$$

where $\phi$ is the intraparticle porosity and $\tau$ is the tortuosity of the structure, $D_{\text{eff}}$ is the effective diffusion constant and $D_0$ is the free diffusion constant.

Applying Equation (4) on our data and averaging over each of the 15 sub-volumes yields an intraparticle tortuosity of 1.26 ± 0.05 (Fig. 3d-f), which is in very good agreement with the intraparticle tortuosity derived from Equation (3). This indicates that Equation (3) is a simple yet surprisingly accurate way to get an indication for the intraparticle tortuosity for these kinds of materials.

The diffusion simulations and tortuosity calculations confirm that
there are local intraparticle differences that will have an impact on the diffusion path across the particle. With these new insights into the intraparticle morphology, steps can be taken towards elucidating the mass transfer behavior inside the studied commercial mesoporous silica microspheres or other materials in the future.

4. Conclusions

We present a method to obtain quantitative local insight into pore and strut size distributions of mesoporous silica spheres and, hence, mass transport through multiscale porous structures using LC-STEM tomography in combination with lattice Boltzmann simulations. We show for the first-time on the example of commercially available mesoporous silica an excellent match between the single microsphere level and the bulk material. Furthermore, quantifying local differences in the pore distribution as well as intraparticle diffusivity and tortuosity that cannot be obtained otherwise highlights the benefits of using multiscale electron tomography in combination with image analysis. Expanding the technique to other materials can lead to new approaches to tune particle porosity and/or graded porosity and to optimize mass transfer kinetics on the single microsphere level.
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