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Abstract—In this paper, an approach based on the IOCOS testing relation to test safety PLC code using the tool QuickCheck is presented. Testing and validation of the safety PLC code is typically carried out on a physical system using checklists. These checklists are developed by engineers using system specification. However, due to the manual nature of checklist generation and execution, certain test cases can be overlooked and can lead to human accidents. The presented approach allows on-the-fly generation and execution of test cases, which expands the scope of testing by including test cases unconceived during checklist generation. Furthermore, it is demonstrated how the errors in the safety PLC code are uncovered based on the IOCOS testing relation.
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I. INTRODUCTION

Manufacturing and production systems typically consist of many automated machines and robots, which operate in a coordinated manner to achieve a desired task. This coordination is governed by PLCs (Programmable Logic Controllers), which are prone to errors due to manual programming practices. The PLC code can be classified into two categories, one is related to the nominal aspects of the manufacturing system, e.g. on/off operation of a motor, etc. The second category is related to the safety aspects of the system, such as emergency stop.

In an industrial setting, the nominal PLC code and the safety PLC code are typically implemented on separate PLCs. The nominal code is implemented on a standard PLC, while the safety code is implemented on a safety PLC. The differences between the two types of PLCs in terms of programming are negligible, but there are some special functions and features in the safety PLC, which are provided to accommodate different safety devices.

After the implementation of the PLC code, testing is carried out to check if the control code conforms to the specification or not. To test the nominal code, a concept called virtual commissioning [1]–[5] is currently being used by many companies. With virtual commissioning, testing of the nominal code is carried out by testing code on a simulation model of the physical system.

The safety code, on the other hand, is typically tested on the physical system using checklists, which are manually generated from verbal descriptions of test cases based on natural language. Thus, these can be interpreted in a variety of ways. Furthermore, the tests are performed manually on the physical system, and the validation is carried out visually. This procedure of visual validation, depending on the size and complexity of the system, can take days and sometimes weeks [6]. Also, the test cases taken into account in the checklists depend on the experience of the tester, any unconceived testing scenario may pose a threat to human life.

The safety logic implemented for manufacturing systems takes control of a physical system in the case of an event, which is typically discrete in nature, e.g. breaking a light curtain, etc. This discrete event driven behavior of the safety logic can be modeled as discrete event systems [7]. Discrete event systems evolve with respect to the occurring events and occupy at each instant of time a particular state where certain conditions are valid. There are several formal approaches [7] to implement, analyze, and test discrete event systems.

Model-based testing [8] is one of the formal approaches. It tests a model of an implementation by subjecting it to a series of tests to find errors in it with respect to a given specification. These tests are based on specifications that the implementation should conform to in order to pass the executed test. If the implementation fails the executed test, and upon inspection the specification is found to be correct then the implementation needs to be amended. The model-based testing techniques can be broadly classified into two categories:

- Offline model-based testing
- Online model-based testing

In offline testing, the test cases are generated beforehand (offline) and are executed manually on the implementation. While in online-testing, which is also known as on-the-fly testing, the test cases are generated based on the result of previously executed tests. The assessment of the tests, i.e. if the executed test passed or failed, is decided by an oracle. The oracle is an abstract entity that is considered to contain all the
information necessary to determine whether the implementation conforms or not to the specification.

A formalized version of model-based testing called input-output conformance (IOCO) testing was proposed by [9]. For IOCO, the model of an implementation is scrutinized with respect to a specification. If the implementation fails to conform to the specified behaviour then it requires amendment. In the IOCO testing relation, the pass or fail criteria is assessed based on the outputs emitted by the implementation. If other than the specified outputs are emitted, then the implementation is not IOCO with respect to the specification. The conformance relation using IOCO is established solely by checking the emitted outputs and does not have any requirement on the inputs.

The input-output conformance simulation relation (IOCOS) proposed by [10] is a stronger relation than IOCO. In addition to IOCO, the IOCOS relation also requires that the implementation accepts a superset of the inputs specified by the specification.

QuickCheck [11] is a Haskell based tool, where system properties are described by Haskell functions, and testing is carried out automatically using user-defined test case generators. QuickCheck has a distinctive attribute called shrinking, which in the case of failed executed test cases reduces the initial set of test cases to find the reason of non-conformance of the implementation with respect to the specification. The literature does not, to the best of the author’s knowledge, include on-the-fly conformance testing of safety PLC code based on IOCOS using QuickCheck.

A. Contribution

This paper describes an on-the-fly conformance testing approach for safety PLC code. The presented approach is based on the input-output conformance simulation relation (IOCOS) using the tool QuickCheck. In the proposed approach, QuickCheck initiates test cases by triggering sequences of randomized events in the safety PLC code. After the initiation of the test cases in the safety PLC code, the related inputs and outputs are compared to the specified inputs and outputs to uncover faults based on the IOCOS relation. The oracle is created using the specification in Structured Text and is running on the same PLC, which will transmit the results of the executed tests back to QuickCheck.

B. Outline

This paper is structured as follows. In Section II, a brief overview regarding current industrial practice of safety PLC code testing is given. Section III introduces the IOCO testing relation and the IOCOS simulation relation in the context of model-based testing. In Section IV, an overview of the proposed approach is detailed, with an implementation example. Section V concludes the paper with future work directions.

II. INDUSTRIAL SAFETY LOGIC TESTING

When a project is conceived, initially its requirement specification is finalized. These specifications contain details regarding equipment (electrical and mechanical) planned to be installed. In addition to the equipment details, the safety aspects are also taken into consideration while finalizing the requirements.

After finalizing the requirement specification, the project is typically outsourced to a contractor. It is now the contractor’s responsibility to correctly build the system according to the agreed specification. In current industrial settings, project outsourcing is a common practice among manufacturing companies. The outsourcing on the one hand reduces workload from the company’s staff, and on the other hand helps in achieving the desired goal at a reduced cost. But as the product is not being developed in house, it puts more stringent requirements on safety testing with respect to the specification.

The final product testing is typically carried out at the contractor’s site. Commonly, an engineer from the manufacturing company with a sound experience in safety testing is assigned to perform this task. This procedure of testing is called factory acceptance testing [12]. During the factory acceptance testing phase, the assigned engineer spends several days at the contractor’s facility to confirm that the product conforms with the agreed specification.

This conformance relation is tested using manually generated checklists, which are basically series of manual steps applied to trigger the safety logic. These steps typically include pressing certain buttons, e.g. emergency stops, breaking light curtains, etc., while the nominal operation is ongoing. After triggering these events, the engineer observes the behaviour of the manufacturing system and then compares it with the behaviour specified in the checklist. If the exhibited behaviour of the system conforms to the specified behaviour then the executed test is a pass, otherwise it is not.

The scope of the current practice to test the safety code is limited to the checklists. Due to the manual nature of the checklist generation, it is probable that the engineer might not be able to conceive all possible scenarios to test. Hence, some low probability high-risk scenarios not covered in the checklist may still pose a danger to human life.

III. CONFORMANCE TESTING

A conformance testing approach proposed by [9] is based on an input-output conformance (IOCO) relation. In this approach, the implementation is tested by executing all possible traces in a specification. After the execution of each trace on the implementation, the outputs emitted by the implementation are compared with the outputs emitted by the specification. The implementation is said to be IOCO only if the implementation emits a subset of the specified outputs. If the implementation emits other than the specified outputs then it is non-IOCO and it has to be amended.

To give the formal definition of IOCO, consider two disjoint sets of input actions $I$ and output actions $O$. The output actions are the actions initiated by the system under test and are expressed with an exclamation mark, such as $!a \in O$. The input actions are commands to the system and are expressed with a question mark such as $?a \in I$. Now, we consider
a labelled transition system in this section to elaborate the concept of IOCO and give the formal definition.

**Definition 1:** An IOO labelled transition system comprising inputs and outputs is a 4-tuple \((S, s_0, L, \rightarrow)\) where:

- \(S\) is a non-empty set of states;
- \(s_0 \in S\) is the initial state;
- \(L\) is a countable set of labels. These represent observable actions of a system i.e. \(L = I \cup O\) where \(I\) and \(O\) are as above. Consider also a quiescence symbol \(\delta \notin L\), and define the sets \(L_\delta = L \cup \{\delta\}\) and \(O_\delta = O \cup \{\delta\}\);
- \(\rightarrow \subseteq S \times L_\delta \times S\) is a transition relation such that, \(p \stackrel{a}{\rightarrow} q\) implies \((p, a, q) \in \rightarrow\) and \(p \stackrel{\delta}{\rightarrow}\) for \(a \in L_\delta\), if there exists \(q \in S\) such that \(p \stackrel{a}{\rightarrow} q\). Similarly, \(p \stackrel{\delta}{\rightarrow}\), for \(a \in L_\delta\), if there exist no \(q\) such that \(p \stackrel{a}{\rightarrow} q\). In addition, only coherent quiescent systems are allowed so \(\rightarrow\) should also satisfy the following:
  - if \(p \stackrel{\rightarrow}{\delta}\), then \(p \rightarrow\) i.e. a quiescent transition is always reflexive.
  - if \(p \stackrel{\rightarrow}{\delta}\) for all \(\lambda \in O\), then \(p \stackrel{\overline{\rightarrow}}{\overline{\delta}}\), i.e. a state with no outputs is quiescent.
  - if \(p \stackrel{\overline{\rightarrow}}{\overline{a}}\) for some \(\lambda \in O\), then \(p \stackrel{\overline{\rightarrow}}{\overline{\lambda}}\), i.e. a state with some output is not quiescent.

Furthermore, a trace \(t\) is a finite sequence of symbols of \(L_\delta\) i.e. \(t \in L_\delta^*\), including the empty trace \(\epsilon\). When the the transition relation is restricted to be a function, and thus for \(p \stackrel{a}{\rightarrow} q\) and \(p \stackrel{a}{\rightarrow} q'\) it holds that \(q = q'\), the resulting LTS is said to be deterministic.

Additional definitions needed to express the IOCO relation in Definition 6 are as follows.

**Definition 2:** The set of traces from a state \(p\) in an LTS is

\[
\text{traces}(p) = \{ t \in L_\delta^* \mid p \stackrel{t}{\rightarrow}\}. 
\]  

(1)

For an LTS \(A = (S, s_0, L, \rightarrow)\), its set of traces are the ones defined from its initial state

\[
\text{traces}(A) = \text{traces}(s_0). 
\]  

(2)

**Definition 3:** The set of states reached after a trace \(t\) from a state \(p\) is

\[
\text{after}(p, t) = \{ p' \in S \mid p \stackrel{t}{\rightarrow} p'\}. 
\]  

(3)

For an LTS \(A = (S, s_0, L, \rightarrow)\), the set of states reached after a trace \(t\) is

\[
\text{after}(A, t) = \{ p' \in S \mid s_0 \stackrel{t}{\rightarrow} p'\}. 
\]  

(4)

For a deterministic LTS, \(\text{after}(\cdot, \cdot)\) always returns a singleton set. Then we write \(\text{after}(p, t) = p'\).

**Definition 4:** The set of outputs from a state \(p\) is

\[
\text{outs}(p) = \{ x \in O_\delta \mid p \stackrel{x}{\rightarrow}\}. 
\]  

(5)

**Definition 5:** The set of inputs for a state \(p\) is

\[
\text{ins}(p) = \{ x? \in I \mid p \stackrel{x?}{\rightarrow}\}. 
\]  

(6)

The formal definition of the IOCO testing relation [10] can now be stated.

**Definition 6:** For two deterministic LTSs \(G\) and \(S\) with equal sets of labels, \(G\) is said to be IOCO with respect to \(S\) if

\[
\forall t \in \text{traces}(S) : \text{outs}(\text{after}(G, t)) \subseteq \text{outs}(\text{after}(S, t)) 
\]  

(7)

The formal IOCO definition (Def. 6) is interpreted as an implementation \(G\) conforms to a specification \(S\), if for all the traces in the specification the outputs possible from the state reached by the implementation after a trace form a subset of the possible output events from the state reached by the specification after the same trace. Whenever this subset relation between the respective sets of output events exist, the implementation is said to be IOCO with respect to the specification, for that particular trace. If the implementation is IOCO with respect to the specification for all the traces defined by the specification, then the implementation is said to be IOCO with respect to the whole specification.

In this paper, we have taken the modified definition of IOCO given by [10], which relaxes the original assumption of the implementation being input enabled [9]. In addition, the original version of IOCO considers suspension traces, which are the traces containing quiescent behavior (states without any output). But the modified definition takes all the traces into account, because the quiescent behavior is included in the modified definition by introducing a special symbol for it.

According to the formal definition of IOCO, as long as the implementation emits a subset of the specified outputs, it is considered IOCO. But the authors of [10] pointed out a shortcoming in this conformance relation, i.e. the implementation can be IOCO even if it is empty or partially implemented; meaning that some inputs are not implemented but are specified in the specification.

To counter these issues, the authors of [10] proposed a stronger relation called input-output conformance simulation (IOCONS). The IOCONS relation puts, in addition to IOCO, a requirement on the implementation that it must conform to at least one of the specified input behaviours, as formally defined in Def. 7. In addition to the IOCO requirements on the implementation having a subset of the specified outputs, IOCONS requires the implementation also to have a super-set of the specified inputs.

The formal definition of the IOCONS simulation relation can now be given.

**Definition 7:** For two deterministic LTSs \(G\) and \(S\) with equal sets of labels, \(G\) is said to be IOCONS with respect to \(S\) if in addition to (7), it also holds that

\[
\forall t \in \text{traces}(S) : \text{ins}(\text{after}(S,t)) \subseteq \text{ins}(\text{after}(G,t)) 
\]  

(8)

The formal IOCONS definition (Def. 7) states that the implementation \(G\) conforms to a specification \(S\), if for all the traces in the specification the inputs possible from the state reached by the implementation after a trace form a super-set of the possible input events from the state reached by the specification after the same trace. If this super-set relation between the respective sets of inputs and the subset relation expressed in definition (Def. 6) exist, the implementation is IOCONS with respect to the specification for the executed
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trace. If the implementation is IOCOS with respect to the specification for all the traces defined by the specification, then the implementation is said to be IOCOS with respect to the whole specification.

The IOCOS definition (Def. 7) can be compared to the input-output interpretation of the supervisory control theory proposed by [13], where the supervisor and the plant interact in a symmetric loop so that outputs from the plant are inputs to the supervisor, and outputs from the supervisor are inputs to the plant. The input-output interpretation requires the plant inputs from the supervisor to be accepted by the plant, thus the inputs of the plant should be a super-set of the outputs from the supervisor. Similarly, the outputs generated by the plant are required to be accepted by the supervisor so that the generated outputs of the plant are a subset of the inputs of the supervisor. This latter property, which coincides with IOCO, is called controllability [13], [14]. The authors of [15] on the other hand, proposed the idea of a plant as an event generator (both inputs and outputs). According to [15], one can only control the plant by enabling or disabling controllable events (inputs). [13] re-interprets the original theory proposed by [15], where they considered the input events as commands given to the system to which only output events occurs.

IV. USE CASE

For the proposed approach, the testing is carried out on safety PLC code of a real plant. From the perspective of conformance testing, the safety code is the implementation that undergoes testing with respect to the specification. The safety code is created using function block diagrams, while the oracle is implemented based on the specification in Structured Text in the same PLC. After the execution of each test case generated by QuickCheck, the PLC sends the test result, which simply means pass or fail, back to QuickCheck. Based on the test results received, QuickCheck generates new test cases on-the-fly, which are executed on the safety code.

In the proposed use case, the safety code and the specification do not share events, but Boolean signal values. The subset relation between the events is interpreted with Boolean signal values as False is a subset of both False and True, while True is a subset of only True. Hence, if the specified output is False and the implementation output is True then the conformance relation fails as the implementation output is not a subset of the specification output.

A. Safety PLC code

The safety code is implemented in a modular manner for each safety critical event as shown in Fig.1 for each machine in the plant. There are three machines operating in the plant:

- Laser (G1)
- Motor (G2)
- Robot (G3)

These machines remain operational under normal circumstances and their operation is only affected if a safety critical event occur. For the given use case, the safety critical events are:

- Emergency shut-down
- Opening the back-door ports
- Opening the front-door ports
- Opening the operator-door

The emergency shut-down event is activated via six different input signals. Five of these input signals are push-buttons located at different locations within the plant, while one signal comes from the robot control system. According to the safety specification, if the emergency shutdown is triggered via any of these six signals, the nominal operation should be put on halt i.e. the robot, laser, and the motor shall be powered off and require reset to resume nominal operation. Among the three machines, the robot and the laser should stop instantly in case of emergency stop, while the motor is stopped 100 milliseconds later.

The safety logic associated to the back-door ports is triggered via two signals. When any of these two signal ports are opened or if the signals coming at the ports fail, the safety logic should deactivate all three machines. Compared to the emergency shutdown logic, the back-door logic deactivates the laser and the robot with a delay of 300 milliseconds, while the motor is stopped after a delay of 600 milliseconds.

For the front-door ports, the safety logic gets triggered via two signals in the same manner as for the back-door ports. The safety code, in case of this event should stop the robot after 300 milliseconds and the remaining two machines should get deactivated after 600 milliseconds. The laser and the motor can remain operational during maintenance as long as the input signal keyswitch is true.

Finally, opening of the operator door should affect only the robot via two signals similar to the back-door and front
The robot in this case should be stopped because the human operator needs to supply some raw material to it. During this situation, the laser and the motor should remain operational.

B. Test Case Generator

The generator presented in the following serves to generate test cases, more details regarding the implementation are available in [16]. It uses a software testing library called QuickCheck to first come up with randomized test cases and then help to simplify failed test cases in order to support the tester with debugging [11]. The generator requires some elementary information about the system to test. This information consists of two parts and has to be defined by the tester.

The first part is a set of events \( E \) triggering one sensor of the system each. It is focused on sensors that supervise the system for hazardous behavior or giving an operator the ability to shut down the system in case of an emergency. Triggering is further partitioned into so-called negative and positive events, given as \( E_n \) and \( E_p \) with \( E = E_n \cup E_p \). Negative events are the set of events that are meant to shut down the system or parts of it, for example pressing a specific emergency button. Positive events are the set of events with inverted semantics, they allow the system to recover. For every negative event \( n_i \in E_n \) there is a positive event \( p_i \in E_p \). There are functions \( p : E_n \rightarrow E_p \) and \( n : E_p \rightarrow E_n \) mapping events of each set to the other. When referring to either a positive or negative event the notation \( e_i \in E \) is used. The corresponding positive event for the previously given example of pressing an emergency button might be to release the button. Nevertheless, the tester has to define this plant-specific behavior. It has to be noted that a positive event is not required to set the system into operation again, this is implementation-specific and does not have to be taken into account by the test case generator.

The second part consists of a range of durations of events. The range \( D_R := [d_{\text{min}}, d_{\text{max}}] \) is given by the tester and the generator is free to choose a duration \( d_i \in D_R \) for each event. Every event \( e_i \), positive or negative, is combined with a duration \( d_i \in D_R \). A duration can be understood as a pause between two events. It describes the amount of time reserved for executing an event. Another event cannot be executed before the duration of the preceding event has elapsed. A duration of zero milliseconds has the semantics of two events happening at the same time. To allow the generator to come up with reasonable event durations, the tester has to specify the desired range of durations, given by the minimum and maximum duration. In order to keep the time consumption of executing test cases low, it is recommended to not choose high maximum durations. The tester has to ensure that no system behavior is masked by too low maximum durations.

Using these inputs, the generator returns a test case consisting of an event sequence \( S := \{(e_1, d_1), (e_2, d_2), \ldots, (e_n, d_n)\} \) with \( n \in \mathbb{N}_{\geq 0} \). An event \( e_i \) is executed at time \( t_i = \sum_{j=0}^{i-1} d_j \), which is the sum of the durations of all preceding events. Events are chosen by picking one of all available events with an evenly distributed probability \( p_i = n^{-1} \) with \( n \) being the number of events. It is not considered whether a door was already opened or not. For example, closing an already closed door has no effect. The duration of events is estimated by a randomized calculation rule. With 50% probability a duration \( d_i \) of \( d_{\text{min}} \) is chosen. With the remaining 50% probability a duration \( d_i \) in \( D_R \) is chosen. This choice is done evenly distributed over the whole range.

An example event sequence of five events with a duration range \( D_R := [0 \text{ms}, 2000 \text{ms}] \) is given in Table I. The given sequence first triggers to press an emergency button ‘LEFT’. 0 ms later, meaning at the same time, the door ‘OPERATOR’ is opened. The just pressed emergency button is released after further 1886 milliseconds and so on.

In the implementation of the testing environment, an initial event sequence size of 50 events is chosen. After executing a test case, the result is propagated to the tester as passed or failed. QuickCheck offers a feature called shrinking which tries to simplify a failed test case to a less complex one. The presented generator makes use of this and basically works as follows. If a test case passed, another test case is executed as there is no shrinking necessary. If a test case failed, shrinking tries to reduce the number of events by choosing different subsets of the failed event sequence. The choice of subsets is implemented in QuickCheck and not part of this work. If the number of events is greater than one, but cannot be reduced further without having the test case pass, then shrinking tries to omit single events \( e_i \) by adding their duration \( d_i \) to the preceding event \( e_{i-1} \) such that \( d_{i-1} = d_{i-1} + d_i \). If all combinations are exhausted, shrinking tries to reduce the duration of each event, but only one per try, to \( d_{\text{min}} \). In case this makes the test case pass again, the duration is gradually increased. The shrinking process is finished when there are no options left to reduce the complexity of the test case without having it pass.

- Table I: Exemplary Generated Event Sequence.

<table>
<thead>
<tr>
<th>Event Sequence</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMERGENCY_LEFTPRESS</td>
<td>0 ms</td>
</tr>
<tr>
<td>DOOR_OPERATOR_OPEN</td>
<td>1886 ms</td>
</tr>
<tr>
<td>EMERGENCY_LEFTRELEASE</td>
<td>396 ms</td>
</tr>
<tr>
<td>DOOR_BACK_OPEN</td>
<td>0 ms</td>
</tr>
<tr>
<td>DOOR_OPERATOR_CLOSE</td>
<td>170 ms</td>
</tr>
</tbody>
</table>
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C. Testing

The tests executed by QuickCheck either pass or fail using the specifications as the basis. For each safety critical input event e.g. Emergency_shutdown, there are associated output events modelled e.g. motor_shutdown, laser_shutdown, robot_shutdown, as shown in Fig.1, which get updated in the safety code. These updated output values, after the execution of each test, are compared with the specified output values. For the safety code to be IOCOS with respect to the specification, each input event in the specification should be implemented in the safety code, and the updated output values of the safety code after the execution of the test must be a subset of the specified values.

All executed tests but one were IOCOS with respect to the specification. The failure occurred when the input event Emergency_shutdown was triggered. Upon manual inspection, it was found that the safety code fulfills the IOCOS requirement for the outputs as it emitted a subset of the specified outputs. However, the input Emergency_shutdown was not found in the robot function block of the safety code. Due to this, the IOCOS requirements related to inputs expressed in definition (Def. 7) was not fulfilled. To make the safety code IOCOS, the missing input was added in the safety code, see Fig.2.

During testing a randomized test sequence generated by QuickCheck also caused a failure, which upon inspection was found to be IOCOS. However, the failure occurred due to a discrepancy between the oracle and the safety code. The triggered sequence of events that caused the failure were Emergency_shutdown, back_door_port, and deactivation of the Emergency_shutdown. In this sequence, when the Emergency_shutdown event was triggered, the robot and the laser stopped instantly, while the motor stopped with a delay of 100 milliseconds, which is correct safety behaviour per specification for this event. The occurrence of the second event back_door_port immediately after Emergency_shutdown did not affect the status of the machines as they were stopped already. However, when the Emergency_shutdown event was deactivated in the presence of the back_door_port event, all machines became operational for some time. This so, because the timers associated with the back_door_port event were not elapsed while the Emergency_shutdown was deactivated. Consequently, the system state was set to run until the timers elapsed. This failure is due to momentary activation of machines, which could lead to human accident in real industrial setting.

This test case appears to be difficult to conceive manually while preparing a checklist. Also, the IOCOS formalism is found to be not detailed enough to express timed behaviour associated with inputs and outputs. Therefore, in order to test the safety PLC code, the IOCOS relation requires modification.

V. CONCLUSION

In this paper, an on-the-fly conformance testing approach to test safety PLC code using QuickCheck is presented. The proposed approach is applied on safety PLC code of a real plant to demonstrate the IOCOS relation. The results of the testing highlighted the advantages of using on-the-fly test generation and execution via QuickCheck. Furthermore, the limitations of IOCOS for testing the safety PLC code is highlighted. The IOCOS requires the implementation to have a subset of the specified outputs, while the IOCO relation only requires the implementation to have a subset of the specified outputs. Therefore, this subset requirement for both inputs and outputs has revealed that neither IOCO nor IOCOS relation is suitable for safety code testing, because for safety each specified input and output must be implemented. Otherwise, due to the subset relation, some safety behaviour can go untested, which can lead to human accidents. In addition, it is shown that the current IOCOS relation is not detailed enough to capture timing discrepancies. In future work, the IOCOS relation will be examined and modified for safety.
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