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Abstract—Recently, millimeter-wave (mmWave) 5G localiza-
tion has been shown to be to provide centimeter-level accuracy,
lending itself to many location-aware applications, e.g., connected
autonomous vehicles (CAVs). One assumption usually made in the
investigation of localization methods is that the user equipment
(UE), i.e., a CAV, and the base station (BS) are time synchronized.
In this paper, we remove this assumption and investigate two two-
way localization protocols: (i) a round-trip localization protocol
(RLP), whereby the BS and UE exchange signals in two rounds
of transmission and then localization is achieved using the signal
received in the second round; (ii) a collaborative localization
protocol (CLP), whereby localization is achieved using the signals
received in the two rounds. We derive the position and orientation
error bounds applying beamforming at both ends and compare
them to the traditional one-way localization. Our results show
that mmWave localization is mainly limited by the angular
rather than the temporal estimation and that CLP significantly
outperforms RLP. Our simulations also show that it is more
beneficial to have more antennas at the BS than at the UE.

I. INTRODUCTION

The fifth generation of mobile communication (5G) using
millimeter-wave technology (mmWave) will be the first gen-
eration to integrate the location information in the network
design and optimization [1], [2], for example through, beam-
forming [3], pilot assignment [4], and resource allocation [5].

Localization error in mmWave 5G has been shown to be in
the order of centimeters, making location-aware applications
in 5G much more attractive than ever before. Such applications
including targeted content delivery [6], vehicular communica-
tion [7], and assisted living systems [8]. Of particular interest
are systems of connected autonomous vehicles (CAVs) [9],
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which are a typical use case of 5G communication [10],
and air-ground communication with unmanned aerial vehicles
(UAVs) [11].

Due to the deployment of arrays with a high number of
antennas at the transmitter and the receiver, and the utilization
of large bandwidth [12]–[16], localization with a single base
station (BS) can be seen as the ultimate localization strategy
for 5G. With the high number of antennas, the directions of
arrival (DOA) and departure (DOD) can be estimated with
a very low error [17], while the large bandwidth enables a
highly accurate estimation of the time of arrival (TOA) [18]–
[21], i.e., a low-error range estimate. Subsequently, combining
the spatial and temporal estimates, the user equipment (UE)
location1 can be estimated. On the other hand, some papers
consider mmWave channels estimation in the beamspace [22]–
[24], so in principle, the AOA and AOD can be deduced
directly from the channel estimate. However, the estimation
in the beamspace does not show how to estimate the TOA.

Recently, the accuracy of single-anchor2 localization for 5G
mmWave systems has been studied in several papers in terms
of position (PEB) and orientation error bounds (OEB). PEB
and OEB are theoretical bounds that are used to benchmark
location estimation techniques, and hence they are measures
of the optimality of such techniques. In [25], the UE PEB
and OEB of 2D localization were investigated using uniform
linear arrays in 5G mmWave systems. Moreover, [26] and
[27] derived, with different approaches, the PEB and OEB for
mmWave 3D localization using arrays with arbitrary geometry.
The results in [25]–[27] showed a 5G mmWave localization
performance with an error in the order of centimeters. How-
ever, one important, yet usually overlooked, requirement for
localization is the synchronization of BS and UE. For example,
[25] and [27] assume that the BS and UE are perfectly
synchronized, while [26] assumes coarse synchronization, and
includes a residual synchronization error in their localization
model. Synchronization can be avoided by the use of two-
way ranging methods [28]–[30], where the time-of-flight is
utilized to estimate the range and clock bias, or three-way
ranging [28] and multi-way ranging [31], [32] to additionally
estimate higher-order artifacts such as clock drift and skew.
However, such methods have not been evaluated for mmWave
systems. Such systems possess different features, including
highly sparse channels and directional transmission, making

1In this paper, we use the terms location/localization and posi-
tion/positioning interchangeably.

2In mobile networks, anchor refers to the BS, whose position and orienta-
tion are known.
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Fig. 1. Two-step rotation: The first rotation is around the z-axis, creating x′
and y′ axes. The second rotation is around x′, creating y′′ and z′′ axes.

the estimation of the angles of arrival and departure as relevant
to localization as the time of arrival. Our work is the first to
consider such a scenario and investigate the associated two-
way positioning performance that is a function of the spatio-
temporal properties of the channel.

In this paper, we propose two-way localization (TWL),
whereby a known signal is transmitted from the first device,
the BS or the UE, to the second device that, in turn, responds
by sending another known signal, after which the relative loca-
tion and orientation of the devices can be estimated. We study
the PEB and OEB under line-of-sight (LOS) communication
for two protocols: (i) Round-trip Localization Protocol (RLP),
where the second device waits for a pre-agreed interval, from
the time the first signal is received, before sending another
signal to the first device, upon which localization is based;
and (ii) Collaborative Localization Protocol (CLP), where the
second device sends back the received signal to the first device,
and localization is based on both signals. By their nature,
these bounds are theoretical and serve as a means to deter-
mine performance benchmarks to assess location estimation
techniques, to design localization systems, and to determine
when the location and orientation can be potentially estimated.
Our main contributions are:

• Introducing RLP and CLP for LOS 5G mmWave signals
and their analysis in terms of the localization bounds.

• For the two protocols, we derive the Fisher information
matrices (FIMs) of the position and orientation, and
consequently the PEB and OEB, with the timing bias
between the BS and UE as a nuisance parameter.

• We investigate the impact of the number of antennas at
BS and UE, as well as the bandwidth, and show that, in
contrast to the standard two-way ranging methods [28]–
[30], the TWL performance in mmWave multiple-input
multiple-output (MIMO) systems depends on the device
that initiates the protocol.

The initial results of the RLP were presented briefly in [33],
while in this paper, while in this paper, we i) discuss RLP
in more detail, ii) provide CLP as additional protocol, and
iii) present more in-depth performance analysis and insightful
results on both protocols.

The rest of the paper is organized as follows. The system
model, including the considered geometry, channel model and
beamforming, is described in Section II, while the proposed
protocols are outlined in Section III. Subsequently, FIM basics
are introduced at the outset of Section IV, before proceeding
to derive the PEB and OEB for both protocols. The numerical

simulation results are given in Section V, while the conclusions
are highlighted in Section VI.

II. SYSTEM MODEL

A. System Geometry

Consider a BS located at the origin of the 3D space with
zero-orientation angles, and a UE located at a fixed unknown
position p , [px, py, pz]

T with unknown orientation angles
o , [ζ0, χ0]

T. As illustrated in Fig. 1, we define ζ0 as the
rotation angle around the z−axis, which yields new coordinate
axes x′, y′ and z. Similarly, χ0 is defined as the rotation
angle around the x′−axis. Both BS and UE are equipped
with antenna arrays of arbitrary but known geometries and
communicate through a mmWave channel.

Although a device may have up to three rotation angles, we
consider two angles because the estimation of three orientation
angles is not possible with only LOS communication. Hence,
our formulation is representative of practical applications
characterized by two rotation angles3, such as near-static4

Our objective is to derive the performance bounds of esti-
mating p and o via TOA, DOA, and DOD estimation, in the
presence of the unknown nuisance parameters, i.e., the timing
offset between the BS and UE clocks, B, and the unknown
channel. This is done for the RLP and CLP protocols described
in Section III. Our analysis considers the effect of all these
unknown parameters. If a subset of the parameters is known,
the bounds become lower and can be easily derived as special
cases.

B. Channel Model

We consider protocols initiated by either the BS or UE.
The device initiating the protocol is denoted by D1, and the re-
sponding device by D2. In the presence of multipath, mmWave
paths are orthogonal and information-additive [8], [34], [35],
and hence do not interfere with one another. Moreover, the
LOS path is stronger than the NLOS paths and hence provides
the highest useful information in terms of positioning, while
also being easy to isolate based on the signal power profile.
Therefore, although we assume that the exchange of signals
occurs via the LOS path, our analysis is valid even when there
are NLOS paths. In any case, the presence of NLOS paths
would assist localization, unlike in other systems, e.g., GPS,
where multipath can limit the performance [8], [34], [35].

Remark 1 (Notation). All parameters related to D1 and D2

are denoted by the subscripts “1” and “2”, respectively.
Moreover, the superscripts “f” and “b” are used to relate
the parameters to the forward and backward transmissions,
respectively. Also, unless otherwise stated, all the provided
times are with respect to the clock of D1, which is considered
a global clock. See Fig. 2.

3This corresponds for instance to a vehicle that can turn left and right (ζ0)
or ascend and descend (χ0), but not slip or flip.

4We study positioning with a short signal snapshot, during which the UE
moves by a negligible distance. Subsequently, there has to be another layer
where the snapshot positions are filtered through tracking techniques and
mobility models, but this is out of the scope of this paper.
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Forward Transmission

Backward Transmission

F1,W1, s1(t),y1(t),n1(t)

θ1, φ1, N1, NB1 ,a1,∆1

No clock bias
Transmit at t = 0

Receive at t = τb

D2
D1

F2,W2, s2(t),y2(t),n2(t)

θ2, φ2, N2, NB2 ,a2,∆2

Clock bias: B

Transmit at t = tb

Receive at t = τ f

Fig. 2. Summary of parameters at D1 and D2. Although D1 and D2 in the
figure are BS and UE, this can be reversed.

Let hf , βf exp(jψf) be the complex LOS path gain in
the forward direction, N1 and N2 be the number of antennas
at D1 and D2, respectively, and (θ1, φ1) and (θ2, φ2) be the
forward DOD and DOA at D1 and D2, respectively. Also,
define ϑ , [θ1, φ1, θ2, φ2]

T.
The forward signal, from D1 to D2, undergoes a forward

channel given by [15]

Hf(ϑ, τ f , hf) , Hf
s(ϑ, h

f)δ(t− τ f),∈ CN2×N1 (1)

where δ(t) is the Dirac delta function, t = τ f is the perceived
TOA at D2, and

Hf
s(ϑ, h

f) ,
√
N1N2h

fa2(θ2, φ2)a
T
1 (θ1, φ1). (2)

ai, i ∈ {1, 2} is the response vectors at Di given by

ai(θi, φi) ,
1√
Ni
e−j∆

T
i k(θi,φi), ∈ CNi (3)

where k(θ, φ) = 2π
λ [cosφ sin θ, sinφ sin θ, cos θ]T is the

wavenumber vector, λ is the wavelength, ∆i ∈ C3×Ni is a
matrix whose columns contain the 3D Cartesian coordinates
of the array elements of Di in meters. For brevity, we drop
the angle parameters from the notation of ai.

Similarly, the backward channel from D2 to D1 is defined
as

Hb(ϑ, τb, hb) , Hb
s (ϑ, h

b)δ(t− τb) ∈ CN1×N2 , (4)

where hb , βb exp(jψb) and

Hb
s (ϑ, h

b) ,
√
N1N2h

ba1(θ1, φ1)a
T
2 (θ2, φ2), (5)

where τb denotes the local TOA at D1.
Note that (1)–(5) represent an accepted model for mmWave

channels [15]. Unlike cmWave channels, which experience
rich scattering and relatively low propagation losses, mmWave
channels are sparse and have high propagation losses, leading
to weaker NLOS paths than LOS. Furthermore, due to the
large temporal and spatial resolution of mmWave massive
MIMO systems, reflections can be resolved if there are NLOS
paths, and the parameters of the LOS can be estimated without
noticeable impact from the NLOS [27]. Thus, for the sake
of analysis, one can consider that the LOS-only situation is
representative of scenarios where the reflections are resolvable,
if present at all. For the cases where the LOS path is blocked,
it has been shown recently that the probability of localization
via NLOS paths alone is only about 12% [36].

C. Precoding and Combining

The signal transmitted from D1 is modeled by
√
EtF1s1(t),

where Et is the transmitted energy per symbol, and F1 ∈
CN1×NB,1 is the transmit beamforming matrix at D1 con-
taining NB,1 analog beamforming vectors. The pilot signal
s1(t) , [s1,1(t), s1,2(t), ..., s1,NB1

(t)]T is written as

s1,b(t) =

Ns−1∑
`=0

a
(b)
1,`g(t− `Ts), 1 ≤ b ≤ NB1

, (6)

where a(b)
1,` are known unit-energy pilot symbols transmitted

over the bth beam from D1, and g(t) is a unit-energy pulse
with a symmetric power spectral density (PSD), denoted by
|G(f)|2. In (6), Ns is the number of pilot symbols and Ts

is the symbol duration, leading to a total observation time of
To ≈ NsTs. Note that we keep the transmitted power fixed
with N1 by setting Tr

(
FH

1 F1

)
= 1, and s1(t)s

H
1 (t) = INB1

,
where Tr (·) denotes the matrix trace, and INB1

is the NB1
-

dimensional identity matrix. Similarly, W2 ∈ CN2×NB,2

denotes the receive beamforming matrix at D2 containing NB,2

analog beamforming vectors.
In backward transmission, D2 transmits s2(t) via a beam-

forming matrix, F2 containing NB2
beams, while D1 receives

via a beamforming matrix, W1 containing NB1 beams. Both
F2 and W1 are defined similar to W2 and F1, respectively,
but with possibly different beam directions.

III. SYNCHRONIZATION AND LOCALIZATION PROTOCOLS

In this section, we discuss how clock synchronization can be
addressed in 5G mmWave. We start by presenting a general
formulation of two-way localization, which we then specify
for two different protocols with the aid of Fig. 3.

A. General Operation

We take the clock at D1 as a reference and assume that D2

has a clock bias5, B, with respect to it. We also denote the
nominal TOA by τ = ‖p‖/c, where c is the speed of light.

During the forward transmission, the signal received after
beamforming at D2 is given by

y2(t) =
√
EtW

H
2 Hf

s(h
f ,ϑ)F1s1(t− τ f) + n2(t), (7)

where n2(t) is zero-mean additive spatially-correlated Gaus-
sian noise, since the received signals are observed at the
beamformer output. Therefore, the corresponding noise auto-
covariance matrix is Rn2 = N0W

H
2 W2, where N0 is the

noise PSD. We assume that N0 is identical at BS and UE.
Moreover, the delay at D2 is

τ f = τ +B. (8)

Similarly, in the backward transmission, the signal re-
ceived after beamforming at D1 is

y1(t) =
√
EtW

H
1 Hb

s (ϑ, h
b)F2s2(t− τb) + n1(t), (9)

5Bias is modeled as an unknown constant, as we consider a snapshot
observation over which it is assumed to remain unchanged.
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(a) Round-trip Localization Protocol

Time at D1

Time at D2

t = 0

τ̂ f = τ +B + ef

t = τ̂ f + τD + τ −B

τ̂b = τ̂ f + τD + τ −B + eb

= 2τ + τD + eb + ef

τD

t = B t = τ +B t = τ̂ f + τD

(b) Collaborative Localization Protocol

Time at D1

Time at D2

t = 0 t = tb −B

τ̂ f = τ +B + ef

t = tb + τ −B

τ̂b = tb + τ −B + eb

t = B t = τ +B t = tb

Fig. 3. The timeline of the studied TWL protocols.

where n1(t) has an auto-covariance matrix Rn1 =
N0W

H
1 W1. Note that the backward transmission is initiated

by D2 at a time t = tb, and that the clock bias of D2 observed
at D1 is −B. Hence, the delay at D1 is

τb = tb + τ −B. (10)

There are different ways by which the synchronization of
the response message from D2 can be coordinated. In the
following, we specify our formulation for two localization
protocols, round-trip (RLP) and collaborative (CLP). While
τ f is the same for CLP and RLP, their essential difference is
in how each one defines tb, the instant at which D2 sends the
reply message (backward). For RLP, D2 starts transmission
after a pre-defined time-interval τD, taken with reference to
its local clock, while in CLP, it starts transmission after tb,
taken with reference to the clock of D2.

B. Round-Trip Localization Protocol (RLP)

Under RLP, D2 estimates τ f and waits for a pre-agreed delay
τD before transmitting back the signal s2(t). In other words,

tb = τ̂ f + τD, (11)

where (̂·) denotes the estimated value of a parameter. See
Fig. 3(a). We now introduce ef , τ̂ f − τ f (and similarly
eb , τ̂b − τb). Substituting (11) in (10), then using (8), it
can be shown that D1 receives the signal y1(t) at time

τb = τ̂ f + τD + τ −B = 2τ + ef + τD, (12)

Finally, based on y1(t), D1 estimates τ̂b and eventually
determines p, and o. Note that B in the forward and backward
transmissions cancel out and need not be estimated at D2.

C. Collaborative Localization Protocol (CLP)

Unlike RLP, under CLP D2 sends back a signal s2(t) at
a pre-agreed time instant t = tb. The value of t = tb can
be chosen to be large enough to avoid overlapping with the
preceding transmission of s1(t). Given that D2 decides that

the instant t = tb has occurred based on its own clock, then
the TOA measured by D1 in its own time scale is given by
(10).

In parallel, D1 also receives y2(t) via an error-free feed-
back6 link that can possibly be established using a microwave
channel. Finally, based on y1(t) and y2(t), D1 estimates p
and o. Comparing (12) and (10), it can be seen that B needs
to be estimated under CLP, unlike RLP.

IV. DERIVATION OF THE TWO-WAY POSITION AND
ORIENTATION ERROR BOUNDS

After defining the system model and the communication
protocols that govern the observations collection, we now
proceed to define and derive PEB and OEB as performance
metrics for the two protocols. These metrics are lower bounds
on the performance of any estimator and can thus be used
to benchmark localization algorithms. In fact, these bounds
are tight for the problem under investigation. That is, the
performance of well-designed practical algorithms approaches
these bounds in the localization scenarios of interest [25].
Therefore, analyzing the protocols in terms of the PEB and
the OEB has the advantage of being representative of practical
designs without the need for proposing detailed estimation
algorithms. Moreover, since the PEB and OEB can often be
computed in closed forms, another advantage is that they
provide fundamental insights into the localization problem.

The PEB and OEB are derived from the FIM, a notion we
discuss first in Section IV-A. Then, we apply the FIM to the
estimation of channel parameters in the forward and backward
transmissions in Section IV-B. This allows us to compute the
PEB and OEB of RLP and CLP in Sections IV-C and IV-D,
respectively, and make a quantitative performance comparison
in Section IV-E.

6To give a general exposition, we assume that the second signal is sent
back entirely. However, there are some alternatives that facilitate obtaining
the same bounds in a more practical way, like feeding back the parameters
estimated from y2(t) instead of the actual y2(t). Any errors introduced in
the transmission are assumed to be corrected via layers of coding and ARQ.
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A. Basic FIM Concepts

In this section, we digress to provide a brief introduction
to the notion of FIM and Equivalent FIM (EFIM), useful in
the analysis of the TWL protocols. For more background on
Fisher information, the reader is referred to [37].

Given a vector observation y and an unknown determin-
istic vector parameter θ, related by y = h(θ) + n, where
n ∼ N (0,Σ), with Σ independent of θ, then the FIM
Jθ is a positive semi-definite matrix, defined as Jθ =
∇θhT(θ)Σ−1(∇θh(θ)). Under certain regularity conditions,
the inverse of the FIM (provided it exists) serves as a lower
bound on the estimation error covariance of any unbiased
estimator:

E{(θ̂ − θ)(θ̂ − θ)T} � J−1
θ , (13)

where the expectation is over the noise and A � B means
that A − B is a positive semidefinite matrix. The Cramér-
Rao lower bound (CRLB) is computed as the diagonal of the
inverse FIM.

If instead of θ we need the FIM of φ = f(θ), we can apply
a transformation on the FIM.

Definition 1 (FIM Transformation). Given the FIM Jθ and
an injective mapping θ = f(φ), the FIM Jφ is given by [37]

Jφ = ΥJθΥ
T, (14)

where Υ is a Jacobian matrix with [Υ]i,j = ∂θi/∂φj =
∂[f(φ)]i/∂φj .

The EFIM is derived from the FIM, when we are interested
only in part of the vector θ.

Definition 2 (Equivalent FIM). Given a parameter vector θ ,
[θT

1 ,θ
T
2 ]

T with associated FIM

Jθ =

[
Jθ1 Jθ1θ2

JT
θ1θ2

Jθ2

]
, (15)

Then, the EFIM of θ1 is given by Schur complement as [20]

Je
θ1

= Jθ1
− Jθ1θ2

J−1
θ2

JT
θ1θ2

. (16)

Note that according to this definition, Jθ1 is the FIM of θ1 if
θ2 were known, and Jθ1θ2

J−1
θ2

JT
θ1θ2

is the loss of information
due to the uncertainty of θ2.

Definition 3 (PEB and OEB). Given the equivalent Fisher
information matrix of the orientation and the position, Je

o,p ,
C−1 ∈ R5×5, then, the OEB and PEB are defined as [20]

OEB ,
√

[C]1,1 + [C]2,2, (17a)

PEB ,
√

[C]3,3 + [C]4,4 + [C]5,5 (17b)

B. General FIM for Channel Parameters

For either the forward or the backward transmission, we
can compute the FIM of the channel parameters. Focusing on
the backward transmission, the FIM of the channel parameters

ϕb ,
[
ϑT, ψb, βb, τb

]T
from the observation y1(t) is derived

in Appendix A and is shown to be

Jϕb ,

 Jb
SS 05×2

02×5

[
Jb
βb 0

0 Jb
τ

] , (18)

where,

Jb
SS =

 Jb
ϑ Jb

ϑβb(
Jb
ϑβb

)T

Jb
βb

 , (19)

is the FIM corresponding to the spatial parameters of Jϕb ,
such that

Jb
ϑ ,


Jb
θ1

Jb
θ1φ1

Jb
θ1θ2

Jb
θ1φ2

Jb
θ1φ1

Jb
φ1

Jb
φ1θ2

Jb
φ1φ2

Jb
θ1θ2

Jb
φ1θ2

Jb
θ2

Jb
θ2φ2

Jb
θ1φ2

Jb
φ1φ2

Jb
θ2φ2

Jb
φ2

 , (20)

(
Jb
ϑβb

)T

,
[
Jb
θ1βb Jb

φ1βb Jb
θ2βb Jb

φ2βb

]
. (21)

The FIM of ϕf ,
[
ϑT, ψf , βf , τ f

]T
is obtained from the

observation y2(t) in the same way and exhibits the same
structure, as highlighted at the end of Appendix B.

Remark 2. Due to the structure of (18), the delay is always
independent of the other channel parameters and can thus be
treated separately. It will be convenient to introduce the EFIM
of the delay in forward and backward transmissions: we denote
by Jτ f the EFIM of τ f , obtained from applying Definition 2

to the FIM of
[
ϑT, ψf , βf , τ f

]T
based on the measurement

y2(t). Similarly, we denote by Jτb the EFIM of τb, obtained

from applying Definition 2 to the FIM of
[
ϑT, ψb, βb, τb

]T
based on the measurement y1(t). Note that, by definition,

E{
(
ef
)2} ≥ J−1

τ f , E{
(
eb
)2} ≥ J−1

τb . (22)

C. PEB and OEB for RLP

To compute PEB and OEB, we first need the EFIM of the
position and orientation, Je,b

o,p. However, p and o are functions
of ϑ and τ and, hence Je,b

o,p can be obtained as a transformation
of the EFIM of ϑ and τ as outlined in Definition 1. Since the
temporal and spatial parts in (18) are independent, the EFIM
of ϑ and τ is given by

Je,b
ϑτ =

[
Je,b
ϑ 04

0T
4 Jτ

]
. (23)

We now outline how to obtain Je,b
ϑτ before transforming it to

obtain Je,b
o,p.

It is straight-forward from (19) that the EFIM of ϑ based
on the backward transmission is obtained using Schur com-
plements as

Je,b
ϑ = Jb

ϑ −
1

Jb
βb

Jb
ϑβb

(
Jb
ϑβb

)T

. (24)

According to (12), τ depends on the estimate of τ f as well
as the value of τb. While we can determine Jτ f based on y2(t),
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Jτb is based on y1(t). Therefore, to obtain the FIM of τ rather
than τb or τ f , we apply the fact that, under RLP, the delays
are not dependent on any of the other channel parameters.
Towards that, recall that τ̂b = 2τ + ef + eb + τD, and define

τ ′ ,
τ̂b − τD

2
= τ +

ef + eb

2
. (25)

Consequently, using (22) yields

E
{
(τ ′ − τ)2

}
≥ 1

4

(
J−1
τ f + J−1

τb

)
, (26)

that is,

Jτ = 4
(
J−1
τ f + J−1

τb

)−1
. (27)

Note that in this scenario, the estimation of τ is less accurate
than the estimation of τb due to its further dependence of τ f .

Applying Definition 1, to (23), it can be shown that

Je,b
o,p|RLP = ΥJe,b

ϑτΥ
T, (28)

where

Υ ,

[
∂θ1
∂o

∂φ1

∂o
∂θ2
∂o

∂φ2

∂o
∂τ
∂o

∂θ1
∂p

∂φ1

∂p
∂θ2
∂p

∂φ2

∂p
∂τ
∂p

]
=
[

Υs Υτ

]
.

(29)

Consequently, for RLP, we can isolate the spatial and temporal
parts and write,

Je,b
o,p|RLP = ΥsJ

e,b
ϑ Υs︸ ︷︷ ︸

Spatial Part

+ JτΥτΥ
T
τ︸ ︷︷ ︸

Temporal Part

. (30)

The entries of Υτ and Υb
s are easily obtained from the rela-

tions mapping from location parameters to channel parameters
and can be found in [27], where it was concluded that Υτ is
identical for the uplink and downlink, while Υb

s is not. This
results in an asymmetry in the spatial part of the FIM. To
understand the implication of this asymmetry, we note that
the UE position in the uplink is a function of the DOA and
TOA, while in the downlink, it is a function of the DOD and
TOA. However, DOD and DOA have different CRLBs, which
means that the RLP localization performance in (30) depends
on whether the localization is executed in the uplink (at BS)
or downlink (at UE).

D. PEB and OEB for CLP

As can be inferred from (10), we have to retrieve B in
CLP, in contrast to the RLP case. Therefore, we the vector of
unknown parameters is

ϕC ,
[
ϑT, ψb, βb, ψf , βf , τ, B

]T
. (31)

To simplify the derivation, we treat the temporal param-
eters, (τ and B), in isolation of the spatial parameters
(ϑT, ψb, βb, ψf , βf ) because both sets are independent. Similar
to (23), we seek to compute

Je
ϑτ ,

[
Je
ϑ 04

0T
4 Je

τ

]
, (32)

where Je
ϑ is to be computed from FIM of the spatial param-

eters and Je
τ is to be computed from the temporal ones.

Since D2 transmission time is independent of the TOA of
y2(t), the two transmissions occur in non-overlapping time
slots, and the noise is independent at both sides, the forward
and backward transmissions can be considered independent.
Therefore, the FIMs can be added according to the following
Theorem.

Theorem 1. Consider a random process to observe the
unknown parameter x along with the unknown nuisance pa-
rameter z1. Consider also another random process to observe
x along with the unknown nuisance parameter z2. If both
processes are independent and z1 and z2, are independent,
then total EFIM of x is

Je
x = Je,1

x + Je,2
x , (33)

where Je,i
x is the EFIM of x obtained from the i-th process.

Proof. See Appendix B.

In other words, the EFIM of ϑ can be written as Je
ϑ =

Je,b
ϑ +Je,f

ϑ by summing the EFIMs of ϑ computed from y1(t)
and y2(t). From (19), it follows that

Je
ϑ = Jb

ϑ + Jf
ϑ −

1

Jb
βb

Jb
ϑβb

(
Jb
ϑβb

)T

− 1

J f
βf

Jf
ϑβf

(
Jf
ϑβf

)T

.

Moreover, Je
τ can be obtained noting that in the backward

transmission τb = tb + τ − B, while in the forward trans-
mission τ f = τ + B, and that τ is independent of any other
parameters. Hence, using the transformation of parameters and
the fact that the two transmissions are independent, we can
write the FIM of [τ,B]

T as

JτB = Jτb

[
1 −1
−1 1

]
+ Jτ f

[
1 1
1 1

]
(34)

from which EFIM of τ is obtained by Schur complement as

Je
τ = 4

(
J−1
τ f + J−1

τb

)−1
. (35)

It is interesting to see that the temporal information repre-
sented by Jτ is identical for both CLP (35) and RLP (27).
Therefore, any performance difference between these two
protocols is attributed to the spatial information only.

We now derive the EFIM of the position and orientation.
Based on (32) and Definition 2

Je
o,p|CLP = ΥJe

ϑτΥ
T,

= ΥsJ
e,f
ϑ ΥT

s︸ ︷︷ ︸
Forward Spatial Part

+ ΥsJ
e,b
ϑ ΥT

s︸ ︷︷ ︸
Backward Spatial Part

+ JτΥτΥ
T
τ︸ ︷︷ ︸

Temporal Part

.

(36)

Note that (36) comprises three terms: two terms related to
the spatial information in the forward and backward transmis-
sions, and one term related to the temporal information.

E. Performance Comparison of RLP, CLP and OWL

The EFIM of position and orientation under RLP is given
in (30), while that under CLP is given in (36). In this section,
we compare the performance of these two protocols with the
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standard one-way localization (OWL) from [27], where it was
shown that

Je,b
o,p|OWL = ΥsJ

e,b
ϑ ΥT

s︸ ︷︷ ︸
Spatial Part

+ JτbΥτΥ
T
τ︸ ︷︷ ︸

Temporal Part

, (37)

under the assumption of perfect synchronization between the
two devices (i.e., B = 0).

1) RLP vs. CLP: Comparing RLP to CLP, we note that
(30) contains only one spatial information term, related to
the backward transmission, and another temporal information
term. These two terms are equal to their counterparts in
(36). Hence, Je

o,p|CLP � Je,b
o,p|RLP, meaning that CLP will

always outperform RLP. Nevertheless, CLP requires additional
overhead, as it involves sending back the waveform y2(t)
to D1 (or estimated parameters with uncertainty) and thus
requires an additional data transmission.

2) RLP vs. OWL: Inspecting (37), it can be seen that
Je,b

o,p|OWL has the same expression as (30), but with

Jτ = Jτb . (38)

This means the both RLP and OWL have the same spatial
information but differ in the temporal information. However,
it is not clear which protocol is superior. Therefore, we provide
the following proposition.

Proposition 1. RLP outperforms OWL if Jτ f > 1
3Jτb .

Proof. Comparing RLP with OWL, it can be seen that they
have equal spatial, but different temporal information. Com-
paring (27) with (38), for RLP to outperform OWL, we should
have

Jτb < 4
(
J−1
τ f + J−1

τb

)−1
= Jτb

4Jτ f

Jτ f + Jτb

,

which leads to Jτ f > 1
3Jτb .

This means that, when the bandwidth is equal in both
directions, the forward link should have at least one third the
signal-to-noise ratio (SNR) of the backward link for RLP to
outperform OWL. From (43q), it can be seen that this mainly
depends on the transmit and receive beamforming. However,
under the general case of non-identical bandwidth allocation,
(43q) can be used to determine the values of bandwidth and
SNR that satisfy the condition in Proposition 1.

F. Relationship of RLP and CLP with Channel Parameters

Since the derived position and orientation bounds are ob-
tained through transforming the channel parameter bounds, the
localization performance is ultimately affected by the channel
parameter estimation accuracy. In [27], it was concluded that
the squared PEB is the sum of the CRLBs of TOA and the
BS angle (DOA in the uplink or DOD in the downlink). It
was also concluded that the CRLB of DOA is better than the
CRLB of DOD. Extending these results to the RLP and CLP in
this paper, it can be seen that from (30), the RLP performance
is governed by the backward transmission from D2 to D1. In
other words, if the backward transmission is uplink, D1 is a
BS, whose angle is a DOA, which leads to a better PEB. Note

that in such a case, DOD estimation error does not affect the
localization performance. The opposite is true if D1 is a UE.

For CLP, it can be seen that from (36) that the squared PEB
is the sum of the CRLB of DOA, DOD and TOA, meaning
that regardless of the BS and UE roles, the PEB is affected
by the error of estimating all of these three parameters.

The squared OEB is the sum of the CRLBs of DOA and
DOD [27], and hence it is not affected by the accuracy of the
TOA estimation.

G. Insights on NLOS

When the signal propagation occurs in mixed propagation
environment (LOS and NLOS), the delay of the LOS path,
being the first and strongest path, can still be separated and
identified, while the delays of NLOS paths must be subse-
quently estimated. For RLP, the NLOS paths in the backward
transmission can assist the positioning, as shown in [27]. On
the other hand, for CLP, the parameters of the NLOS paths
in the forward and backward transmissions can be estimated
separately. However, this will give rise to a path association
problem, whereby the set of parameters estimated from the
forward transmission have to be paired with their counter
parts in the backward transmission and with the scatterers
or reflectors in the environment to re-establish the different
paths. Moreover, when the LOS is obstructed, the localization
performance is severely degraded [36].

V. SIMULATION RESULTS AND DISCUSSION

A. Simulation Environment

1) System Layout and Channel: In our simulations, we
investigate and compare the RLP and CLP using the position
and orientation error bounds to quantify the estimation
accuracy. Since both protocols involve forward and backward
transmission, we selected an equal number of antennas
at both the BS and the UE to make the comparison of
these protocols fair7. Towards that, we consider a BS
and a UE both with 12 × 12 uniform rectangular antenna
array (URA) communicating via a LOS. Moreover, we
assume that the BS array is located in the xz-plane
centered about the origin [0, 0, 0]T, thus has orientation
angles of [0◦, 0◦]T. On the other hand, the UE moves
freely within a diamond-shape 120◦ defined by the vertices
{(0, 0,−10), (25

√
3, 25,−10), (0, 50,−10), (−25

√
3, 25,−10)}.

That is, the BS height is 10 meters. We focus on two cases
of orientation angles with respect to the z-axis and x-axis:
o = [χ0, ζ0] = [0◦, 0◦]T and o = [30◦, 30◦]T as specified
in the context. Finally, at a distance d1, the channel gain is
modeled as βb = βf = λ

4πd1
[38].

7It is understood that BSs can accommodate more complexity, and its
array can have a larger size, such as that in [24] where 10,000 antennas are
used. However, we use an equal number of antennas on D1 and D2 in order
to explore the intrinsic differences between the protocols. These differences
result from the lack of symmetry between the two links because the orientation
is only known for one device but not the other. Thus, we prevent masking
our protocol analysis by using the same number of antennas.
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Fig. 4. Beamforming example with 4 beams. The rightmost device has
orientation angles of 30◦, while the other two have 0◦.

2) Transmit-Receive Model: We select the mmWave fre-
quency of f = 38 GHz, and bandwidth8 W = 125 MHz.
We assume an ideal sinc pulse-shaping filter such that W 2

eff =
W 2/3. The transmitted power Et/Ts = 0 dBm, and N0 =
−170 dBm/Hz. Furthermore, we specify the number of pilots
to be Ns = 64 pilot symbols. This yields a location-dependent
SNR of

SNR [dB] = 150.26 + 20 log10

(
βb‖aT

i FH
i ‖‖WH

j aj‖
)
,
(39)

where i, j ∈ {1, 2}, i 6= j, specified depending on the
communication direction being forward or backward. Note that
this SNR results from beamforming gain of all the NB1

and
NB2

beams combined. Although our formulation holds for any
type of analog beamforming, in our numerical simulations, we
adopt fixed directional beamforming as an example scheme
similar to [27]. We consider 1 ≤ b ≤ NB1

= NB2
= 25

beams at both the UE and BS, such that

f1,b =
1√
NB1

a1(θ
f
1,b, φ

f
1,b),

w1,b =
1√
NB1

a1(θ
w
1,b, φ

w
1,b),

are D1 transmit and receive beams pointing towards (θf
1,b, φ

f
1,b)

and (θw
1,b, φ

w
1,b), respectively. The directions of the beams at

the BS are chosen to be equispaced on the sector. On the
UE, these directions are reversed to point upwards and rotated
with respect to the UE frame of reference by the same orien-
tation angles specified in the studied experiment. This setting
provides 90% of the locations with an SNR of at least 17 dB.
Fig. 4 provides three examples on beamforming configuration:
a BS at (0, 0, 0), with beams pointing downwards, a UE at
(25, 25,−10) with zero orientation angles, and another UE
at (−25, 25,−10) with o = [30◦, 30◦]T. The black rectangles
denote the array frame of reference of the device. Note that the
first UE has reversed beam direction compared to BS, while
the second UE has beam directions reversed and rotated by
[30◦, 30◦]T , so that the beam directions remain constant with
respect to the UE local frame of reference.

8At these frequency and bandwidth values, beam squint is negligible. From
[39], pointing error due to beam squint is proportional to (1 + f/W )−1 ≈ 1.
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Fig. 5. CDF of PEB with UE orientation angles of 0◦, and NUE = NBS =
144, NB = 25.
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Fig. 6. CDF of OEB with UE orientation angles of 0◦, and NUE = NBS =
144, NB = 25.

3) Scenarios Studied: We study the PEB and OEB under
RLP and CLP and compare these bounds to those obtained
for OWL in [27]. Each of these three protocols is studied
when localization is performed in the uplink (at BS) and in
the downlink (at UE). Recall that CLP is symmetric in both
cases, hence only one curve is given.

B. PEB and OEB with 0◦ UE Orientation

The cumulative distribution function (CDF) of the PEB
with zero orientation angles is provided in Fig. 5 for all the
considered protocols. First of all, to have a fair comparison,
we compare the three solid curves corresponding to uplink
localization, and then compare those related to downlink
localization (dash-dot lines). It can be seen that RLP provides
a negligible improvement over OWL. Despite that, RLP is still
a better approach since it alleviates the need for high-accuracy
synchronization, with the cost of UE-BS coordination. As
discussed in Section IV-E, RLP and OWL have the same
spatial component, but RLP has higher temporal information
content. However, Fig. 5 shows almost identical results for
both protocols, which means that the additional temporal infor-
mation in RLP is of little importance, and thus the localization
performance is limited by the angles estimation rather than the
time delay. To understand this phenomenon more, we study the
impact of the bandwidth on the performance later in Section
V-D. On the other hand, as expected, CLP represents the
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Fig. 7. CDF of PEB with UE orientation angles of 30◦, and NUE = NBS =
144, NB = 25.

best approach among the three studied, since it attains more
useful information. However, this requires a more complex
implementation due to the need for a feedback channel.

Comparing the dash-dotted curves with the solid curves in
Fig. 5, it can be seen that the three protocols behave in the
downlink in a manner similar to the uplink. And, it can also
be seen that while OWL and RLP are almost identical, CLP is
superior to both. However, the reasons why the performance of
RLP and OWL is worse in the downlink are beyond the scope
of this paper and were extensively studied in [27]. Briefly, it
was concluded that, under matched orientation between the
BS and UE, the uplink PEB is better than the downlink PEB.
This is because 1) PEB is a function of the CRLB of the BS
angles, and 2) CRLB of DOA is lower than CRLB of DOD.
Therefore, when the BS angles are DOAs (uplink), the PEB
will be lower.

Considering the CDF of the OEB with zero orientation
angles in Fig. 6, it can be seen that RLP and OWL exhibit
identical performance. Note that OEB depends on DOA and
DOD, while the enhancement of RLP over OWL is in the
temporal domain. Furthermore, in line with the results in [27]
with zero orientation angles, the uplink and downlink OEB
are the same. Therefore, the four curves of RLP and OWL
with uplink and downlink localization coincide. Moreover, in
terms of OEB, CLP is also better than RLP and OWL due
to the fourth term in (36), which accounts for the coupling
between the path gain and the transmission angles, providing
more spatial information on the orientation angles. Intuitively,
this higher information is a result of estimating the path gain
in both transmissions.

C. PEB and OEB with 30◦ UE Orientation

The CDF of the PEB with orientation angles o =
[30◦, 30◦]T is shown in Fig. 7, for all the considered protocols.
The overall observation from this figure, in comparison to
Fig. 5, is that the performance worsens when the beams are
steered away, i.e., when the orientation angles are non-zero.
This can result in a loss of beamforming gain that depends
non-linearly on the UE location and orientation angles. How-
ever, CLP performance is still superior to RLP and OWL. In
this example, performance loss of 42 cm, 54 cm, and 80 cm
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Fig. 8. CDF of OEB with UE orientation angles of 30◦, and NUE = NBS =
144, NB = 25.
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Fig. 9. PEB at 0.9 CDF with respect to the bandwidth W .

were observed at a PEB CDF of 90%, under CLP, uplink RLP,
and downlink RLP, respectively. On the other hand, comparing
Fig. 8 with Fig. 6, it can be seen that, at a CDF of 90%, there is
an OEB performance loss of 6.8◦, 8.8◦, and 11.5◦ under CLP,
uplink RLP, and downlink RLP, respectively. Considering the
PEB and OEB loss, it can be concluded that, among the studied
approaches, CLP is the approach that is most robust to UE mis-
orientation. Finally, we note that in comparison to the case
of matched orientation, under 30◦ mis-orientation, the system
can still provide sub-meter PEB, while providing significantly
higher OEB. This means that orientation estimation is more
challenging than position estimation. Recall that orientation
changes the beamforming angles, which impacts localization
performance. Hence, the study of orientation in this context is
meaningful, despite this degraded performance.

D. Impact of the System Bandwidth on PEB

In Section V-C, we concluded that the system is limited
by the estimation of the angles rather than the time delay. To
investigate this phenomenon further, we now look closer into
the impact of the bandwidth. In the context of localization and
ranging, higher bandwidths provide a more accurate estimation
of the TOA, which leads to better localization bounds in
general. Towards that, the results in Fig. 9 indicate that as
the bandwidth increases, the PEB decreases, until it reaches a
floor at around 100 MHz when o = [0◦, 0◦]T, and 60 MHz
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Fig. 10. PEB at 0.9 CDF as a function of the UE number of antennas, with
NB = 25, with orientation angles 0◦ and 30◦, and NBS = 144.

when o = [30◦, 30◦]T. Based on these results, we make the
following observations:

1) At higher bandwidths that are more relevant in mmWave,
the temporal information is very high compared to the
spatial information, and the performance becomes fixed
with W , i.e., the systems are spatially-limited.

2) Under mis-orientation, the accuracy of spatial informa-
tion degrades, and the system becomes spatially-limited.
Hence, the improved temporal information does not
provide any benefit to the performance achieved at lower
bandwidths.

3) On the contrary, for lower bandwidths, the amount of
temporal information decreases and becomes compara-
ble to the spatial information. Therefore, the weight of
the temporal information in the forward transmission
becomes more significant, and the difference between
OWL and RLP becomes more pronounced.

E. Impact of NBS and NUE on PEB

We now study the effect of the number of antennas at BS
and UE on the PEB under CLP and RLP. Since this number
can be N1 or N2 depending on the device role, we use NBS

and NUE to unify the notation of the number of antennas at
BS and UE, respectively.

Fig. 10 illustrates the effect of NUE on PEB with NB = 25
and NBS = 144. It can be seen that at matched orientation
(0◦, 0◦), performance tends to slightly improve with low to
moderate NUE values. However, higher NUE generally results
in a worse performance. This is because with higher NUE, the
UE beams become narrower, and more beams are required to
provide a full area coverage. It can also be noticed that, with an
orientation of (30◦, 30◦), the rate of performance deterioration
is higher. It is interesting to see that this rate is almost the same
for the three protocols, which means that the performance loss
is mainly due to SNR loss.

On the other hand, the impact of NBS is shown in Fig. 11
with NB = 25 and NUE = 144. It can be seen that a higher
NBS slightly improves the PEB in general. Similar to the
case in Fig. 10, it is understood that the PEB will generally
increase when NBS is arbitrarily large, albeit, at NBS values
well beyond those displayed in Fig. 11, and with a lesser
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Fig. 11. PEB at 0.9 CDF as a function of the BS number of antennas, with
NB = 25, with orientation angles 0◦ and 30◦, and NUE = 144.

magnitude than higher NUE. Therefore, adding more antennas
at the BS will not reduce the localization performance, as
the UE antennas potentially would, at least within the studied
range of array size. Finally, notice that both Figs. 10 and 11
exhibit some non-monotonic trend. This is due to the nature
of directional beamforming, whereby the beamforming gain
depends on the user location, number of antennas, and beams
directions as detailed in [40]. In other words, varying the
number of antennas results in a different sidelobe pattern that
non-linearly varies the PEB and OEB.

VI. CONCLUSIONS

Many publications on localization assume that the BS and
UE are tightly synchronized. However, usually, communica-
tion systems are not synchronized to a high-level useful for
localization. Focusing on this issue, in this paper, we consid-
ered two protocols of two-way localization referred to round-
trip localization protocol (RLP) and collaborative localization
protocol (CLP). We investigated the PEB and OEB under these
two protocols, where we showed mathematically that CLP out-
performs RLP with a significant margin. However, this comes
with the cost of requiring a feedback channel, unlike RLP
where no synchronization or feedback are required, although
it may need dedicated hardware to trigger the response. In our
derivations, we considered beamforming at the transmitter and
the receiver and accounted for the spatially-correlated receive
noise. Considering the results of the numerical simulation, the
enhancement observed for RLP over the traditional OWL was
limited. That is, the localization was angle-limited rather than
delay-limited. Moreover, our numerical results also showed
that it is more beneficial to have more antennas at the BS
than at the UE.

Future work based on this paper includes considering adap-
tive beamforming, whereby the beam directions are modified
in the second round of transmission. Moreover, multipath
propagation would be a relevant extension, since scatterers
may differ in the uplink and downlink, depending on the beam
directions.

ACKNOWLEDGMENT

The authors would like to thank Dr. Xiangyun Zhou of the
Research School of Engineering at the Australian National



11

University for his valuable feedback on this work.

APPENDIX A
DERIVATION OF THE ELEMENTS OF THE FIM OF THE

CHANNEL PARAMETERS

Consider backward transmission round. In this case, D1 has
the following observation

y1(t) =
√
N1N2Eth

bWH
1 a1a

T
2 F2s2(t− τb) + n1(t). (40)

For the case of zero-mean additive correlated Gaussian noise,
the FIM of ϕb is given by [37]

Jb
xy , =

1

N0

∫ To

0

<
{
∂µH(t)

∂x

(
WH

1 W1

)−1 ∂µ(t)

∂y

}
dt,

(41)

x, y ∈ {θ1, φ1, θ2, φ2, ψ
b, βb, τb}

where µ(t) is the mean of the observation vector, and To is
assumed to be long enough to receive the entire pilot signal.
Consequently, we write

µ(t) =
√
N1N2Etβ

bejψ
b

WH
1 a1a

T
2 F2s2(t− τb). (42)

Defining ṡ(t) , ∂s(t)
∂t ,ki = ∂

∂θi
ai,pi = ∂

∂φi
ai, i ∈

{1, 2}, and the operator PA , A
(
AHA

)−1
AH, and γ ,

N1N2NsEt/N0, we can write the following

Jb
θ1 = γβb2 (

aT
2 F2F

H
2 a∗2

) (
kH

1 PW1k1

)
(43a)

Jb
φ1

= γβb2 (
aT

2 F2F
H
2 a∗2

) (
pH

1 PW1
p1

)
(43b)

Jb
θ2 = γβb2 (

kT
2 F2F

H
2 k∗2

) (
aH

1 PW1
a1

)
(43c)

Jb
φ2

= γβb2 (
pT

2 F2F
H
2 p∗2

) (
aH

1 PW1a1

)
(43d)

Jb
βb = γ

(
aT

2 F2F
H
2 a∗2

) (
aH

1 PW1
a1

)
, (43e)

Jb
ψb = γβb2 (

aT
2 F2F

H
2 a∗2

) (
aH

1 PW1a1

)
, (43f)

Jb
θ1φ1

= γβb2 (
aT

2 F2F
H
2 a∗2

) (
pH

1 PW1k1

)
, (43g)

Jb
θ1θ2 = γβb2 (

kT
2 F2F

H
2 a∗2

) (
kH

1 PW1
a1

)
, (43h)

Jb
θ1φ2

= γβb2 (
pT

2 F2F
H
2 a∗2

) (
kH

1 PW1
a1

)
, (43i)

Jb
θ1βb = γβb

(
aT

2 F2F
H
2 a∗2

) (
kH

1 PW1
a1

)
(43j)

Jb
φ1θ2 = γβb2 (

kT
2 F2F

H
2 a∗2

) (
pH

1 PW1
a1

)
, (43k)

Jb
φ1φ2

= γβb2 (
pT

2 F2F
H
2 a∗2

) (
pH

1 PW1a1

)
, (43l)

Jb
φ1βb = γβb

(
aT

2 F2F
H
2 a∗2

) (
pH

1 PW1
a1

)
, (43m)

Jb
θ2φ2

= γβb2 (
pT

2 F2F
H
2 k∗2

) (
aH

1 PW1
a1

)
, (43n)

Jb
θ2βb = γβb

(
aT

2 F2F
H
2 k∗2

) (
aH

1 PW1
a1

)
, (43o)

Jb
φ2βb = γβb

(
aT

2 F2F
H
2 p∗2

) (
aH

1 PW1a1

)
, (43p)

Jτb = 4γβb2
π2W 2

eff

(
aT

2 F2F
H
2 a∗2

) (
aH

1 PW1
a1

)
. (43q)

where

W 2
eff =

∫ W/2

−W/2
f2|G(f)|2df.

Other entries in Jb
ϕ are zero because∫ To

0

sH
2 (t− τb)ṡ2(t− τb)dt = 0, (44)

∫ To

0

s2(t− τb)sH
2 (t− τb)dt = NsINB

. (45)

In forward transmission, the subscripts “1” and “2” should
be interchanged in (43) and the superscript “b” replaced by
“f”. For example, from Jb

θ1φ1
in (43g), we can calculate

J f
θ2φ2

= γβf 2 (
aT

1 F1F
H
1 a∗1

) (
pH

2 PW2
k2

)
, which goes in row

3, column 4 in the forward-transmission counterpart of (20).

APPENDIX B
PROOF OF THEOREM 1

Define the vector of all unknown parameters as v =
[xT, zT

1 , z
T
2 ]

T, then the FIM of v based on the first and second
observations are, respectively,

J(1)
v =

 J
(1)
x J

(1)
x,z1 0

J
T(1)
x,z1 J

(1)
z1 0

0 0 0

 , J(2)
v =

 J
(2)
x 0 J

(2)
x,z2

0 0 0

J
T(2)
x,z2 0 J

(2)
z2


Since the two observations are independent,

Jv =

J
(1)
x + J

(2)
x J

(1)
x,z1 J

(2)
x,z2

J
T(1)
x,z1 J

(1)
z1 0

J
T(2)
x,z2 0 J

(2)
z2

 (46)

Consequently, EFIM of x is given by Schur complement as

Je
x =J(1)

x + J(2)
x

− J(1)
x,z1

(
J(1)

z1

)−1

JT(1)
x,z1
− J(2)

x,z2

(
J(2)

z2

)−1

JT(2)
x,z2

(47)

Note that the first and third term in (47) represent the Schur
complement of x with respect to z1 obtained from the first
process, while the second and fourth term represent the Schur
complement of x with respect to z2 obtained from the second
process. In other words,

Je
x = Je,1

x + Je,2
x . (48)
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