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ABSTRACT

Pattern matching is an important building block for many security applications, including Network Intrusion Detection Systems (NIDS). As NIDS grow in functionality and complexity, the time overhead and energy consumption of pattern matching become a significant consideration that limits the deployability of such systems, especially on resource-constrained devices. On the other hand, the emergence of new computing platforms, such as embedded devices with integrated, general-purpose Graphics Processing Units (GPUs), brings new, interesting challenges and opportunities for algorithm design in this setting: how to make use of new architectural features and how to evaluate their effect on algorithm performance. Up to now, work that focuses on pattern matching for such platforms has been limited to specific algorithms in isolation.

In this work, we present a systematic and comprehensive benchmark that allows us to co-evaluate both existing and new pattern matching algorithms on heterogeneous devices equipped with embedded GPUs, suitable for medium- to high-level IoT deployments. We evaluate the algorithms on such a heterogeneous device, in close connection with the architectural features of the platform and provide insights on how these features affect the algorithms’ behavior. We find that, in our target embedded platform, GPU-based pattern matching algorithms have competitive performance compared to the CPU and consume half as much energy as the CPU-based variants. Based on these insights, we also propose HYBRID, a new pattern matching approach that efficiently combines techniques from existing approaches and outperforms them by 1.4x, across a range of realistic and synthetic data sets. Our benchmark details the effect of various optimizations, thus providing a path forward to make existing security mechanisms such as NIDS deployable on IoT devices.
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1 INTRODUCTION

With the widespread adoption of Internet of Things (IoT) technologies, an increasing number of devices are equipped with the ability to communicate and connect to the Internet. While promising increased efficiency and flexibility, connected devices are vulnerable, as shown by recent attacks that specifically targeted IoT devices such as connected cameras and thermostats [31, 42]. Protecting such devices with well-established security mechanisms such as network intrusion detection systems (NIDS) is necessary. Yet, such mechanisms are hard to deploy on these devices, because their core function depends on pattern matching, a bottleneck that needs significant resources (more than 70% of the running time of the system may be spent on pattern matching [2]).

In the context of NIDS, pattern matching algorithms scan the packet payload (Deep Packet Inspection) and detect any occurrence of malicious string signatures (known in advance) in the stream of packets. Pattern matching algorithms are often studied in close relation with the hardware platforms, because the characteristics of the target platform play an important role on performance. This is evident by the number of algorithms in the literature that target specific platforms or build on optimizations that utilize specific characteristics, e.g., CPU caches [10], vector instructions [37], FGAs [36] or hardware accelerators [21].
In IoT deployments, one can find significant hardware diversity from the edge to the core of the network. For example, the introduction of new computing approaches with new hardware diversity in the fog increases the design space for pattern matching algorithms and offers new capabilities for improvements of performance. This is leveraged in recent research [32] with algorithms tailored to medium-ranged embedded platforms, such as Raspberry Pi or Odroid [6]. The latter platform offers an interesting combination of an IoT board equipped with an embedded, programmable Graphics Processor Unit (GPU). Such medium/high range IoT devices can take the role of NIDS boxes, protecting a network of resource-constrained devices closer to the edge of that network.

However, challenges remain and the feasibility of such platforms for NIDS is not established yet, especially with respect to performance, since their hardware characteristics are different from the well-studied high-end platforms. First, significant effort is required to take an algorithm for a particular hardware and change it to run well on another type of hardware. Given the development effort, it would be favorable to better understand what algorithms to port and how. Secondly, it is not clear how different optimizations translate across hardware. For example, the design of many pattern matching algorithms (e.g. [10, 37, 41]) is driven by specific features of the target architecture, such as cache sizes and vector execution units, so it is unclear how they perform on a different system. Thirdly, most work is documented in isolation, with specific data, and within a specific framework.

As such, a common methodology for benchmarking algorithms tailored for fog-layer devices is needed, to understand possibilities and limitations of the hardware itself, as well as the effects of algorithm engineering and, most importantly, the interplay of the algorithm and the hardware features.

Contributions: In this work we present a co-evaluation of various pattern matching algorithms on a heterogeneous computing platform. We target a medium range embedded device (an Odroid XU3) that is equipped with a programmable GPU, i.e., a GPU that can support general-purpose computing.

- We design a benchmark that facilitates a systematic comparison between different pattern matching algorithms, using realistic data sets that capture real NIDS workloads.
- We co-evaluate well-known CPU and GPU based algorithms, including our own GPU adaptation of a state of the art CPU based algorithm (DFC).
- We evaluate the effect of different platform-specific optimizations and parameters in the performance of the algorithms, both in terms of execution time as well as energy consumption, to guide the community in future research.
- Based on our methodology, we were also able to create a new algorithm, HYBRID, that effectively combines the benefits of existing approaches and achieves up to 1.4x speedup in pattern matching compared to the best GPU baseline.

The remainder of the paper is organized as follows: in Section 2 we discuss the general aim and design considerations of the benchmark. Section 3 summarizes the algorithms included in our benchmark, both existing as well as new ones. Section 4 provides details on the target hardware and discusses relevant optimizations. In Section 5 we present and discuss the benchmark results. We present related work in Section 6 and conclude in Section 7.

2 BENCHMARKING AIM AND CONSIDERATIONS

This section discusses the high-level design considerations for our benchmark and serves as a guideline for the general methodology followed in our work. We motivate the aim of the benchmark, the choice of algorithms and the steps we consider towards a fair and useful comparison between them.

Utilization of the target platform. The aim of this benchmark is to analyze the performance of pattern matching algorithms on a specific set of newly introduced hardware platforms: embedded devices with integrated GPUs that support General Purpose GPU computing (GPGPU). Originally designed for processing graphics, in the last decade, GPUs have been proven particularly successful in accelerating general-purpose workloads as well, mostly due to their highly parallel architecture. Their popularity increased further with the introduction of libraries that simplify the writing of GPU programs, namely CUDA [28] and OpenCL [16]. We focus on algorithms that are written or can be ported to OpenCL, since it is the library that the hardware supports (c.f. Section 4).

Choice of algorithms. Each pattern matching algorithm follows a different approach, but most of them fall into two main categories: state machine based approaches and filtering based ones. The first category involves variants of the Aho-Corasick algorithm (c.f. next section), where a state machine is created out of the patterns and traversed based on the input. On the contrary, filtering based approaches try to quickly isolate parts of the input that do not contain any matches and spend more resources on the parts that might potentially match with one of the patterns.

In the benefit of covering a wide spectrum of approaches and gaining insights from how different algorithms perform on the device we target in this work, we pick representative algorithms from both families. The description of the chosen algorithms follows in the next section.

General and platform-specific parameters and characteristics. The design and performance of the algorithms mentioned above are greatly affected by the system parameters and the characteristics of the target architecture. Each family of algorithms is affected by those characteristics to a different extent. Thus, it is important to examine the effect of a variety of parameters on algorithms from different families, especially when targeting architectures with unique characteristics such as the one we use in our work. In Section 4 we discuss the architecture characteristics and the parameters that are relevant to examine.

Use of realistic data sets and patterns. The performance of pattern matching algorithms for NIDS is often highly data-dependent and fluctuates based on i) the number and size of patterns used, and ii) the type of traffic that is monitored, e.g., randomly generated data versus captured traffic from actual deployments. Knowing the type of traffic and how the performance of each algorithm will be affected beforehand is hard. However, it is important to experiment with sets of traffic and patterns that are as close to the ones found in real life as possible. We use publicly available data sets that simulate traffic from real deployments, as well as patterns...
taken directly from the official pattern distributors for Snort [35],
the de-facto NIDS. We refer to Section 5 for more information on
the choice of data sets and patterns.

**Identical functionality.** Putting different algorithms together
under the same fair and meaningful framework is not trivial. Often,
algorithms are designed with different requirements in mind, e.g.,
reporting all the matches and their positions in the input, versus
just reporting how many matching patterns the input contains.
It is hard to judge which functionality to implement, since differ-
ent applications of those pattern matching algorithms might have
different requirements. However, it is important to ensure that we
keep the same functionality for the algorithms we compare in
this benchmark. For this reason, we have manually inspected the
compared versions and rewritten parts of them to ensure that the
different implementations have identical functionality.

In later sections we will return to the considerations mentioned
above and discuss some of their implementation details.

### 3 CONSIDERED ALGORITHMS & NOVEL
**DESIGNS**

Since this benchmark focuses on NIDS applications of pattern
matching, we consider algorithms that have been designed or used
in NIDS workloads. As previously mentioned, we cover algorithms
from the two main pattern matching algorithm families: state ma-
chine based and filter based.

The algorithms chosen from the literature are representative
of methods that can benefit from different architectural features
of the computing platform, such as the high parallelism/latency
hiding of the GPU as well as cache memories. Based on insights
from the existing approaches and their properties in heterogeneous
computing platforms, we also introduce a new method, which we
call HYBRID, that aims to combine the benefits of the two. This
algorithm will also be part of our benchmark. The algorithms are
summarized in Table 1, where we also specify the code repository (if
applicable) as well as the effort to adapt the code to the evaluation.

#### 3.1 State Machine Based Algorithms:

**Aho-Corasick and PFAC**

One of the most well-known algorithms for pattern matching is
Aho-Corasick (AC) [1]. Aho-Corasick has a preprocessing stage
where it builds a *Finite State Automaton (FSA)*, in other words a state
machine, with all patterns. However the FSA differs from a normal
FSA as *failure transitions* are also added. These failure transitions
occur when there is a mismatch between the input and the state
machine, and point to the state sharing the longest common prefix
with the current state. During processing, one character at a time
is read from the input and used to determine the next state, using a
state transition table that represents the state machine. An example
of Aho-Corasick’s state machine is shown in Figure 1. The arrows
between each branch indicate failure transitions.

Aho-Corasick is a simple way of performing multiple pattern
matching that requires a small number of operations per byte. How-
ever, storing all the states and their transitions requires significant
memory [26, 27]. Because of the large memory requirements, many
cache misses occur during state transitions [26]. Nonetheless, AC
is often used in practice and a variant of AC is used in NIDS such
as Snort [35]. We include Aho-Corasick as a CPU-based baseline in
our benchmark, due to its widespread use.

Parallel Failureless-AC (PFAC) is a parallel implementation of
Aho-Corasick with a focus on GPUs [21]. In PFAC, every GPU
thread starts from a single character and follows the state transitions
until a match is detected or the state machine has returned to the
original state, indicating there was not a match starting from that
character. The state machine in PFAC is simplified compared to
that of Aho-Corasick in that the failure transitions are removed and
each pattern is an individual branch in the state machine. PFAC
spawns many threads (up to one thread per input character) but
most of them will quickly detect no matches and exit. Algorithm 1
shows a highly simplified pseudo-code version of PFAC.

One reason that makes PFAC an interesting algorithm to include
in this benchmark is the fact that it has been evaluated on resource-
constrained embedded GPUs, similar to the ones we target in this
paper. Aragon et al. [4] implement PFAC in OpenCL and evaluate
it on an ARM Mali GPU, considering various optimizations. In
this work, we build upon this evaluation and extend it with more
algorithms and insights.

#### 3.2 Filter Based Algorithms: DFC and V-Patch

The motivation behind filter based algorithms is to create small
filters that can quickly determine and discard parts of the input
that do not contain any matches, in a quick and cache-efficient way,
contrary to the cache-inefficient data structures of state machine
based algorithms.
Direct Filter Classification (DFC) is a state of the art, memory and cache efficient pattern matching algorithm implemented on CPUs, using Direct Filters (DFs) [10]. A Direct Filter is a bitmap that summarizes some consecutive bytes from the pattern, and is small enough to be cache resident. A 2 byte DF will use 2 consecutive bytes from a pattern, e.g., the first or last two bytes, to index a bit in the bitmap.

DFC performs matching in multiple phases: filtering and verification. In the filtering phase, a window of two bytes is slid over the input, summarized and matched to the filter. If the window matches, additional DFs requiring more bytes for indexing may be used to check that it really is a match. The verification phase performs exact matching using a compact hash table with efficient indexing. Unlike other filter based algorithms (e.g. FFBF [26]), DFC works on a compact hash table with efficient indexing. Algorithm 2 shows a highly simplified pseudo-code version of DFC.

Algorithm 2: High level pseudo-code of DFC.

```plaintext
1 for each character C in input stream do
2 feed C (and neighbouring character) through a series of filters
3 if there is a hit in the filters then
4 do verification
5 end
6 end
```

Since its inception, DFC has been the basis for further improvements on its filter design and its ability to utilize features of the architecture, such as vectorization. Stylianopoulos et al. [37] re-design the filter architecture of DFC (S-Patch) to better fit realistic traffic scenarios and allow for a vectorizable design (V-Patch), which leads to an increased throughput of up to 3.6x compared to the original DFC algorithm.

In this work, we implemented our own GPU version of DFC. We based our filter design on the CPU filtering design of S-Patch [37]. Such a GPU implementation is not straight-forward and involves re-factoring the CPU version and orchestrating the communication between the CPU and the GPU. We briefly mention here that the data structures that hold the series of hash tables used in the verification version of DFC need to be serialized so that they can be transferred to the GPU. Moreover, the results of the pattern matching kernel on the GPU are stored in a buffer that indicates whether or not there was a match, for each character in the input. Those results are later transferred to the CPU and processed there.

We include in our experiments both the CPU version of DFC, as a baseline, as well as our own GPU algorithm implementation. Upon these implementations, we evaluate and discuss the effect of different optimizations and algorithm engineering methods.

### 3.3 A Hybrid Approach

In addition to algorithms from the two different families described above, in this work we also introduce a new approach, HYBRID, that borrows the benefits of both families.

The new, albeit simple idea behind this approach is to filter the input using one filter, similar to the ones used in DFC and then perform PFAC-based pattern matching only on the parts of the input that cause a hit in the filters. The motivation behind this scheme is that it combines: (i) the good cache locality of filter based approaches, allowing us to quickly filter out most of the input (c.f. Section 5.5) and (ii) the ability to avoid the costly verification part of DFC by falling back to PFAC which uses only a minimum number of operations (jumps from one state to the other). The fact that, in PFAC, we can traverse the automaton starting from any individual character in the input (contrary to, e.g., Aho-Corasick), makes it possible to pipeline the execution of PFAC with that of DFC, by starting an automaton traversal only where there is a hit in the filter. Algorithm 3 shows a highly simplified pseudo-code version of HYBRID.

Algorithm 3: High level pseudo-code of HYBRID.

```plaintext
1 for each character C in input stream do
2 feed C (and neighbouring character) through a series of filters
3 if there is a hit in the filters then
4 find the first state based on character C
5 while no patterns found based on character C do
6 read next character
7 traverse the state machine
8 end
9 end
10 end
```

The HYBRID algorithm is actually a result of the insights gained from the benchmark described in this paper and came as a later addition to the paper. However, to ease the presentation, we evaluate the HYBRID algorithm together with the other algorithms included in this benchmark in Section 5.
4 HARDWARE-ORIENTED ALGORITHM OPTIMIZATIONS

In this section, we provide details on the architecture of the target platform and discuss relevant algorithm engineering methods that make use of the architectural features.

4.1 Overview of the Target Platform

We use the ODROID-XU3 [6] to execute all tests. The XU3 uses the Exynos 5 Octa (5422) chip that has a quad-core ARM Cortex-A15 and quad-core ARM Cortex-A7, along with 2GB of RAM. The Exynos 5422 is used in one variant of the Samsung Galaxy S5, showing that the XU3 is a reasonable choice for a more powerful embedded device today. It also suggests that hardware and the pattern matching algorithms considered in this paper could also be used, e.g., in scanning malicious mobile application. The most important reason as to why we use the XU3 is because it possesses a GPU that allows General-Purpose computing on Graphics Processing Units (GPGPU). Further reasons are that it has a high-speed Ethernet port, allowing for high-speed network sniffing. We chose the Odroid XU3 over the newer XU4 model (that has the same CPU and GPU) because the former has on-board energy sensors that allow us to easily measure the energy consumed.

The XU3’s variant of the GPU is a Mali-T628 MP6 [5] that has 6 cores (much less than the typical high-end discrete GPUs). These shader cores may be programmed using OpenCL. The GPU does not have a separate device memory but share the same physical memory as the CPU [7]. Moreover, any shared or local memory on the GPU is actually mapped in the global memory instead. Each core has L1 and L2 memory caches to remedy the cost of always accessing the global memory. These caches have a 64-byte cache line. There are two 16KB L1 caches for each core, one used for generic memory accesses and one for texture memory. Another unique feature of the Mali GPU is that there is Single Instruction Multiple Data (SIMD) parallelism supported within each GPU thread. Finally, each GPU thread has a separate instruction counter, meaning that divergent execution is not a problem on the Mali-GPU [7]. Architectures with similar features (e.g. shared memory between the CPU and the GPU) are also available from NVIDIA [29] and we expect similar performance trends.

Based on the above description, the Odroid XU3 platform is a relatively powerful single board computer that belongs to the medium/high range of IoT devices. Although the architecture and the capabilities of the device are far different from those of the typical end-point, resource-constrained sensors (that are usually powered by ARM Cortex-M or similar processors), medium/high range devices have a central role in the IoT context, as they can play the role of cluster-heads or gateways to a network of less powerful end-nodes. Also, platforms like the Odroid XU3 fit in the fog computing [11] context, as an intermediate layer between the cloud and the edge network.

4.2 Relevant Algorithm Optimizations

In this section, we discuss optimizations that are relevant to explore and relate to (i) features of the architecture and (ii) possibilities for the evaluated algorithms to make good use of those features. A similar discussion on some of these parameters can also be found in the work by Aragon et al. [4]. We extend their discussion with more parameters to also consider the use of texture memory for storing the relevant data structures, as well as the use of vectorization, as it has shown promise for CPU-based algorithms [37]. In Section 5.2 we evaluate the effect of each of the optimizations described in detail in the following sections. They are also summarized in Table 2, with a comment on how they were realized and the corresponding effort.

Reducing memory transfers (MAP): Memory transfers between an OpenCL host (CPU) and OpenCL device (GPU) is often the bottleneck in GPGPU applications [13]. In most cases, memory transfers include a copy of data from the physical memory of the host to that of the GPU. The platform we target here offers an interesting way to alleviate this problem. The GPU shares the same physical address spaces as the CPU, making memory copies redundant. A naive use of the OpenCL API would still force the driver to perform memory copies of the data to be transferred. Instead, it is possible to map a memory region (through the OpenCL API) to make it accessible from the GPU and then map it back to the CPU to read the results.

Increasing work per thread (THR): An issue with having each thread handle a single character, is that many threads are spawned. This is not a free operation, costing time and energy. By having each thread process multiple characters, fewer threads are needed.

Utilizing local memory (MEM LOCAL/GLOBAL): The GPU local memory is shared between each work-item in a workgroup and is often faster to access than the global memory. As described earlier, the target platform does not have dedicated local memory and references to local memory are served by the global memory instead. Nonetheless, we experiment with local memory to show how optimizations that would be beneficial on high-end GPUs can actually have a negative impact on embedded platforms like ours.

Utilizing texture memory (MEM TEXTURE): An additional optimization strategy used in this work is to utilize the texture memory, an on-chip memory designed to quickly serve addresses that have spatial locality. As there is a separate L1 cache for textures (16KB) in the XU3, one may increase the cache hits further by storing one or more DF as a texture. It is worth noting that storing the filters in texture memory results in the need for some additional registers and computations to retrieve the one bit of interest, potentially reducing the gain from better cache locality.

Vectorized execution (VEC): As mentioned earlier, each GPU thread can operate on multiple elements at a time in a SIMD fashion. In this work we implement and evaluate a vectorizable version of DFC, based on V-Patch [37], and HYBRID. In this version, the filtering is done on multiple (in this case eight) elements at the same time. Notice however that some parts of the filtering are still done in scalar code, due to the lack of special vector instructions such as the gather instruction [25], which is important for the implementation of V-Patch.

Altering OpenCL workgroup size (WG): Another variable is the size of the OpenCL workgroup [7]. Fewer workgroups should result in a lower overhead for maintaining them, but more results in better latency hiding. The size of a workgroup is usually a maximum of 256, as is the case on the ODROID-XU3.
Table 2: A list of optimizations and their acronyms used throughout the evaluation.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Effort</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>The use (or not) of memory mapping to avoid data transfers.</td>
<td>low</td>
<td>Done through the OpenCL API</td>
</tr>
<tr>
<td>THR</td>
<td>Thread granularity.</td>
<td>low</td>
<td>Done through the OpenCL API</td>
</tr>
<tr>
<td>MEM</td>
<td>Type of memory used to store the filters of DFC (GLOBAL/LOCAL/TEXTURE).</td>
<td>high</td>
<td>Using texture memory requires data structure re-arrangement</td>
</tr>
<tr>
<td>VEC</td>
<td>The use (or not) of vectorization in the GPU kernel.</td>
<td>high</td>
<td>Vectorization requires code refactoring</td>
</tr>
<tr>
<td>WG</td>
<td>Work group size.</td>
<td>low</td>
<td>Done through the OpenCL API</td>
</tr>
</tbody>
</table>

5 EVALUATION

In this section we co-evaluate the algorithms presented in Section 3 under the same benchmark. We start by describing the methodology followed throughout the experiments. Then we focus on DFC (which has not been previously studied in a GPU context) and study the effects of different optimizations. We then report and discuss the overall performance comparison between the different versions, as well as how the performance changes across different data sets and number of patterns. Finally, we discuss some insights from the execution of HYBRID.

5.1 Evaluation Methodology

In our study we use the Odroid XU3, presented in Section 4, to run all experiments. We test the algorithms using the three following publicly available data sets that represent realistic traffic traces:

- 162MB of HTTP traffic from the DARPA 2000 data set [20] (unless otherwise stated, this data set is used)
- 100MB of traffic from the ISCX 2012 data set [12, 33], and
- 100MB of traffic from the BigFlows data set [3].

We also test against 100MB of randomly generated data. In all cases the algorithms read the data from a file in chunks of 25MB each and the cost of reading the data is included in the measurements.

The set of malicious patterns to be matched are taken directly from Snort v2.9: we use a set of 2,183 HTTP-related patterns from the default Snort distribution, as well as 5,000 randomly chosen patterns from emergingthreats.net. Unless otherwise stated, the set of 2,183 patterns is used for experiments.

Due to restrictions in OpenCL, statically allocating enough space to fit the longest possible pattern would be wasting memory resources. For this reason, we use no pattern longer than sixty-four (64) characters and remove any instance longer than this threshold. This choice is motivated by the distribution of pattern lengths in the first and second pattern data set, which is shown in Figures 2 and 3 respectively. In the case of the patterns from emergingthreats.net, the longest pattern is 513 characters, while most are much much shorter than that. Removing any pattern longer than 64 characters removes approximately 80 and 500 from the first and second pattern data set respectively. This decision to remove excessively long patterns is similar to what happens in systems such as Snort, where long patterns are truncated and only shorter versions of them are used in the pattern matching engine.

In order to ensure a fair comparison between the algorithms based on the considerations mentioned in Section 2, we have ensured that all versions have identical functionality, i.e., they all count the number of patterns that are matched in the input.

Finally, our main performance criterion used to compare the different versions is the execution time of the algorithm as a whole, which includes: reading data from a file, performing pattern matching, counting the number of matches and, for the GPU versions,
mapping memory between the CPU and the GPU. We do not include
the cost of pre-processing, e.g., building the state machines of PFAC
or the filters of DFC, since this happens offline before deployment.
When measuring energy consumption, we gather measurements,
using the on-board energy sensors of the device, at a rate of 100Hz.

5.2 Deciding Parameters for DFC
It is important to understand how the characteristics of the tar-
get platform affect the performance of the algorithms and allow
for different optimizations. This analysis has been done already
for PFAC by Aragon et al. [4], but not for DFC since we are the
first to implement a GPU version of it. Therefore, we follow the
approach of Aragon et al. and we present, in Table 3, the effects of
the optimizations discussed in Section 4 on DFC’s performance.

In order to limit the number of different configurations that need
to be examined, we follow a greedy approach: we change one param-
eter until we find the value for which we get the best performance,
i.e., the smallest TOTAL execution time, then keep that value and
move on with the next parameter. The configurations and their
effect in Table 3 are described below. In the results section of the ta-
ble we report the time it takes to write/read data to/from the device
(WRITE/READ), the execution time of the kernel (KERNEL) that
implements pattern matching on the GPU, and the total measured
time (TOTAL), as well as the energy consumed (ENERGY). Yellow
boxes indicate configurations that improve the overall performance
(TOTAL time) compared to the previous configuration, while red
boxes indicate changes in configuration that do not have a positive
effect on performance.

Reducing Memory transfers (MAP): The MAP configuration
option is binary (yes/no) reflecting whether we use map to reduce
memory copies. Overall, mapping memory instead of copying it
has the most significant effect, seen from the reduction in the time
it takes to read/write data to/from the device. This is expected since,
as previously mentioned, the CPU and the GPU share the same
physical memory which makes memory copies redundant.

Increasing work per thread (THR): The THR configuration
option controls the thread-granularity, i.e., how many characters
each GPU thread processes. It is varied from 1 character per thread
to 48. Increasing the thread granularity to more than one character
per thread resulted in a great decrease in the kernel execution time,
since there is now more work for each thread to do, instead of
exiting early. However, at a certain point there are too few threads
to keep the hardware pipeline busy and performance decreases.

Utilizing global, local or texture memory (MEM): The MEM
configuration option has three cases, reflecting the type of memory
where the filters are stored, i.e. global, local, or texture memory.
As expected, using local memory to store the filters had a negative
effect on performance, because the local memory in the Mali GPU
is simulated by global memory. Moreover, this simulation seems
to come at a cost in that the local memory is more expensive than
the global memory with the same overall settings (which was also
observed by Aragon et al. [4]). Surprisingly, using texture mem-
ory did not have a beneficial effect on performance either. This is
likely due to the extra instructions needed to access and isolate the
relevant bits from the filter when it is stored as a texture.

Vectorized execution (VEC): The VEC configuration option
controls whether the kernel is vectorized. In related work [37]
for the CPU, vectorization played a large role in improving the
performance. However, vectorizing the kernel in our setting did
not have a beneficial effect, likely due to the lack of proper gather
operations, which means that we incur a penalty when switching
between vectorized and scalar code. However, future architectural
support for vectorized operations would likely bring improvements
similar to what is seen in [37] for the CPU.

Altering OpenCL workgroup size (WG): Finally, the WG con-
figuration option varies the workgroup size. The best configuration
for the work-group size is 128 work-items per work-group.

5.3 Overall Comparison
After establishing a set of parameters that works best for DFC (the
best configurations from Section 5.2), in addition to the parameters
that work best for PFAC from Aragon et al. [4], we put all algorithms
to the test in this section. Figure 5 shows the execution time of all
algorithms when processing the DARPA data set with the default
set of 2,183 patterns. We run each experiment five times and report
the average execution time. In Figure 5 we have broken down the
cost to its individual components. Post-processing refers to
counting the number of matches, based on the results read from the
GPU. Even though the main focus is the execution time of pattern
matching itself (light blue bars), we still present the additional costs
for completeness.

When comparing results between the performance of the CPU
baseline and the GPU, keep in mind that a direct comparison is not
always straightforward. Here, we compare against the performance
of parallel algorithms that have been transformed to operate on
the GPU, against single-threaded algorithms that operate on the
CPU. Using all the available threads in the CPU is likely to improve
CPU performance, assuming there is an efficient way to parallelize
the algorithms on the CPU and taking into account bottlenecks
involved in CPU parallelization. Still, our comparison allows us to
express the performance of the GPU in terms of something easily
understood: the performance of a single CPU thread. Moreover, note
that the GPU and CPU can complement each other: it is possible to
have both the GPU and the CPU threads working simultaneously,
either on disjoint parts of the input data, or on different tasks (e.g.
the post-processing can be done in parallel by the CPU).

CPU vs GPU: First, comparing the CPU (the first two bars in
Figure 5) and the GPU versions (the rest) shows that all GPU ver-
sions perform significantly better than the CPU versions, up to
2X less total execution time when comparing Aho-Corasick with
HYBRID. That result supports the claim that embedded accelerators
such as the Mali GPU can effectively offload pattern matching for
Network Intrusion Detection applications, regardless of the family
of algorithms used. Particularly, we notice that the execution cost of
the pattern matching part alone (light blue bars) is greatly reduced
on the GPU by up to 7X, suggesting that pattern matching kernels
make great use of the high degree of parallelism offered by the
GPU. However, notice that the extra costs of data transfers and
post-processing of the results are significant and offset, to some
extent, the total benefit of offloading pattern matching on the GPU.
Table 3: Summarized configuration impact for GPU version of DFC, similar to the evaluation methodology followed in [4].

<table>
<thead>
<tr>
<th>Configurations</th>
<th>Results</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WRTE (ms)</td>
<td>READ (ms)</td>
</tr>
<tr>
<td>NO</td>
<td>431</td>
<td>4870</td>
</tr>
<tr>
<td>YES</td>
<td>198</td>
<td>945</td>
</tr>
<tr>
<td>YES</td>
<td>195</td>
<td>678</td>
</tr>
<tr>
<td>YES</td>
<td>195</td>
<td>654</td>
</tr>
<tr>
<td>YES</td>
<td>196</td>
<td>653</td>
</tr>
<tr>
<td>YES</td>
<td>194</td>
<td>644</td>
</tr>
<tr>
<td>YES</td>
<td>196</td>
<td>648</td>
</tr>
<tr>
<td>YES</td>
<td>196</td>
<td>647</td>
</tr>
<tr>
<td>YES</td>
<td>194</td>
<td>643</td>
</tr>
<tr>
<td>YES</td>
<td>194</td>
<td>646</td>
</tr>
<tr>
<td>YES</td>
<td>191</td>
<td>637</td>
</tr>
<tr>
<td>YES</td>
<td>196</td>
<td>645</td>
</tr>
</tbody>
</table>

Figure 5: Execution time (broken down to its different components) of the different versions.

Even though data copies are avoided, the overhead of mapping/un-mapping the memory region every time the buffer is full is still significant in this application. As such, a new design that would minimize this effect further, e.g., by overlapping the CPU and the GPU execution, would be interesting to explore.

We now focus on the GPU versions and compare them with each other.

PFAC vs DFC (GPU): Comparing PFAC with DFC (GPU), we find the pattern matching part of PFAC is 1.62x faster than DFC (Figure 5). This is likely due to two reasons. First, the cost of verification in DFC is high, because it includes accesses to hash tables containing the patterns as well as exact matching. Second, DFC was originally designed to have an increased instruction count compared to Aho-Corasick (more instructions needed to access filters and hash tables) but a better cache utilization. In GPUs, the benefit from high cache utilization is not as important as in CPUs, due to the large number of threads spawned and the device’s ability to switch between threads quickly and hide the high memory latency incurred when there is a cache-miss. As a result, the benefits of cache utilization are offset from the cost of the extra instructions and the costly verification phase.

Interestingly, the vectorized version of DFC (DFC Vect (GPU)) fails to bring any speedup in the GPU. Notice that the GPU versions still consume significant energy, mostly due to post-processing and idly waiting for the GPU execution to finish.

The HYBRID approach: Among the GPU versions, HYBRID manages to execute the pattern matching part faster than both PFAC and DFC (1.3X faster than PFAC and 2.2X faster than DFC). Contrary to DFC, HYBRID avoids the costly verification by switching to PFAC when there is a hit in the filters, while still keeping the benefits of using filters to quickly filter out parts of the input that cannot contain a match. As in DFC though, the vectorized version (HYBRID Vect (GPU)) does not bring a speedup.

Energy Comparison: Finally, in Figure 6 we report the total consumed energy for the same experiment, across the different versions. Overall, we see that the reduction in execution time from the previous figure translates, in almost all cases, directly to reduction in consumed energy, with the best GPU version (HYBRID) consuming 2X less energy than Aho-Corasick. In this figure we also show separately the energy consumed by the CPU (A15) and the GPU. Notice that the GPU versions still consume significant CPU energy, mostly due to post-processing and idly waiting for the GPU execution to finish.

5.4 Varying the Data Sets and the Number of Patterns

In this section, we evaluate the behavior of the different algorithms across different data sets and number of patterns. Insights about this behavior are important when considering real packet processing deployments where the characteristics of the incoming traffic might change or new malicious patterns might be added in the database.
Varying the data sets: Figure 7a shows the overall cost (including reading from file, data transfers etc.) for different real and synthetic data sets, when using the default set of patterns. Here, we have omitted the vectorized versions since they do not bring a significant change in performance. In all cases, the GPU versions outperform the CPU, with HYBRID having the smallest total execution time in almost all cases.

An interesting observation is that, when using randomly generated data, the CPU version of DFC performs significantly better than with real traffic. This is because randomly generated characters are very unlikely to cause hits in the filters, reducing the need for verification and most of the memory accesses are now served by the CPU cache [10]. This stresses the need to use realistic data sets when comparing algorithms in a benchmark.

Increasing the number of patterns: In Figure 7b, we increase the number of malicious patterns to 5,000. Overall, we see that the execution time of all versions increases (notice the different range on the y-axis between Figures 7a and 7b). Aho-Corasick nearly doubles in execution time, mostly due to the fact that the state machine grows and does not fit the CPU cache.

Interestingly, GPU versions that also use a state machine, i.e., PFAC and HYBRID, do not get affected to such a great extent. This is, again, due to the fact that GPU cache misses are not detrimental if the GPU is able to hide the latency of accessing the main memory, by switching between many active threads. We also notice that both DFC versions increase significantly in execution time, likely due to the exact matching part of the verification step of DFC, which is costly and happens more often when the number of patterns increases.

5.5 Deciding a Filter Size for HYBRID

In this section, we take a closer look at the HYBRID approach and specifically at the effect of the filter size on the performance of the algorithm. Intuitively, a larger filter will be more sparsely populated, meaning that we expect fewer hits (therefore fewer times that we need to resort to the state machine of PFAC) when filtering the input. On the other hand, a small filter can fit in the GPU cache (16KB per shader core), making it easier to access.

In the following experiment, we use the first three characters from each pattern to populate the filter, after hashing them with a simple multiplicative hash function. We vary the effective size of the filter by masking the hash value appropriately, effectively bounding the size of the filter. In Figure 8 we report: (i) the cost of only accessing the filter (green line, left y-axis) (ii) the hit ratio of the filter, i.e., the number of hits in the filter compared to the total number of input characters (red line, right y-axis) and (iii) the total cost of the HYBRID execution on the GPU, i.e., the cost of both filtering and traversing the state machine of PFAC when there is a hit in the filter (blue line, left y-axis).

As expected, the hit ratio decreases as the filter becomes larger, ranging from 25% hit rate for a half-KB filter to 5% hit rate for a 64KB filter. The cost of accessing the filter remains small while the filter is smaller than the size of the cache (16KB) and increases rapidly afterwards. The best performing configuration is when the size is much less than the size of the cache, because we still need to save space for the state machine for when there is a match.

5.6 Summary of the Results

In this section, we presented the results of our benchmark where multiple pattern matching algorithms are brought to the test on a medium/high range IoT device with an embedded GPU. Experiments using real data sets and patterns showed that: (i) the GPU is a viable alternative for pattern matching on these devices, both in terms of execution time and energy consumption and (ii) there were significant differences in performance between the GPU based algorithms, uncovering the strength and weaknesses of each approach. Stemming from this analysis, it was possible to identify new meaningful combinations (HYBRID) that combine techniques from existing work and outperform them. The co-evaluation of CPU and GPU algorithms also uncovered how different algorithms utilize the hardware’s resources differently: in the CPU, having good cache locality proved important, whereas it mattered less in the GPU. Finally, using both synthetic and real data sets showed
that most pattern matching algorithms are highly data-dependent, raising interesting future directions about the feasibility to adapt to the distribution of the data.

6 RELATED WORK

Pattern matching has been an active field of research for decades and the literature offers numerous algorithms for a variety of different settings. On single string pattern matching, Boyer-Moore [9] and Knuth-Morris-Pratt [18] are two well-known algorithms that skip over parts of the input and perform pattern matching in sub-linear time. However, such algorithms do not work well in the context of pattern matching for intrusion detection where there are many patterns to search for simultaneously. An important multiple string matching algorithm, other than the Aho-Corasick [1] we already summarised in Section 3, is the Wu-Manber [43] algorithm that keeps a table to store information on how many bytes we can skip from the input. Hyperscan [41] is an open source regular-expression library that also includes many optimizations for fixed string pattern matching. However, these optimizations are built around Intel’s high-end vector instruction set extensions and are not available in the ARM-based platform we use in this work.

Apart from the pattern matching algorithms included in this work (and summarized in Section 3), there are others that target GPU platforms. FFBF [26] is a filter based approach by Moraru and Andersen that uses Bloom filters to find a subset of the input and the patterns that should be matched together. However, FFBF imposes restrictions on the pattern size and requires long patterns in order to work effectively. On the contrary, the approaches we consider are flexible with respect to the number of patterns. Kouzinopoulos et al. [19] also experiment with pattern matching algorithms on GPUs, using the CUDA framework. In [8], Bellekens et al. present a compressed Aho-Corasick algorithm that improves the bandwidth of data transfers on both NIDS and DNA sequencing workloads. All of the above-mentioned work targets high-end, desktop GPUs. In this work, we focus on embedded GPUs that have a significantly different architecture, as described in Section 4.

On the topic of embedded GPUs, as already mentioned, Aragon et al. [4] implement PFAC in OpenCL and report its performance on two embedded GPUs that have almost the same architecture as the one used in this paper. In [22], Maghaze et al. benchmark various GPGPU applications on an embedded GPU, concluding that the high energy efficiency of such devices makes them a promising choice for a wide range of workloads such as genetic algorithms and vector similarity (referred to as pattern matching in their work). In [14], Grasso et al. present optimizations techniques for the Mali GPU that allow them to gain significant speedups (both in terms of execution time, as well as energy) for various benchmarks.

Even though this work focuses on the pattern matching algorithms themselves, it is important to mention work that considers the role of GPUs in the NIDS as a whole. Vasiliadis et al. [38] use Aho-Corasick to build a GPU based NIDS. In [39], they also integrate more network processing workloads into a general GPU framework, including flow state management and TCP stream reconstruction. Go et al. [13] experiment with integrated GPUs and show that they provide an appealing alternative for packet processing workloads, including pattern matching. There is also work that considers both the CPU and the GPU and how they can coordinate to better serve the needs of the NIDS. Kim et al. [17] propose NBA, a framework that abstracts the GPU offloading from the programmer and includes load balancing and batching. Their NIDS implementation is also based on Aho-Corasick. Vasiliadis et al. [40] present a system based on Snort that uses all CPU threads and multiple GPU devices. Jamshed et al. [15] present Kargus, a similar parallel design that is based on their own custom NIDS. Papadogiannaki et al. [30] extend the existing work in the field with a scheduler that decides the placement of the different computing tasks of the NIDS, across a heterogeneous platform.

7 CONCLUSION

In this paper, we introduce a fair and thorough co-evaluation of pattern matching algorithms for network intrusion detection on embedded devices with GPUs with the aim to methodologically investigate the algorithm behavior in conjunction with the architectural features available on medium to high-level devices used in deployments for the Internet of Things. We present results from existing approaches, in-house implementations of state of the art algorithms, as well as a new algorithm, HYBRID, that combines the benefits from existing designs.

We conclude that GPUs on embedded devices are an attractive alternative to CPUs when it comes to pattern matching for intrusion detection, since the GPU-based algorithms in our benchmarks managed to reduce the overall execution time and energy consumption of pattern matching workloads by up to 2 times. We investigate how algorithm engineering approaches that are based on the platform’s architectural features, e.g., shared GPU and CPU memory, affect the performance of various algorithms. Finally, we show that HYBRID is a good fit for the GPU, achieving up to 1.4x speedup compared to the best GPU-based baseline. This investigation provides a baseline for the community to further develop algorithms and make standard security tool deployable in IoT devices. Implementations used in the benchmark are available online2.
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