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Abstract—With the continuously growing popularity of cloud 

services, the traffic volume inside the data centers is dramatically 

increasing. As a result, a scalable and efficient infrastructure for 

data center networks (DCNs) is required. The current optical 

DCNs using either individual fibers or fiber ribbons are costly, 

bulky, hard to manage, and not scalable. Spatial division 

multiplexing (SDM) based on multicore or multimode (few-mode) 

fibers is recognized as a promising technology to increase the 

spatial efficiency for optical DCNs, which opens a new way 

towards high capacity and scalability. This tutorial provides an 

overview of the components, transmission options, and 

interconnect architectures for SDM-based DCNs, as well as 

potential technical challenges and future directions. It also covers 

the co-existence of SDM and other multiplexing techniques, such 

as wavelength-division multiplexing and flexible spectrum 

multiplexing, in optical DCNs. 

 
Index Terms—Fiber-optical communication, multicore fiber, 

few-mode fiber, multiplexing and demultiplexing, network 

architecture, optical data center networks, resource allocation, 

spatial division multiplexing, switching. 

 

I. INTRODUCTION 

ATA centers (DCs) are playing key roles in Internet service 

delivery for an ever-increasing number of customers and 

devices [1-3], which raise strict requirements on 

interconnection networks for DCs in terms of capacity, power 

consumption and latency. Regarding the capacity requirement, 

DC traffic will continue to dominate the Internet traffic in the 

foreseen future, and a clear trend of such traffic is transforming 
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from the conventional ‘north-south’ direction that 

sends/receives data to/from outside of the DCs to the 

‘east-west’ direction corresponding to the traffic that stays 

locally inside the DC and is predicted to represent 85% of total 

DC traffic by 2021 [3-4]. Thus, providing high capacity to the 

intra-DC network is of great importance. Hereafter, we refer to 

the DC network (DCN) as the one that handles the traffic within 

a DC. Moreover, the DCs are predicted to consume around 

3~13% of global electricity in 2030 [5]. Communications are 

essential in DCs, and therefore there is a strong need for power 

efficient techniques in DCNs. To be able to support future 

generations of communication use cases and scenarios, which 

increasingly involve cloud facilities [6-7], low latency is 

required for end-to-end connections. The extreme examples are 

autonomous driving and remote surgery, where ultra-low 

latency is needed. 

To address the requirements on capacity, power 

consumption and latency, optical communication techniques 

have been introduced in DCNs [8]. In addition, optical 

multiplexing techniques, such as spatial division multiplexing 

(SDM) and wavelength division multiplexing (WDM), have 

been considered to increase the transmission capacity in DCNs.  

SDM uses the controllable arrangement of optical signals in 

the spatial domain. It has a great potential for DCNs because it 

offers ultra-high capacity and good compatibility with WDM 

techniques. The initial stage of deploying SDM in DCNs was to 

deploy parallel optical fibers connecting servers and/or racks, 

and then the optical fiber bundles/ribbons were introduced to 

reduce the cabling complexity [8]. To date, the parallel optical 

fibers and fiber bundles/ribbons are commonly deployed in 

commercial DCs. Moreover, O-band coarse WDM techniques, 

e.g., 8×50Gbps for 400 Gigabit Ethernet (GbE) interface [9], 

are commercially used in combination with the aforementioned 

SDM techniques for DCN interconnections to further increase 

the capacity [10]. However, DCNs are continuously coping 

with ever-increasing capacity demand, and the service 

providers are looking for higher transmission speed in DCNs, 

e.g. 1TbE and beyond [11]. Thus, a next step for increasing the 

DCN capacity still needs to be investigated. 

Recently, SDM techniques using multicore fiber (MCF) or 

few-mode fiber (FMF) have gained a lot of attention. By 

arranging numerous spatial channels in a single fiber, the 

spatial efficiency, defined as the throughput per unit of 
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cross-section area, can be greatly improved and more spatial 

channels can be transmitted in parallel to increase the capacity. 

Moreover, the channels using coarse or dense WDM techniques 

[12] can be transmitted in the MCF/FMF to improve the 

spectral efficiency when needed [13]. In [14], the authors 

benchmarked common DCN topologies [15] under SDM and 

WDM techniques in terms of network throughput, resource 

utilization, blocking probability, cost and power consumption. 

It has been shown that SDM and WDM techniques exhibit 

comparable performance for different topologies, and it is 

feasible to combine SDM and WDM techniques in DCNs.  

This tutorial paper concentrates on the SDM as an enabling 

technology for high-performance DCNs. We outline various 

SDM components, transmission options and interconnect 

architectures, and highlight their development trend. We also 

present technical insights into the co-existence of SDM with 

other multiplexing techniques, such as WDM and flexible 

spectrum multiplexing, in optical DCNs.  

The rest of this paper is organized as follows. Section II 

considers the device level and presents a review of key SDM 

components for DCNs, including SDM fibers, 

multiplexers/demultiplexers, and switches. Section III 

describes the state-of-the-art SDM transmission options for 

DCNs that have already been experimentally demonstrated. 

The design of SDM transceivers, the modulation formats and 

signal processing algorithms in SDM enabled DCN links are 

also discussed. In Section IV, the network aspects for SDM 

based DCNs are presented, including interconnect architectures 

along with the resource allocation strategies, where the 

potential technical challenges and future research directions are 

also discussed. Finally, Section V summarizes the paper and 

provides the final conclusions.  

II. KEY SDM COMPONENTS FOR DCNS 

This section outlines the key SDM components for DCNs. 

DCNs have a relatively short reach (typically up to a few 

kilometers) and hence no strong needs for amplification [16]. 

Therefore, SDM amplifiers are not considered in this section. 

The other relevant components, i.e., SDM fibers, SDM 

multiplexers (MUX) and demultiplexers (DEMUX), and SDM 

switches are described in the following.  

A. SDM Fibers 

Current DCNs use either individual parallel optical fibers or 

fiber bundles/ribbons [17], due to their better energy and spatial 

efficiency than electrical cables. Parallel optical fibers and fiber 

bundles/ribbons, which use a bundle of conventional 

single-mode fibers (SMFs) packed together, can be considered 

as a straightforward way to realize SDM. However, they are 

still not spatially efficient enough, and the photonics integration 

of them is difficult. Instead, MCF and FMF can improve the 

spatial efficiency, whereas higher component cost and more 

complex installation may arise in such DCNs, since the 

technologies are presently less mature. In the following, we 

mainly focus on MCF and FMF types of SDM.  

Multicore fiber (MCF) can be mainly categorized as 

uncoupled, weakly-coupled, or strongly-coupled MCFs [18-20]. 

A widely considered MCF type is the 7-core hexagonal 

arrangement shown in Fig. 1 [21], where a marker is used for 

core identification. In the design of MCFs, a trench-assisted 

structure is proposed for reducing the coupling among the cores. 

By surrounding each core with a low-index trench layer, the 

electric field distribution in each core is suppressed and the 

overlap of electric field among adjacent cores becomes small 

[22-23]. As a result, the inter-core crosstalk (IC-XT) could be 

significantly reduced in the trench-assisted MCF. For example, 

the IC-XT of the commercially available 7-core fiber with a 

trench-assisted structure in [24] is as low as -45dB/100km, 

which means that the cores of MCFs can be treated almost 

independently within the typical reach in DCNs.  

The advances in MCF fabrication enables higher spatial 

efficiency with a novel cross-section geometry design, such as 

two-pitch 10-core fiber [25], dual–ring 12-core fiber [26], and 

hexagonal 30-core fiber [27]. Linearly arrayed MCFs with core 

arrangements in a rectangular shape [28, 39], as shown in Fig. 2, 

are well suited for integration with silicon photonic transceivers. 

For instance, a 100-Gbps parallel single-mode silicon photonic 

system uses surface coupling with an 8-core MCF, using 4 

cores for transmission and the other 4 for reception [28].  

Uncoupled or weakly-coupled MCFs having a low core 

count shows a relatively low IC-XT [37]. Increasing the core 

count in MCFs, keeping the cladding diameter fixed, offers a 

higher spatial efficiency. For long-term reliability, low cabling 

cost, and compatibility with the current SMF fabrication 

process [18], it is advantageous to keep the standard 125µm 

cladding diameter (ITU-T G.657 A1 [29]). However, when the 

core count increases for a given cladding diameter, the coupling 

between adjacent cores gets stronger, often referred to as 

strongly-coupled MCFs. Strongly-coupled MCFs typically 

show high coupling between adjacent cores, inducing high 

IC-XT and therefore deteriorating the signal transmission 

performance. The peak capacity is attained at a core count of 

 
Fig. 1. (a) The cross-section view of the 7-core MCF and (b) the refractive 

index profile of MCF. 

 

 

 
Fig. 2. (a) The cross-section view of the MCF with linear arrayed cores in the 

arrangements of (a) 1×2, (b) 1×4, (c) 2×4 [39]. (© IEEE, reprinted with 

permission.) 
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about 25~30 depending on the signal-to-noise ratio (SNR) [30]. 

To some extent, the IC-XT can be overcome by digital signal 

processing (DSP) techniques, which is discussed in Section III.  

The long-term IC-XT is often modelled as independent of 

the modulation format [30]. The short-term IC-XT fluctuations 

depend on many factors, including modulation format [30], 

symbol rate [31], skew between cores [31], operating 

wavelength [32], temperature [33], and pseudo random binary 

sequence (PRBS) length [33]. Carrier-supported signals, such 

as intensity modulated signals, induce the IC-XT that varies 

with time [31]. The distortion of the transmitted signals is 

caused either by transmission through large inter-core skew 

MCFs or by using high symbol rates [31, 34]. It may be also the 

reason of the IC-XT fluctuations. Besides, longer PRBS and 

lower temperature contribute to a lower IC-XT [33]. The 

IC-XT dynamics need to be considered in the deployment of 

MCFs. Furthermore, the tolerance to crosstalk depends strongly 

on the modulation format, as constellation points using 

higher-order modulation lie closer together and are more easily 

confused in the receiver [35-36].  

In the first generation of optical DCNs, multimode fiber 

(MMF) was used to carry the optical signals. Although such 

fibers support tens of linear polarization modes [16], this 

degree of freedom was originally not exploited. The 

transmission quality in MMF is influenced by mode dispersion, 

inter-mode crosstalk, and interference induced by differential 

mode delay. As a result, the allowed transmission distance is 

limited to a few hundred meters. To mitigate these impairment, 

and simultaneously increase spatial efficiency, MMFs have 

been recently considered in an SDM context, transmitting 

independent data on different modes. In such systems, 

multimode multiplexers (MUXs) and demultiplexers 

(DEMUXs) are applied for signal recovery, along with 

multiple-input multiple-output (MIMO) DSP. As a simpler 

alternative, few-mode fiber (FMF) utilizes a small number of 

linear polarization modes as spatial channels, by optimizing the 

design of the refractive index of the fiber core and cladding. 

Although FMFs [38-39] can reduce the DSP complexity 

compared with MMFs, the MIMO-DSP is also required to 

process the inter-mode crosstalk. Few-mode multicore fiber 

(FM-MCF) multiplexing several modes in each core is a 

combination of MCF and FMF, which increases the spatial 

efficiency compared with using either of them. Compared to 

MMF, the complexity of DSP can be significantly reduced in 

FM-MCFs thanks to the simplified MIMO DSP matrix [16], 

while the same number of the spatial channels can be achieved. 

On the other hand, the transceivers, switches and 

MUX/DEMUX modules tailored for the FM-MCFs are still 

under development. 

There are also several novel SDM fiber techniques, which 

can potentially be appropriate for the future DCNs. Firstly, to 

overcome the mode coupling problem, an elliptical-core FMF 

has been proposed for SDM transmission [40]. The propagation 

constants for the linear polarization modes in each mode group 

are different due to the asymmetrical shape of the core, and the 

mode coupling can be suppressed. Secondly, so-called 

hollow-core photonic band gap fibers have been designed 

[41-42], which guide the light based on the photonic band-gap 

mechanism through a carefully designed mesh of tiny air- or 

vacuum-filled tubes. This type of fibers enables higher speed of 

light and supports transmission carried by 2μm wavelength, but 

it suffers from higher power loss compared to the conventional 

fibers. Moreover, extremely high mechanical precision in 

manufacturing is required.  

B. SDM MUX/DEMUX Modules 

The components that connect a number of single-mode 

single-core fibers to the corresponding spatial channels of SDM 

fibers are referred to as SDM MUX/DEMUX modules. They 

are important for SDM deployment in DCNs, since they can 

make SDM compatible with existing systems, reduce the 

capital expenditures, and improve the scalability and flexibility 

when upgrading the DCNs. Besides, SDM MUX/DEMUX 

modules can bring fine switching granularity in DCNs, 

allowing for switching on a per-spatial-channel basis. 

We will discuss SDM MUX/DEMUX modules for MCF, 

FMF, and MMF separately. First, for MCFs, the SDM 

MUX/DEMUX modules (also known as fan-in/fan-out 

modules) connect a number of single-mode single-core fibers 

to different cores in an MCF. As shown in Fig. 3, the operation 

principle of SDM MUX/DEMUX modules connecting MCF 

can be mainly divided into free-space optics [43], fused taper 

[44], fiber bundle [45], and compact waveguide coupling [46].  

Using free-space optics (see Fig. 3a), a single lens is applied 

to couple the single-core fiber’s outputs to the corresponding 

MCF cores. It is realized by putting the end facet of the MCF at 

the front focal point of the single lens. The fabricated module 

with 40mm (diameter) and 62mm (length) presented in [43] 

exhibits IC-XT below -50dB. The insertion loss for each port is 

lower than 0.6dB and the difference in coupling loss is below 

0.4dB. Compared with direct fiber-to-fiber coupling, this 

design is tolerant to a shift in the core position. However, this 

scheme is bulky and requires sophisticated opto-mechanical 

operations.  

The fused-taper scheme (see Fig. 3b) utilizes the elongation 

process to consolidate the single-core fibers with the 

corresponding MCF. The diameter of the module presented in 

[44] is 0.72mm and its length is 35mm. The maximum insertion 

loss of this module is 4.7dB and the worst IC-XT is -45dB at 

1550nm. The fiber-bundle-based fan-in/fan-out fabrication 

scheme (see Fig. 3c) uses chemical etching of the single-core 

fibers until the cladding diameter matches the corresponding 

core pitch of the MCF. The device reported in [45] is 5mm wide 

and 32mm long. It is characterized by IC-XT lower than -50dB 

and by the insertion loss around 0.6dB. These two kinds of 

schemes are quite compact and its fabrication process is 

cost-efficient. The crosstalk needs to be carefully controlled 

during the fabrication. 

The compact waveguide coupling scheme realizes 

fan-in/fan-out functionalities by inscribing spatially isolated 

waveguides that connect each core of the MCF to a particular 

SMF. Fig. 3d illustrates such a fan-out module using a 

laminated polymer waveguide [46]. The insertion loss of the 19 

cores in the device in [46] varies from 0.2dB to 1.8dB and the 
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IC-XT of all the 19 cores is lower than -40dB. Compared with 

the aforementioned schemes shown in Figs. 3a-c, the 

waveguide coupling scheme exhibits merits in terms of 

compactness and simple large-scale fabrication. The MCF with 

a compact fan-in/fan-out module, which couples an MCF to 

laser diodes (LDs) and photodiodes (PDs) with pluggable 

connections, can also be a feasible solution for DCN 

applications. All the mentioned module types have been 

commercialized by companies like OptoQuest [47], Optoscribe 

[48], and Chiral Photonics [49]. The crosstalk, insertion loss, 

and reflection loss have been optimized.  

Here we present SDM MUX/DEMUX modules for FMF and 

MMF together, both of which are for mode MUX/DEMUX. 

Such modules connect single-mode single-core fibers to 

individual transmission modes in a fiber. The operation 

principles of the MUX/DEMUX modules can be mainly 

divided into mode conversion [50-52], index matching [53-54], 

and photonic lantern schemes [55]. 

In the mode-conversion scheme, the single mode in the 

conventional fibers is converted to linear polarization modes by 

phase plates or long period gratings [50], after which the modes 

are combined again using beam combiners. The mechanism of 

this scheme is simple, but it suffers from high power loss 

induced by conversion and combination. The simultaneous 

mode-conversion schemes convert a single mode into multiple 

modes by free-space optics and a reflective phase plate [51] or 

grating couplers [52]. The grating coupler scheme requires 

control of phase tuners and input light polarization.  

In the index-matching scheme, asymmetric directional 

couplers based on fused fibers [53] or other waveguides [54] 

are used to couple multiple modes into a common multimode 

port. The conversion efficiency is high, but the fabrication 

process is more complex than for the mode-conversion scheme.  

Finally, the photonic-lantern scheme [55] is realized with a 

mechanism similar to the aforementioned fused-taper scheme, 

where the cores are allocated closely enough for strong 

core-coupling [55].  

C. SDM Switches 

To meet the demands for flexible service provisioning in 

DCNs, switching and add/drop multiplexing in the spatial 

domain need to be provided. SDM switching can be considered 

in the wavelength and/or time domain in order to enable 

compatibility with the existing infrastructure. There are various 

approaches to realize switching functionality in the spectrum 

and space domains. The straightforward way is to use the 

aforementioned SDM MUX/DEMUX modules connecting 

MCF/FMF/MMF at the input/output ports of the traditional 

switching modules [56]. Inside the switching node, the input 

signals are first separated into independent spatial channels, 

and then the micro-electro-mechanical system (MEMS) mirrors 

or liquid crystal on silicon (LCoS) [57-59] based 

wavelength/spectrum selective switches (WSS/SSS) and/or 

optical cross-connects are used to switch the demultiplexed 

spatial channels.  

An experimental demonstration of joint-spectral-spatial 

switching using an LCoS-based WSS was presented in [58]. A 

heterogeneous SDM network was considered, applying 3 types 

of SDM fiber spans and a WSS with a large port count 

supporting 6 modes. A WSS integrated with FMFs was 

experimentally demonstrated in [59]. By arranging the WSS 

input/output fibers in an array, a set of inputs to an LCoS-based 

WSS can be steered onto different sets of outputs. Combining 

the input/output SMF groups using SDM MUX/DEMUX 

allows switching all the spatial channels to their destinations. 

This technique reformats the channels of the SDM fiber without 

sacrificing the hardware complexity of the WSS. Moreover, by 

arranging the spatial channels in a 2D array, the switching 

 

 
Fig. 3. The SDM fan-in/fan-out fabrication process with (a) free space optics 

scheme, (b) fused taper scheme, (c) fiber bundle scheme, and (d) compact 

waveguide coupling scheme. 

 

 
 

Fig. 4. A silicon photonic integrated circuit for an SDM switch with MCF [61]. 

(© Springer Nature, reuse permitted by the CC BY license.) 
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action can be extended to any rows of fibers of the array [58]. 

This free-space switching scheme requires precise 

opto-mechanical operations to realize fine spectral-spatial 

switching granularity and high resolution that can greatly 

reduce the IC-XT and the spectral line spacing. 

There are also some works on SDM switches for MCFs. In 

[60], directional bending of a long-period grating in MCFs to 

realize reconfigurable inter-core broadcasting and switching is 

presented, which again requires precise opto-mechanical 

operations. Fig. 4 shows an integrated SDM switch module 

using a silicon-photonic integrated circuit [61]. It is fabricated 

on a silicon-on-insulator platform. The demonstrated silicon 

photonic integrated circuit is composed of a 7 × 7 switch and 

MCF couplers with a low-loss grating coupler array. An 

insertion loss of 4.5dB at 1546nm is experimentally 

demonstrated [61], which includes the coupling loss of the 

input and output MCF couplers, the waveguide propagation 

loss, and all losses caused by the Mach-Zehnder 

interferometers and cross intersections. The proposed design 

can be upgraded to a reconfigurable optical add/drop 

multiplexer capable of switching among several MCFs. A beam 

steering MCF based SDM switch is proposed and analyzed in 

[62-63]. In the basic layout of the switch, fiber-pigtailed 

collimators arranged in regular 2D arrays are individually 

steered by voltage-controlled actuators [64]. The SDM switch 

function is achieved by using a single-sided 2D array of mirror 

and lens to direct beams between any pair of input and output 

ports of the MCF collimators. 

III. TRANSMISSION ASPECTS: PRINCIPLES AND OPTIONS 

This section addresses a point-to-point link composed of the 

key SDM components described in Section II. Different aspects 

that impact SDM transmission are reviewed, including SDM 

transceivers, modulation formats, and the corresponding DSP 

algorithms along with the system configurations.  

A. SDM Transceivers 

In long-haul transmissions [65], heterodyne or homodyne 

coherent detection scheme with DSP is employed since cost is 

often not a very serious concern in core networks. Nevertheless, 

DCNs favor direct detection scheme now thanks to its low 

system cost, ease of system configuration, and low DSP 

complexity. Pluggable transceivers (TRx) are widely used in 

optical interconnects, which in most cases is a key part of the 

point-to-point link setup. Currently, TRxs for short reach 

applications are mainly used together with MMF [18], without 

employing any SDM. The vertical-cavity surface-emitting laser 

(VCSEL) offers low power consumption, low fabrication cost, 

and ease of integration into LD arrays. Multimode VCSELs 

exciting several modes and emitting the signals on short 

wavelength (850nm) is one option that adopts SDM 

transmission in DCNs [18]. The MMFs with VCSELs and PDs 

at short wavelength have been gradually commercialized by 

industry, such as Broadcom [66] and Santec [67]. However, the 

transmission distance and capacity of the aforementioned SDM 

transceivers are limited by the mode dispersion. To the best of 

our knowledge, the state-of-the-art transmission distance 

beyond 100Gbps per lane is 550m [68] to achieve error-free 

transmission with forward error correction coding. 

To further increase the capacity and transmission reach in 

SDM based DCNs, MCF/FMF can be an option. However, in 

FMF the mode dispersion would limit the SDM transmission 

capability. Instead, the long wavelength SDM transmission 

which here refers to the C band around 1.5µm, combined with 

MCF can be considered.  At long wavelength, the transceiver 

design is more mature. The integration of a PD array at long 

wavelength is easy in fabrication process, and the technical 

challenge falls on the transmitter side. Regarding the 

transmitters, the electro-absorption modulated distributed 

feedback laser (EML), direct modulated laser (DML), and 

Mach–Zehnder modulator (MZM) have been widely 

investigated for DCN applications. An integrated transmitter 

array is a straightforward way to save cost, power consumption 

and increase scalability. In our previous work [24], we have 

reported high-speed multicore transmission with 

long-wavelength (1.5µm) and single-mode VCSEL for DCNs. 

The properties of the VCSEL are shown in Fig. 5 [24, 69]. It 

proves that the existing fabrication process is able to offer large 

modulation bandwidth (e.g., 22GHz in Fig. 5c) for a 

single-mode VCSEL working at long wavelength [24, 69-73]. 

Thus, single-mode MCF with VCSELs and PDs at long 

wavelength has a potential for large-scale DCNs, where a 

several kilometers long link is required.  

 
Fig. 5. (a) The optical spectrum, (b) P-I-V curves, and (c) small-signal S21 responses of 1.5µm single mode VCSEL [24]. (© IEEE, reprinted with permission.) 
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B. Modulation Formats and DSP  

Modulation formats, such as non-return to zero (NRZ), 

electrical duo-binary (EDB), pulse amplitude modulation 

(PAM), discrete multitone (DMT) have been widely analyzed 

in DCN interconnects [74]. Although various results on 

multimode short wavelength DCN interconnects with the 

aforementioned modulation formats have been studied, simple 

modulation format like NRZ is favored [18] by industry 

because it is easy to implement. However, when the capacity 

requirement and DCN reach is further increased, modulation 

formats issues need to be re-examined.  

Extensive work has been reported on SDM transmission 

carrying different modulation formats on DCN links, including 

NRZ [75-77], EDB [75-77], PAM4 [78-81] and DMT [24, 82]. 

In [77], a BiCMOS chip-based real-time 100Gbps/λ/core NRZ 

and EDB over 10km 7-core MCF SDM interconnects is 

experimentally demonstrated. The integrated low complexity 

transceiver circuits and simple signal processing approach 

make such a system cost-efficient for the high-speed DCN 

interconnects. Both NRZ and EDB need 6-tap feed forward 

equalization (FFE) since they are simple modulation formats 

and not so sensitive to the inter-symbol-interference (ISI) from 

the dispersion or inter-mode, inter-core crosstalk. However, the 

main disadvantage is the large modulation bandwidth required 

at the transceivers side.  

The packaged 100GHz EML based 149Gbps/λ/core PAM4 

over 1km 7-core MCF SDM link is reported in [78]. Compared 

with NRZ and EDB, PAM4 provides higher spectral efficiency 

at the expense of stronger requirements on system SNR. 

Besides, the EML is difficult to be integrated into transmitter 

arrays. In [79, 81], using the VCSEL shown in Fig. 5, 

100Gbps/λ/core PAM4 transmission is successfully 

demonstrated over 1km and 10km 7-core MCF SDM links. 

Light pre-equalization and post-equalization DSP are required. 

However, the VCSEL always shows strong nonlinear effects, 

like chirp combined with dispersion, which makes the system 

response not flat [24]. As a result, the non-flat response limits 

the useful bandwidth of single-carrier modulation format. 

Although the pre-equalization DSP can make the response flat, 

it is at the expense of reducing the signal SNR in the high 

channel gain region (always at low frequency). 

Total net rates of 726.6Gbps DMT transmission over 2.5km 

dispersion uncompensated 7-core MCF and 533.1Gbps DMT 

transmission over 10km dispersion compensated 7-core MCF 

are experimentally demonstrated in [24, 82]. Compared with 

single-carrier modulation formats, DMT shows high flexibility 

to suit the non-flat response with adaptive bits-power loading 

technique. Besides, with the help of cyclic prefix it is less 

sensitive to the ISI. However, the main disadvantage is the 

relatively complex DSP required for DMT implementation. A 

short summary of state-of-the-art SDM enabled DCN links is 

presented in Table. 1. It can be seen that PAM4 shows a good 

trade-off among various performance metrics compared to 

NRZ/EDB and DMT. The choice of modulation formats in 

SDM based DCNs needs to consider the network and 

transmission requirements. 

Digital signal processing (DSP) algorithm design for 

compensating impairments in SDM based DCN links is also of 

great importance. The implementation cost of DSP is 

decreasing rapidly by advancements in CMOS fabrication, and 

the powerful DSP that has already been employed in long-haul 

systems may gradually be applied in short-reach DCNs. The 

MIMO-DSP is a powerful tool to mitigate inter-mode crosstalk 

in SDM links, which can be divided into time-domain equalizer 

(TDE) and frequency-domain equalizer (FDE). The TDE based 

MIMO-DSP algorithm [83] always suffers from high 

computational complexity because of a large number of 

equalization memory taps. Dividing a single MIMO 

equalization into ‘partial MIMO’ equalizations [84] in which 

TDE is carried out for lower and higher order mode signals 

independently enables reduction of the TDE MIMO-DSP 

complexity while keeping optical SNR penalty low  (~1dB). As 

an alternative, the use of FDE techniques [85-86] is prominent 

to mitigate the equalizer complexity. Nevertheless, the 

MIMO-DSP is not necessary when multimode transmission is 

deployed for DCNs where the reach is short [18].  

It is shown in Section II that in uncoupled or weakly-coupled 

MCFs the IC-XT is rather small. Consequently, DSP is not 

needed there. However, DSP is still required to mitigate the 

IC-XT for strongly-coupled MCFs. In [87], the authors propose 

to use a time domain FFE based MIMO algorithm to 

compensate the performance penalty induced by IC-XT (-4dB) 

in a strongly-coupled 6-core fiber. The feasibility of employing 

the MIMO algorithm for suppressing IC-XT needs to be further 

analyzed. 

Table. 1. The comparison of state-of-the-art SDM enabled DCN links. 

Modulation 
Spectral 

efficiency 

DSP 

complex. 
Flexibility 

SNR 

req. 

Tolerance to 

SDM crosstalk 

State-of-the-art data rate 

*distance 

NRZ/EDB 

 /  
Low Low Low Low Low 700Gbps*10km (EML) [77] 

PAM4 

 
Medium Medium Low High Medium 

1043Gbps*1km (EML) [78] 

700Gbps*10km (VCSEL) [81] 

DMT 

 

High High High High Medium 
726.6Gbps*2.5km (VCSEL) [24] 

533.1Gbps*10km (VCSEL) [24] 
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For high-speed SDM links working at long wavelength in 

DCNs, the main impairments include the linear impairments 

caused by dispersion, background noise from opto-electrical 

components and the nonlinear impairments, e.g. laser chirp and 

amplifier saturations [24]. To mitigate the linear impairments, 

linear adaptive filtering based equalizations (e.g. least-squares 

LS [24], FFE [77, 81], decision feedback equalization DFE [78, 

81], and maximum likelihood sequence estimate MLSE [88]) 

work well. To mitigate the nonlinear impairments, nonlinear 

equalizations are required. The Volterra series based nonlinear 

equalization is a conventional scheme to compensate nonlinear 

impairments [24]. Besides, machine learning (ML) based 

nonlinear equalization is gaining a lot of interest [89]. It 

remains an open question whether the high computational 

complexity of ML-based equalizers is proper in SDM-based 

DCNs. Recently, we proposed to use kernel filtering scheme for 

nonlinear impairments compensation [90-91]. Kernel method is 

a mapping scheme, where Mercer kernels can be utilized to 

map the low-dimension signal into the high-dimension one. 

Such a mapping makes a low-complexity linear adaptive 

filtering mechanism possible for nonlinear equalization. 

Kernel-least-mean-squares (kernel-LMS) [90] and 

kernel-recursive-least-square (kernel-RLS) [91] are introduced. 

The results have demonstrated that kernel-LMS and 

kernel-RLS can compensate the nonlinear impairments in an 

effective way. A short summary of DSP algorithms is shown in 

Table. 2. 

Nevertheless, with the increasing capacity requirement in 

DCNs, the debate on coherent and direct detection schemes is 

getting more attentions. For coherent detection, the main 

concern is the high cost of the transceiver and DSP. Thanks to 

the homogeneous spatial channels in SDM fibers, the signals 

after SDM DEMUX connecting different cores in one MCF 

suffer from similar link impairments at the receiver side, and 

the coherent MIMO processing complexity can be reduced by 

sharing the same equalizer mechanism among the signals 

transmitted over various cores in the MCF. Besides, by 

transmitting the local oscillator at transmitter side as pilot tone 

to be used at the receiver, the self-homodyne coherent detection 

scheme becomes less sensitive to the laser phase noise [92], and 

low-cost distributed feedback laser can be deployed. Moreover, 

the progress of coherent technique in SDM based short-reach 

communications makes FMF transmission that always needs 

coherent receivers [16] more practical to be employed in DCNs. 

Thus, employing coherent techniques for SDM based DCNs 

becomes interesting, which encourages research efforts on the 

corresponding transceiver design and DSP algorithms. 

IV. NETWORK ASPECTS: ARCHITECTURES AND RESOURCE 

ALLOCATION STRATEGIES 

Advances in SDM component and transmission techniques for 

short-reach applications provide foundations for research on 
network aspects, particularly on architecture and the resource 

allocation strategies for DCNs. Combining WDM and SDM to 

increase the capacity and flexibility may be a feasible approach 

for extending the conventional WDM with the space domain. 

There are several works that investigate different ways for 

supporting spectrally-spatially flexible optical long-haul 

networks, e.g., [93], where long wavelengths (the C band, ~ 

1.5µm) are considered for the spectrum allocation. The 

traditional fixed-grid WDM paradigm at long wavelengths, 

where the center frequencies of all connections are uniformly 

spaced along the frequency axis, is here gradually being 

replaced by spectrally elastic channels with different 
bandwidths, so-called flexgrid [103-104]. As reviewed in 

previous sections, currently long wavelength techniques for 

both the components and transmission are still not a 

mainstream for DCNs, whereas this waveband may become 

essential in the future for the further capacity increase of DCNs. 

From the network perspective, introducing only SDM domain 

into switching in DCNs is straightforward (see Fig. 6a), having 

an advantage that there is no restriction for selecting a desired 

waveband. On the other hand, involving long wavelength 

techniques in DCNs in the future will bring a great potential to 

integrate SDM with fixed-grid WDM or flexgrid, although 
there are currently only few works addressing this opportunity 

in DCNs [14, 96-101]. 

The choice of the network topology has a significant impact 

on both the performance and the cost. In [14], different 

topologies (2D Torus, Star, Spin-Leaf, Facebook and Data 

Vortex) are investigated for the SDM-only with MCF in DCNs. 

Similar to the WDM-only scheme, the Spine-Leaf topology 

offers much higher improvement of throughput per cost unit 

(Gbps/cost unit) and throughput per unit power (Gbps/W) 

compared to all the other options. Topology-adaptive 

architectures [101] are also proposed to support the 

dynamically changing traffic patterns with the benefit of 

greatly simplifying the cabling and significantly reducing the 

number of required transceivers. Hereafter, we focus on 

architectural options and resource allocation strategies for 

DCNs, where so-called superchannels are formed by assigning 

multiple spatial and/or spectral resources to the same 

connection. Fig. 6 presents 5 architectural options. Their 

possible mapping to a multi-spatial element fiber using 

different SDM and spectrum allocation schemes can be similar 

as for long-haul networks [102]. Here, N corresponds to the 

number of spatial elements per fiber and M is the number of 

spectral slots per spatial channel. The spatial superchannel 

Table. 2. A summary of main DSP equalization algorithms for SDM based 

DCN applications. 

Types of impairments DSP algorithms 

Inter-mode XT 
TDE-MIMO [83, 84] 

FDE-MIMO [85, 86] 

IC-XT TDE-MIMO [87] 

Linear Impairments 

(e.g. chromatic dispersion, 

receiver noise) 

LS [24] 

FFE [77, 81], DFE [78, 81] 

MLSE [88] 

Nonlinear Impairments 

(e.g. laser chirp,  

amplifier saturations) 

Volterra filtering [24, 82] 

ML [89] 

Kernel-LMS [90], 

kernel-RLS [91] 
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means the group of sub-channels occupying the same spectrum 

and routed together on a group of the spatial elements. On the 

other hand, the spectral superchannel refers to the group of 

sub-channels multiplexed on a separate spectral channel and 

routed together on the same spatial element.  

The ungrouped SDM architecture (A1) employs SDM [97], 

where only spatial switching is available. The maximum 

number of channels that can be established per fiber is N. 

Resource allocation only needs to handle the spatial element 

allocation. The first-fit (FF) algorithm is a simple greedy 

scheduling algorithm for dynamic resource allocation, where 

for every new connection request, the first available spatial 

element is allocated. In [102], a proposed core priority 

algorithm is used as a pre-defined policy to reduce the IC-XT. 

Only if there are available resources and the IC-XT is below the 

pre-set threshold, the request will be accepted. Using such an 

algorithm, the ungrouped SDM based solution (A1) has 

comparable performance with the WDM-only scheme in terms 

of network capacity per cost and per power consumption. An 

alternative of A1 is to expand flexibility in the spatial domain, 

which corresponds to the grouped SDM architecture with fixed 

grid WDM. In such architecture, a superchannel can be 

transmitted on several spatial elements occupying one 

frequency grid on every spatial element. However, this scheme 

offers limited capacity improvement because of the unused 

resources caused by the fact that one assigned superchannel 

needs to occupy the allocated spectrum resources on all the 

spatial elements [102]. 

The ungrouped SDM and flexgrid architecture (A2) [97] 

allows each spatial element to work as a separate flexgrid 

transmission medium. Similarly to A1, in this option each 

spatial element is independent. The number of channels that 

can be established per fiber is at most M·N. The architecture 

requires 2N spectrum selective switches (SSSs) and two spatial 

fan-in/fan-out per server pod (referred to as an atomic unit in 

DCNs including computation, networking and storage 

resources [97, 103]), see Fig. 6b. Resource allocation needs to 

be done in both spatial and spectral domains. When employing 

the FF algorithm, for every new connection request the spatial 

elements and spectral slots are checked iteratively and the 

iteration is stopped once a sufficient number of available 

contiguous spectral slots are found.  

The grouped SDM with spectral flexibility architecture (A3) 

[97-99], see Fig. 6c, expands spectral superchannels in the 

spatial domain to create spectral-spatial superchannels with 

spatial coupling, where MIMO optical transceivers are used. In 

Fig. 6c, the employment of two large SSSs is considered. Such 

a structure can also be replaced by combining SDM 

MUX/DEMUX and WSS as proposed in [98-99], where the 

corresponding resource allocation for one connection requires 

the same spectral slots assigned in different spatial elements. 

Although A3 exploits the spatial dimension to create spectral 

superchannels, the flexibility is limited. The maximum number 

of channels supported by a single fiber is determined by M. 

The grouped SDM with spectral and spatial flexibility 

architecture (A4) has unrestricted flexibility in both the 

spectral and spatial domains, which leads to the highest 

possible degree of flexibility. The number of channels that can 

be established per fiber in this case is at most M·N. On the other 

hand, A4 requires a large spectral and spatial selective switch 

(SSSS) to connect each server pod to the multi-spatial element 

fiber. Because of the high flexibility, advanced resource 

allocation approaches rather than FF are required to ensure 

efficient resource utilization. In [104], it is demonstrated that 

the ‘spectrum resources first’ (SpeF) algorithm is more 

efficient than the ‘spatial resources first’ (SpaF). Therefore, it is 

recommended to accommodate each new connection request 

using a spectral superchannel first and if it fails to find free 

resources, spectral-spatial superchannels are created by 

increasing the number of the allocated spatial elements.  

The grouped SDM with restricted spectral and spatial 

flexibility architecture (A5) [97, 100] allows to establish 

flexible spectral-spatial superchannels, but needs to make sure 

 

 

Fig. 6. SDM based DCN architectural options (left) of (a) A1: ungrouped 

SDM, (b) A2: ungrouped SDM and flexgrid, (c) A3: grouped SDM with 

spectral flexibility, (d) A4: grouped SDM with spectral and spatial flexibility 

and (e) A5: grouped SDM with restricted spectral and spatial flexibility.  



 

 

9 

that the spectral-spatial superchannels belonging to the same 

spectral group utilize the same spectral resources. An SSSS is 

required to connect each server pod to the SDM fiber. This 

restricted flexibility reduces the complexity of the resource 

allocation compared with A4. To some degree, A5 extends A3. 

The number of parallel channels that can be established over 

the same fiber is lower than M·N. The spectral group constraint 

in A5 makes the SpeF strategy less efficient and thus the SpaF 

strategy can be employed to maximize the use of the spatial 

resources. If it fails to find free spectral resources on any of the 

spatial elements, the spectral-spatial superchannels are created 

using an increasing number of spectral slots until a feasible 

solution is found.  

Comparing the aforementioned architectures for SDM based 

DCNs, the more efficient resource utilization reflected by the 

lower blocking probability of the architecture can be achieved 

by the higher resource allocation flexibility [97-99]. However, 

when the network cost is considered. A1 represents the best 

option for a relatively small DCN (e.g., private enterprise 

DCNs), A3 is the best option for a medium DCN (e.g., 

medium-sized cloud provider), and A2 is the best option for 

large cloud provider [97]. When the load is high, A4 is the only 

viable solution for a very large DCN. It can be seen that 

introducing SDM to DCNs is very beneficial from the network 

architecture point of view. For small-size DCNs, employing 

purely SDM is sufficient. When the load is high and/or the size 

is large, combining SDM with flexgrid is helpful, but the 

unrestricted flexibility based on the state-of-the-art technology 

is not cost-efficient in most of the cases. 

Meanwhile, IC-XT is one of the constraints for the core and 

spectrum resource allocation due to its impact on the 

transmission quality. The transmission quality degradation can 

be reduced by heterogeneous MCF deployment, in which 

IC-XT can be significantly lowered. It can be also done by 

allocating bi-directional propagation of signals in the 

neighboring cores or properly selecting the sequence of the core 

usage [14]. The dynamic spectrum and core allocation method 

that reduces both the crosstalk and fragmentation in elastic 

optical networks with MCFs was proposed in [104, 106]. 

Taking IC-XT into account, integer linear programming (ILP 

[105-106]) and mixed integer linear programming (MILP [107]) 

formulation as well as heuristic algorithms for resource 

allocation and routing strategies in SDM network are well 

studied, targeting minimization of the blocking probability 

[107-109] and maximization of the total throughput [104, 106], 

which can be generalized for DCN applications with a shorter 

transmission distance. The detailed trade-off between the 

throughput and blocking probability in SDM-based DCs is 

investigated in [110].  

Nevertheless, there are still some technical challenges to be 

solved considering network aspects in SDM based DCNs. 

Currently, most of studies on the combination of SDM and 

WDM for DCNs do not consider latency and power 

consumption, which are of key importance for DCNs. The 

introduction of spectrum switching function into SDM based 

DCNs may bring extra latency and power consumption 

compared with the pure SDM solutions. Combining WDM and 

SDM switching may also lead to a higher level of transmission 

impairments due to the filtering and power loss, which requires 

extensive use of DSP or high power transceivers. Consequently, 

it may result in a significant increase on power consumption 

and latency. Therefore, the research towards a comprehensive 

comparison in terms of scalability, power consumption, 

switching and processing latency needs to be carried out in the 

future to address these questions. 

Recently, the DC disaggregation was introduced as a novel 

paradigm to improve the resource utilization in DCNs [111]. 

For rack-scale disaggregation, the integrated server blades 

containing all types of resources are replaced by the resource 

blades including only one specific function. However, the 

communication between different resource blades faces severe 

problems in terms of latency and transmission bandwidth. The 

peak bandwidth requirement of the CPU and memory 

communication is 500Gbps and beyond, while the latency 

should be kept below 100ns. Obviously, SDM transmission has 

a great potential to address capacity requirement for the DC 

disaggregation. In the recently proposed resource centric 

disaggregated data center architecture [112], the integration of 

MCF-based transceivers, fibers, and optical switches is 

experimentally validated. The results show the benefits of SDM 

in terms of capacity, power consumption, latency and space 

efficiency for interconnecting disaggregated IT elements. To 

support function disaggregation in DCs, SDM will be most 

probably first employed within the rack for ultra-short distance 

interconnects. On the other hand, core-tier switches in 

large-scale DCs handle the aggregated traffic flows and hence 

also require high capacity, which may motivate to employ 

SDM there as well.  

V. SUMMARY AND CONCLUSIONS 

Compared to parallel optical fibers or fiber bundles/ribbons, 

MCF, FMF, and a combination of both have shown a great 

potential to improve the spatial efficiency for future DCNs. A 

straightforward way to realize switching granularity on a 
per-spatial-channel basis is to place SDM MUX/DEMUX 

modules at the ports of switches, for which integrated circuits 

using MEMS, LCoS, or silicon photonics are candidate 

techniques. From the transceiver point of view, a VCSEL array 

has the advantages of simple integration with MCF and low 

cost. Nevertheless, EML, DML and MZM might be considered 

in the near future thanks to high bandwidth. Multiple 

modulation formats should be considered, as single-carrier and 

multicarrier formats display tradeoffs in terms of spectral 

efficiency, flexibility, SNR requirements, and tolerance to 

crosstalk in SDM-based DCNs. DSP is a versatile and powerful 
technology to compensate both linear and nonlinear 

impairments, which will be introduced gradually in future 

DCNs as capacity requirements increase and the cost of 

electronics decreases.  Introducing SDM to DCNs is also 

beneficial from a network architecture point of view. For 

small-size DCNs, pure SDM is sufficient. When the load and/or 

size are scaled up, applying SDM combined with WDM may be 

helpful. Physical layer impairments cannot be ignored for 

network architecture design and resource allocation. 
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Table. 3. A summary of the key SDM technologies for DCNs. 

 

SDM technologies for component, transmission and  

networking aspects 
Technical features 

SDM 
Components 

Fibers 

Parallel fibers 
Fiber bundles/ribbons 

Commercially deployed 
Not spatially efficient enough  
Low potential of photonics integration 

Multi-core fiber (MCF) High spatial efficiency 
Low IC-XT (un-coupled/weakly-coupled) 
No MIMO-DSP (un-coupled/weakly-coupled) 

Few-mode fiber (FMF): A simpler version of 
multi-mode fiber (MMF) 

Medium-high spatial efficiency 
Inter-mode crosstalk 
Needs MIMO-DSP 
SDM in MMF has not yet been fully explored 

Few-mode multi-core fiber (FM-MCF) High spatial efficiency 
Medium inter-core and inter-mode crosstalk 
Limited MIMO-DSP 

Elliptical core few-mode fiber  Medium-high spatial efficiency 
Low crosstalk 
No MIMO-DSP 

Hollow-core fiber Medium-high spatial efficiency 

Higher light speed 
Mechanical precision requirements 
High loss 

MCF fan-in/ 
fan-out 

Free space optics  Tolerant to the offset of the core position 
Sophisticated opto-mechanical operations 

Fused taper  Compact and cost-efficient fabrication process 
XT needs to be carefully controlled Fiber bundle  

Compact waveguide coupling  High potential of photonics integration 

FMF/MMF 
MUX/DEM
UX 

Mode conversion High conversion and combination loss 

Index matching Complex fabrication process 

Photonics lantern Similar as fan-in/fan-out but higher spatial density 

Switches 

Micro electro mechanical systems mirror (MEMS) Steady hardware complexity 
Precise opto-mechanical operations Liquid crystal on silicon (LCOS) 

Silicon photonic integrated circuit High potential of photonics integration 

Transmissio
n Aspects 

Transceivers 

Short wavelength VCSEL Ease of integrated into array 
Low cost and power consumption, short-reach 

Long wavelength VCSEL Ease of integrated into array 
Low cost and power consumption, longer-reach 
Compatibility with coarse or dense WDM 

DML, EML, MZM High bandwidth 
Comparatively high cost for SDM parallel transmission 

Modulation 

Simple single carrier (e.g. NRZ) Simple and ease of implementation 
Low spectrum efficiency 

High tolerance to noise and IC-XT 

Advanced single carrier (e.g. PAM4) Ease of implementation 
Medium spectrum efficiency 
Medium tolerance to noise and IC-XT 

Multicarrier (e.g. DMT) High implementation cost 
High spectrum efficiency and flexibility 
Medium tolerance to IC-XT 

DSP 

FDE-MIMO, TDE-MIMO MIMO-DSP compensating inter-mode crosstalk and IC-XT 

LS, FFE, DFE, MLSE Compensating linear impairments (e.g. dispersion) 

Volterra, Kernel Compensating nonlinear impairments (e.g. VCSEL chirp) 

Network 

Aspects 

Architecture  
& 

Resource 
allocation  

A1: Ungrouped SDM with FF spatial allocation Suitable for a small DCN (e.g., private enterprise DCNs) 

A2: Ungrouped SDM and flexgrid with FF spatial 
and spectral allocation 

Suitable for a large cloud provider 

A3: Grouped SDM with spectral flexibility 
spectral allocation 

Suitable for a medium DCN (e.g., medium-sized cloud 
provider) 

A4: Grouped SDM with spectral and spatial 
flexibility with spectrum resources first (SpeF) 

Only viable solution for a very large DCN or with a high load 

A5: Grouped SDM with restricted spectral and 
spatial flexibility with spatial resources first 
(SpaF) 

Extends A3 by improving throughput, but suffers from high 
cost 
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Based on the state-of-the-art SDM technologies employed in 

DCNs, the key technologies and their technical features are 

summarized in Table 3, including components, transmission, 

and network aspects of SDM-based DCNs. While SDM serves 

as an enabler for future DCNs with ultra-high capacity, a joint 

optimization including component, transmission and network 

aspects still requires substantial research efforts. 

Regarding the components, low crosstalk SDM fibers with 

higher spatial efficiency, such as increased core and/or mode 

count in a single fiber, are expected to fulfill the future capacity 

boost in DCNs. The pluggable SDM transceivers will be 

beneficial for deployment of SDM techniques. Besides, 

core-to-core SDM switches with low IC-XT and insertion loss 

could be promising for rack-scale switching in disaggregated 

data centers. Considering the transmission aspect, a 

comprehensive comparison of direct detection and coherent 

detection could be very useful to provide a guideline for 

selecting proper detection techniques for SDM based DCNs. 

Self-homodyne coherent detection shows a high potential to 

increase the DCNs capacity while maintaining a low DSP 

overhead and high transmission quality, but a further validation 

is still required. Besides, the IC-XT fluctuations need to be 

considered for DCN links, where time-domain adaptive DSP 

algorithms have a great potential to mitigate the impairments 

that vary in time. The IC-XT fluctuations need also be 

considered on network layer, where impairment-aware 

resource allocation strategies are highly demanded for SDM 

based DCNs. 

Last but not least, SDM techniques need to convince service 

providers and network vendors that they are beneficial, in order 

to be deployed in the DCN infrastructure. Therefore, more 

research on the flexible DCN architecture and resource 

allocation strategies tailored for the deployed SDM techniques 

are expected. Apart from capacity, the other key metrics such as 

cost, power consumption, latency and reliability will be of key 

importance to be considered for SDM based DCNs. 
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