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Application of Machine Learning in Systems Biology  

Gang Li 

Department of Biology and Biological Engineering 

Chalmers University of Technology 

Abstract 
Biological systems are composed of a large number of molecular components. Understanding their behavior 
as a result of the interactions between the individual components is one of the aims of systems biology. 
Computational modelling is a powerful tool commonly used in systems biology, which relies on 
mathematical models that capture the properties and interactions between molecular components to 
simulate the behavior of the whole system. However, in many biological systems, it becomes challenging 
to build reliable mathematical models due to the complexity and the poor understanding of the underlying 
mechanisms. With the breakthrough in big data technologies in biology, data-driven machine learning (ML) 
approaches offer a promising complement to traditional theory-based models in systems biology. Firstly, 
ML can be used to model the systems in which the relationships between the components and the system 
are too complex to be modelled with theory-based models. Two such examples of using ML to resolve the 
genotype-phenotype relationships are presented in this thesis: (i) predicting yeast phenotypes using 
genomic features and (ii) predicting the thermal niche of microorganisms based on the proteome features. 
Secondly, ML naturally complements theory-based models. By applying ML, I improved the performance 
of the genome-scale metabolic model in describing yeast thermotolerance. In this application, ML was used 
to estimate the thermal parameters by using a Bayesian statistical learning approach that trains regression 
models and performs uncertainty quantification and reduction. The predicted bottleneck genes were further 
validated by experiments in improving yeast thermotolerance.  

In such applications, regression models are frequently used, and their performance relies on many factors, 
including but not limited to feature engineering and quality of response values. Manually engineering 
sufficient relevant features is particularly challenging in biology due to the lack of knowledge in certain 
areas. With the increasing volume of big data, deep-transfer learning enables us to learn a statistical 
summary of the samples from a big dataset which can be used as input to train other ML models. In the 
present thesis, I applied this approach to first learn a deep representation of enzyme thermal adaptation and 
then use it for the development of regression models for predicting enzyme optimal and protein melting 
temperatures. It was demonstrated that the transfer learning-based regression models outperform the 
classical ones trained on rationally engineered features in both cases. On the other hand, noisy response 
values are very common in biological datasets due to the variation in experimental measurements and they 
fundamentally restrict the performance attainable with regression models. I thereby addressed this challenge 
by deriving a theoretical upper bound for the coefficient of determination (R2) for regression models. This 
theoretical upper bound depends on the noise associated with the response variable and variance for a given 
dataset. It can thus be used to test whether the maximal performance has been reached on a particular 
dataset, or whether further model improvement is possible.  

 

Keywords: Machine learning, systems biology, genome-scale modelling, uncertainty, regression, deep 
transfer learning 
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Background 
“What is life?” (Schrodinger, 1944) has been a fundamental question in biology. The fundamental 
unit of life is the cell, in which all the information required for duplication is encoded in its genome 
(Figure 1). Coding sequences of the genome can be transcribed to RNAs (transcriptome) and then 
messenger RNAs can be translated to proteins (proteome). Proteins are used either as building 
blocks of the cell or to catalyze the metabolic reactions converting the input nutrients into 
functional chemical compounds. In a living cell, all those processes have to be precisely regulated 
and organized to enable its functionality. Understanding how the behaviour of a living cell 
emerged from the interactions between all those molecular components can have a great impact 
on basic biology, medicine and bio-industry.  

 
Figure 1. An illustration of a cell system.  

 

Systems Biology  
Systems biology has evolved as a new discipline that attempts to understand how complex systems 
underlie life (Breitling, 2010; Ideker et al., 2001; Kitano, 2002; Nielsen, 2017; Vidal, 2009). It 
combines computational and experimental biology to understand a complex biological system in 
a quantitative way. There are two different approaches in systems biology (Nielsen, 2017; Shahzad 
and Loor, 2012): the top-down approach, in which integration analysis of multi-omics and other 
high-throughput data are used to gain biological insights of the system; and the bottom-up 
approach, in which detailed theory-based mathematical models are constructed to simulate and 
predict the behaviours of the system. In a typical top-down approach, omics data (e.g. RNAseq) 
are generated under different conditions and then statistical tests are performed to identify the 
significantly changed components (e.g. genes). Gaining biological insights from those components 
is usually done by analyzing them in the context of functional groups like gene ontologies (GO) 
(Ashburner et al., 2000; Rhee et al., 2008) and metabolic networks (Patil and Nielsen, 2005), 
among others. The omics data are usually collected without a specific hypothesis in mind. New 
hypotheses are made after analyzing all the data and new experiments can then be conducted for 
the confirmation (Huang et al., 2017).  
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Figure 2. Different approaches to model metabolism. (A) A toy metabolism with only three reactions. A-F represent 
different metabolites. R1-R3 represent three different reactions. (B) Petri net modelling of biochemical reactions. (C) 
Constraint-based stoichiometric metabolic model. (E) Ordinary differential equations (ODE) based kinetic model. The 
line-plot on the right is an example of the metabolite concentrations at different time points after solving those ODEs.  

 

The ultimate goal of the bottom-up approach is to model a biological system (e.g. cell or a 
subsystem) with theory-based mathematical models. The models can then be used to understand 
and predict how a biological system responds to external or internal perturbations. If we choose 
the modelling of metabolism as an example (Figure 2A), the simplest approach is to reconstruct a 
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metabolic network, represented as a Petri net (PN) (Lanzeni et al., 2008; Reddy et al., 1996) 
(Figure 2B). There are two types of nodes in PN: metabolites and reactions. The directed edges 
connect reactants to reactions and reactions to products. This PN modelling approach has been 
successfully applied on metabolic networks to (1) predict the viability of mutant strains of 
Escherichia coli and Saccharomyces cerevisiae (Wunderlich and Mirny, 2006); (2) reduce the 
complexity of the metabolic networks for feasible verifications and interpretations (Koch et al., 
2017); (3) enumerate metabolic pathways for the production of heterologous target chemicals in 
the chassis organisms (Carbonell et al., 2012). The advantage of such a topology-based modelling 
approach is that it doesn’t require any experimental data for the simulation. However, its 
applications are also largely limited to the qualitative descriptions/predictions of metabolisms.  

To enable a quantitative description and prediction of metabolic networks, constraints-based 
genome-scale metabolic modelling (GEM) approaches based on flux balance analysis (FBA) can 
be applied  (Orth et al., 2010) (Figure 2C). FBA is a mathematical approach for analyzing the flow 
of metabolites through a metabolic network. In this case, a metabolic model is represented with a 
stoichiometric matrix (S) that contains all the stoichiometric coefficients of each reaction in the 
model. By assuming a steady state of the metabolism, the first constraint becomes that the total 
production rate of any metabolite equals the total consumption rate (Figure 2C): 

𝑆 ⋅ 𝑣 = 0                                                                     [1] 

in which 𝑣 is the flux vector. The second type of common constraints is to define lower and upper 
bounds of metabolic fluxes. This constraint can be used to: (1) define the reversibility of the 
reactions in the model; (2) define the input nutrients for the model; (3) force the model to produce 
certain metabolites; (4) define the gene knockout profiles. With these constraints, an objective 
function needs to be defined to enable FBA. Among others, biomass production has been the most 
commonly used objective function, which describes all the biomass precursors like DNA, RNA, 
etc in the correct proportions (Feist and Palsson, 2010). Now FBA becomes a linear programming 
problem. By solving it, one can get the flux values through all reactions in the model.  

Current efforts made to improve the performance of a GEM fall into two groups: (1) improving 
the quality of the model by correcting the miss-annotated reactions in the model  (Chen et al., 
2019; Heavner and Price, 2015; Osterlund et al., 2012) and expanding the scope of the model by 
including more biological processes, like gene expression process (O’Brien et al., 2013), 
transcription regulation (Herrgård et al., 2006); (2) introducing additional biological constraints in 
the GEM, including thermodynamics (Henry et al., 2007), enzyme usage (Sánchez et al., 2017) 
and membrane constraints (Liu et al., 2014). Expanding the scope of the model and inclusion of 
any additional constraints comes along with additional parameters required. For example, enzyme-
constrained metabolic models (Sánchez et al., 2017) require the enzyme turnover number (kcat) for 
each enzyme-catalyzed reaction in the model. Accurate estimations or measurements of those 
parameters are critical for the performance of GEMs.  

However, since a constraints-based GEM relies on the steady state assumption of metabolism, it 
is only suitable for determining fluxes at steady state. It ignores the dynamic nature of the 
metabolism and cannot predict the metabolite concentrations. Genome-scale kinetic models move 
one-step further to resolve the shortages of constraints-based GEMs (Jamshidi and Palsson, 2008; 
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Smallbone et al., 2010).  The core of the kinetic models is to use ordinary differential equations 
(ODE) to describe the changing of metabolite concentrations over time (Figure 2D): 

!𝒙
!#
= 𝑺 ⋅ 𝒗(𝐸; 𝑥; 𝑘), 𝑥(0) = 𝑥$                                                   [2] 

in which S and v denote the stoichiometric matrix and the flux vector, respectively. S is the same 
as in the constraints-based GEM, while v is a function of many factors including enzyme 
concentration E (for enzymatic reactions), substrate concentrations x, and kinetic parameters k. 
There has been much progress made for the mathematical formalisms of enzyme kinetics, as 
reviewed in (Saa and Nielsen, 2017). Regardless of the difficulty from choosing the right kinetic 
formula for each enzyme, another challenge comes from the large number of kinetic parameters 
that need to be determined for genome scale kinetic modeling. These challenges have prevented 
its development and application. Current approaches have been focused on small scale models like 
ones for core metabolism (Khodayari et al., 2014) and/or on the development of strategies to 
improve the estimation of kinetic parameters (Khodayari and Maranas, 2016; Miskovic et al., 
2019).  

Metabolism is one of the most well-modelled biological systems, which however, only accounts 
for a part of the whole cell. Different models have been developed for other biological processes, 
like ODE based models for signaling pathways (Bridge et al., 2018; Shaw et al., 2019), Boolean 
computational models for gene-regulatory networks (Peter et al., 2012) and stochastic models for 
gene expression (Raj and van Oudenaarden, 2009). However, the ultimate goal of systems biology 
is to model the whole cell (Carrera and Covert, 2015; Tomita, 2001). A promising approach to this 
has been made by combining different models for different cellular processes together for the 
bacterium Mycoplasma genitalium (Karr et al., 2012). For instance, constraints-based GEM is used 
for metabolism, Poisson processes are used to model RNA and protein degradation, etc. This 
whole-cell model thereby enables the linkage between different biological processes. It was found 
to be able to describe the life cycle of a single cell from the level of individual molecules and their 
interactions and lead to various biological discoveries which were later confirmed by experiments. 
However, since models for different cellular processes were still based on the state-of-art models 
at that time, the approach did not go much beyond the understanding of the cell at that time.  

One would ask whether we really need a whole-cell model? My answer is yes. Truly for many 
applications, the whole-cell model is not necessary. A simple example is that a PN model or a 
GEM is enough for the prediction of essentiality of metabolic genes. But to understand the 
emergent properties in the whole cell system, it is necessary to build whole cell models, since the 
whole system is more than the sum of its parts (cellular processes) and interactions between the 
molecular components in different processes need to be captured (Kitano, 2002; Nielsen and 
Jewett, 2008).  

As reviewed above, there have been many attempts and much progress made to build mathematical 
models for either different cellular processes or even whole cells. The ultimate goal is a whole-
cell model that is fully dependent on the kinetics of all processes and also captures the stochastic 
properties of many biological processes. However, this is only possible when sufficient details of 
the system are known, including formulating the dynamics of each single component as well as 
parameters required for the formulation. We are still on the way to this goal. Development of such 
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theory-based models is a fundamental task in systems biology; however, it is challenging and time-
consuming. For instance, although the first GEM for S. cerevisiae was developed in 2003 (Förster 
et al., 2003), the research community is still working on expanding and refining this model even 
today (Lu et al., 2019). 

 

Machine learning  
Machine learning (ML) is at the core of artificial intelligence (AI) which aims to allow machines 
to perform tasks that require intelligence, like reasoning, learning, planning, problem-solving, 
perception, etc. (Luxton, 2016) (Figure 3A). It builds mathematical models based on data (training 
data) in order to make predictions or decisions without being explicitly programmed. The term 
“machine learning” first appeared in publications in the middle of the 20th century (Samuel, 1959). 
Growing attention has been given in the 21st century mainly due to two reasons: (1) advances in 
computational capacity, especially the development of graphic processing units (GPU) that 
speeded up deep learning (DL) (Oh and Jung, 2004; Raina et al., 2009), which represents the most 
advanced ML approach (Figure 3A); (2) the availability of big data that fueled the development of 
ML models as training data. 

There are currently three types of learning problems in ML: supervised learning, unsupervised 
learning and reinforcement learning (Figure 3B). In supervised ML, the main objective is to use 
ML algorithms to approximate the true function 𝑓(⋅) that maps the input features x to the output 
labels y:  

𝑦 = 𝑓(𝑥)                                                                 [3] 

in which x denotes the sample features and y denotes sample labels. Depending on whether the 
labels are categorical or continuous, there are two types of learning tasks, classification and 
regression (Figure 3B). The training approach tries to reduce the discrepancy between predicted 
labels and true labels.  

Supervised ML has been widely used in biology. For instance, a support vector machine based 
regression model was developed for the prediction of stability changes upon mutation from the 
protein sequence or structure (Capriotti et al., 2005a); a deep neural network based classifier was 
developed for the prediction of enzyme commission numbers (Ryu et al., 2019); and many others 
(Chiu et al., 2019; Heckmann et al., 2018; Märtens et al., 2016; Zhou et al., 2018).  

By contrast, unsupervised learning uses unlabeled training samples and can discover the 
similarities or differences between samples based on the features describing those samples (Tarca 
et al., 2007). In general, there are three types of tasks that can be addressed by unsupervised 
learning: association rule learning, clustering and dimension reduction. First, association rule 
learning is a rule-based approach for discovering the relationships between variables in the training 
dataset (PIATETSKY-SHAPIRO and G, 1991). The most intuitive example of this is market-
basket analysis (Cios et al., 2007): if we look into the trade records of a Chinese supermarket, we 
may find that customers who bought sliced lambs would very likely also buy hotpot ingredients. 
Retailers can use such information to strategically price or place their products or make 
recommendations on an on-line shopping platform. Associate rules have also been applied in 
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biology to analyze gene-expression data (Becquet et al., 2002; Carmona-Saez et al., 2006). 
Secondly, clustering represents the most commonly used unsupervised learning task. It is a process 
that groups similar samples together based on their features. For instance, patients with lung 
adenocarcinoma can be clustered into three groups based on their gene-expression profiles (Beer 
et al., 2002). Patients belonging to different groups can then receive different treatments. Thirdly, 
dimensionality reduction is another unsupervised learning approach for condensing or simplifying 
the features of samples in the training dataset (Meng et al., 2016; Zampieri et al., 2019). It has 
many advantages: (1) it allows the visualization of data when its dimensionality is reduced to 2D 
or 3D, for example the first two components in Principal component analysis (PCA) (Meng et al., 
2016); (2) in case of 𝑝 ≫ 𝑁 problem, which means the number of features (p) is far greater than 
the number of samples (N), with dimensionality reduction, p can be reduced close to or even 
smaller than N, which can then be used for the development of other ML models (e.g. classifiers) 
without the concern of 𝑝 ≫ 𝑁. An example that applies dimensionality reduction for the 
development of supervised models is the prediction of drug response from multi-omics data (Chiu 
et al., 2019).  

Reinforcement learning (RL) refers to a class of techniques designed to train computational agents 
to successfully interact with their environment, typically to achieve specific goals (Esteva et al., 
2019; Kaelbling et al., 1996). It has been successfully and commonly used in the applications like 
robotic manipulation (Gu et al., 2017), autonomous driving cars (Shalev-Shwartz et al., 2016), 
games (Silver et al., 2017), etc. It is not yet as commonly used as supervised and unsupervised 
learning approaches in biology, but there have been some promising attempts made (Bocicor et 
al., 2011; Mahmud et al., 2018; Ralha et al., 2010; Wang et al., 2018).  

The performance of obtained ML models from supervised and unsupervised learning relies on 
many factors involved in the different steps (Figure 3C). (1) The quality of the sample labels (for 
supervised learning) and the engineered features are critical, since the maxim “garbage in, garbage 
out” remains true for all ML algorithms (Beam and Kohane, 2018). This is particularly critical 
when applying ML to biological datasets, where labels in biological datasets usually come from 
experimental measurements and are thus noisy, and engineering relevant features is based on 
domain knowledge (Chen et al., 2020), which is usually lacking. (2) The choice and optimization 
of different ML algorithms. There are many different algorithms developed for both supervised 
and unsupervised learning. Take regression as an example, the popular algorithms include 
Gaussian process (Seeger, 2004), linear, LASSO (Santosa and Symes, 1986), Elastic Net (Zou and 
Hastie, 2005), Bayesian linear (Goldstein and Wooff, 2007), support vector machine (Cortes and 
Vapnik, 1995), decision tree (Breiman et al., 1984), random forest (Breiman, 2001; Tin Kam Ho, 
1995), gradient boosting (Breiman, 1997), artificial neural networks (Schmidhuber, 2015), etc. In 
addition to the choice of different algorithms, it is also very important to optimize the 
hyperparameters of the model (Claesen and De Moor, 2015). 

Generalization error, which is a measure of how accurate the model is when testing it on the unseen 
samples (Mohri et al., 2018), is used to evaluate the performance of ML models. In the 
development of ML models, especially supervised models, the original dataset is splitted into 
training, validation and test datasets. The training dataset is used to train models with different 
hyperparameters, and the validation dataset is used to select the hyperparameter set with which the 
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model achieves the best validation score. This best model is finally evaluated on the test dataset 
and the test score is reported as a measure of the generalization error. In cases when the training 
of the model is not time-consuming, nested cross-validation (Cawley and Talbot, 2010; Stone, 
1974) be used instead of the single split of train-validation-test  (Figure 3D). 

 

Figure 3. Machine learning. (A) Relationships between Artificial Intelligence (AI), Machine Learning (ML) and Deep 
Learning (DL). (B) Different categories of ML problems. (C) General steps for the development of a ML model. (D) 
An illustration of nested cross-validation approach. 5-fold for the outer loop and 3-fold for the inner loop are shown.  

 

Once a ML model is developed, in addition to its primary application in making predictions for 
unseen samples, interpreting what the model has learned becomes very important before applying 
it at an industrial scale (Doshi-Velez and Kim, 2017). Different ML algorithms have different 
levels of interpretability. For instance, it is very easy to interpret a linear model by just analyzing 
the coefficients while it is very challenging to interpret a deep learning model. There has been 
some promising progress made for interpreting complex ML models (Molnar, 2020). For example, 
identification of important features (Altmann et al., 2010; Breiman, 2001; Hooker et al., 2019; 
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Zheng et al., 2017) would give hints about what features globally drive the prediction of the model; 
evaluation of how a model makes a specific prediction with techniques like Local Interpretable 
Model-agnostic Explanations (LIME) (Ribeiro et al., 2016) and SHapley Additive exPlanations 
(SHAP)  (Lundberg and Lee, 2017); depiction of the functional relationship between certain input 
features and predictions with Partial dependence (PD) and individual conditional expectation 
(ICE) plots (Molnar, 2020). It should be noted that all the relationships revealed by ML approaches 
point to correlation instead of causality. Conversion from correlation to causal relationships needs 
further investigation and validation.   

 

When machine learning meets systems biology 
In systems biology, building mathematical models enables us to understand and predict how a 
system responds to external or internal signals and perturbations. Development of theory-based 
models requires our deep understanding of the system but relies less on the experimental data about 
the systems behavior. On the contrary, data-driven ML models require lots of observed data rather 
than detailed understanding of the system (Figure 4A). Thereby, the application of ML in systems 
biology can be divided into the following scenarios (Figure 4B). 

 

Figure 4. ML and theory-based models (TBM).  (A) ML and TBM in relation to the usage of biological knowledge 
and experimental data. (B) Combination of ML and TBM modelling approaches.  

 

Firstly, for a given biological system, if there is sufficient data but lack of biological knowledge 
for the development of theory-based models, training and then interpreting ML models can help 
predict the system behavior and identify the most important factors (features) that contribute the 
most to the model's predictive power. With the breakthrough in high-throughput technologies and 
accumulated biological data in the past decades, lots of data are currently available or easy-to-
generate. However, the development of underlying theory is still challenging for many biological 
systems. An example is the relationship between genotype and phenotype of S. cerevisiae. Despite 
there being thousands of strains with characterized genomes and phenomes (Gallone et al., 2016; 
Peter et al., 2018), there is still a lack of theory-based models that can describe how the variations 
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in genomes determine the strain phenotypes. Instead, ML alone can be used to associate genotype-
phenotype relationships by training supervised models using genomes as input and phenome as 
output. Interpretation of the resulting models would give hints about the key mutations or genes. 
In addition, the model could also be used to suggest specific genetic manipulations to achieve 
desired phenotypes. Examples for this kind of application were shown in Paper I & II.  

Secondly, in case that both data and knowledge are currently lacking, there have been many 
discussions around how to combine the advantages of data-driven ML and theory-based models in 
different scientific fields (Alber et al., 2019; Berthold et al., 2020; Karpatne et al., 2017; Montáns 
et al., 2019; Peng et al., 2020; Zampieri et al., 2019). In summary, they can be combined in two 
different ways: (1) to develop theory-based models and use ML to assist this development (ML 
assisted TBM); (2) to develop ML models and use the features derived from theory-based models 
(TBM assisted ML). In the former way, the objective is to develop a theory-based model. The 
major advantage of theory-based models is that it reveals the causality relationships and it is fully 
interpretable. However, simplified assumptions have to be made to enable the construction of 
theory-based models when the knowledge about the system is lacking. This would not only lead 
to the poor performance of the model but also make the model difficult to interpret and analyze 
(Karpatne et al., 2017). ML can thereby be used to resolve those challenges in many ways 
including parameter estimation, uncertainty quantification and reduction, analysis of simulation 
results from theory-based models (e.g. by unsupervised learning like PCA) (Paper III). On the 
contrary, the objective of the TBM assisted ML approach is to develop a predictive ML model. 
Although theory-based models should always be preferable due to the above-mentioned 
advantages, in some cases there can be a gap and a part of the system cannot be modelled with 
theory-based models. In this case, the missing part can be filled with ML models, which take the 
output or features derived from the theory-based models as input. An example for this is the 
prediction of drug side effects through the combination of ML and genome scale models (GEM) 
(Shaked et al., 2016). In this application, the flux bounds for different drugs was first obtained by 
simulating GEMs with flux variance analysis. Then those bounds were used as input features to 
train a support vector machine to predict the drug side effects. This approach not only provides a 
way to estimate the drug side effects, but also enables identification of key reactions and pathways 
that are important for identifying specific side effects. Another promising approach is to develop 
theory-informed deep learning models by designing the connections between nodes in different 
layers in the deep neural networks based on biological networks (Crawford and Greene, 2020; 
Gazestani and Lewis, 2019; Lin et al., 2017; Yu et al., 2018), so called visible neural networks 
(VNN) (Ma et al., 2018).  

Lastly, even if there is sufficient knowledge that enables the construction of a very detailed theory-
based model, it can still benefit from ML approach. Simulating a large-scale detailed theory-based 
model can be time- and resource-consuming, especially in some cases it has to be simulated for 
thousands or millions of times. In such a case, a ML model can be used as a surrogate model to 
speed-up the simulation process. Unsupervised learning techniques can also be used to 
interpret/analyze the simulation results of theory-based models.  
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Aims and scope 
In this thesis, I firstly demonstrated that ML alone can be used to model the genotype-phenotype 
relationships with two examples: ML applied to (1) resolving genotype–phenotype relationships 
in S. cerevisiae (Paper I). (2) predicting optimal growth temperature (OGT) of microbes from 
their proteomes (Paper II). In the second section, I used the example of modelling the 
thermosensitivity of yeast metabolism to demonstrate how ML techniques can be used to assist the 
development of an enzyme and temperature constrained genome-scale metabolic model (Paper 
III). In many applications, regression is among the most frequently used approaches. As discussed 
in the Background section, the performance of regression models depends on many factors, 
including but not limited to feature engineering and quality of response values. In the third section, 
to estimate how the presence of noise in response values affects the development of regression 
models, I mathematically derived a theoretical upper bound for the coefficient of determination 
(R2) for regression models and applied it to aid the development of several regression models 
(Paper IV). In the end, I used an example of applying deep transfer learning to predicting protein 
melting temperatures and enzyme catalytic temperature optima, to demonstrate the application of 
deep learning on small biological datasets with limiting biological knowledge-based features 
(Paper V).  
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Genotype-phenotype relationships (GPR): abundant data with 
limited theory 
Understanding the relationship between genotype, which refers to the genomic background of an 
organism, and phenotype, which is the characteristics or traits of an organism, is fundamental in 
biology (Kemble et al., 2019). The abilities for determination of the genotype of an organism 
becomes easier and cheaper than ever before with the breakthrough in genome-sequencing 
technologies (Schuster, 2008). Resolving GPR enables both understanding how genotypes 
determine phenotypes and predicting phenotypes when new genomic perturbations are introduced. 
Theory-based models are lacking due to current limited understanding about GPR. Current 
approaches use top-down systems biology approaches by first generating lots of genomic and 
phenotypic data (Figure 5) and then applying genome-wide association study (GWAS) to identify 
the key genetic variants associated with the trait of interest by applying massive numbers of 
statistical tests (Pearson and Manolio, 2008; Zeng et al., 2015). GWAS is particularly useful when 
applying it to study the genetic variations between two groups of samples. ML approaches could 
be a promising complement to GWAS, especially when the number of samples is large. The 
genomic features can be extracted for the development of supervised ML models (classifiers or 
regressors). The resulting model can be used in two distinct ways: (1) predicting the phenotypes 
when new genomic perturbations are introduced, which is exactly one of the objectives in GPR 
study; (2) prioritizing genomic features according to the feature importance scores derived from 
the model. In this chapter, two examples for each of the above two applications will be discussed 
(Paper I & II).  

 
Figure 5. A classical regime for the generation of genomic-phenotypic data.  
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Case 1: Resolving yeast GPR with pan-genome reconstruction and ML 
 

Dataset S. cerevisiae is among the species with the most abundant genomic and phenomic data 
since it serves as a powerful model system to study eukaryotic biology (Botstein and Fink, 2011; 
Goffeau et al., 1996) and widely used platform strain for the production of fuels, chemicals and 
pharmaceuticals (Nielsen, 2015). In this section, a total of 1,392 genomes from different S. 
cerevisiae strains were collected from GenBank and published literature, thus treated as different 
perturbations in the genome (Figure 5). The quality of these genomes was scrutinized, and low-
quality genomes were removed. 1,364 genomes were finally obtained. 767/1,364 strains were 
selected and categorized based on their phenotypic features and industrial applications (Wine, 
Beer, Clinical, Sake, Bakery and Bioethanol) (Paper I).  

 

Figure 6. Resolving yeast GPR with pan-genome and ML. (A) The pan-genome reconstruction process. (B) Histogram 
chart that describes the distribution of the fraction of strains that each gene cluster covers. Those gene clusters were 
manually categorized into three groups: extended core (gene clusters that cover at least 95% of strains), accessory 
pool (gene clusters that cover only 5% or less of strains) and character genes (genes that cover 5–95% of strains). The 
number of gene clusters belonging to each category was shown in the parentheses. (C) Multiple correspondence 
analysis on the presence/absence of genes in the pan-genome. (D) Accuracy score obtained by 5-fold cross-validation 
with a random forest classifier using gene P/A or CNV features. (E) Accumulated feature importance curve from (D) 
on P/A dataset. The top genes contribute to 90% of the prediction power. (F) The pan-genome categories and KEGG 
function categories of the top genes.  

 

 

 



13 

 

Feature engineering via pan-genome reconstruction  

Once samples were collected, the next step was to manually extract representative features to 
represent those samples (Figure 3C). There are many features that can be extracted, like single 
nucleotide polymorphisms (SNPs), chromosomal rearrangements, gene presence/absence (P/A), 
gene copy number variation (CNV), etc. P/A and CNV are the simplest but informative features 
associated with many phenotypes among others (Peter et al., 2018).  The extraction of P/A and 
CNV can be done by the reconstruction of the pan-genome, which accounts for a set of all genes 
across all strains within this species (Tettelin and Masignani, 2005). The reconstruction was done 
at the protein level by first predicting protein-coding genes from genome sequences and then 
clustering the resulting translated protein sequences based on the similarities (Figure 6A). This 
approach clustered the 8.9 million protein sequences from 1,364 genomes of different strains into 
7,078 protein clusters (Figure 6B). We refer to these 7,078 protein clusters as 7,078 genes in the 
pan-genome hereafter. This pan-genome can then be encoded with either gene P/A or CNV tables, 
which can be used as input features for later ML analysis.  

Unsupervised learning reveals strain similarities  

Gene P/A of 767 labeled strains were analyzed with Multiple Correspondence Analysis (MCA) 
(Abdi and Valentin, 2007), which is a supervised ML method like PCA, but designed for 
categorical variables. The results reveal some interesting patterns (Figure 6C): (1) most of the 
strains are clustered close to each other, indicating that most strains are very similar to each other 
in terms of the gene content; (2) the MCA was also able to distinguish strains from subclasses 
‘Beer1’ and ‘Beer2’ as previously described (Gallone et al., 2016) (Paper I).  

 

Supervised learning prioritizes the important genes  

We next applied supervised ML to identify the major differences across strain types. The random 
forest classifier algorithm was chosen as it can score the feature importance. The model was trained 
on either gene P/A or CNV as input features to classify strains into these 6 different strain types. 
CNV contains additional copy number information in addition to gene P/A. Both models on P/A 
or CNV achieved accuracies up to 90% (Figure 6D).  The model does not perform better when 
using CNV than only P/A, which indicates that gain/loss of some genes is more likely to determine 
the strain types rather than increase/decrease of the gene copy number. To prioritize the important 
genes that contribute to the differences among different strain types, the feature importance scores 
were extracted from the model trained on P/A and the top 527 genes that contribute 90% of the 
predictive power were obtained (Figure 6E). Further functional analysis (Figure 6F) of those genes 
revealed that (1) those important genes mainly belong to the group of character genes in the pan-
genome; (2) function of most genes are poorly annotated so far; (3) the largest group of genes with 
known functions are metabolic genes. This makes sense as most of those selected strains were used 
for the production of different products in industry and hence have been selected for having distinct 
metabolism, e.g. for utilization of certain metabolites in the medium or producing specific flavors. 
Further analysis of those strains thereby can be focused on the metabolism with strain-specific 
theory-based models (e.g. GEM) (Paper XI).  
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Case 2: Annotating thermal niche of microorganisms with ML 
In the above example, ML was used mainly to interpret the relationships between genomic features 
and sample strain phenotypes. There are also cases in GPR study that our objective is to develop 
a predictive model for re-use. An example for this is predicting the optimal growth temperature 
(OGT), which is an important characteristic of microorganisms, directly from their genomes. The 
OGT has been widely used in various applications, including enzyme engineering (Demirjian et 
al., 2001), microbiology (Kato et al., 2019), evolution biology (Green et al., 2013; Nguyen et al., 
2017). However, experimental determination of OGT remains challenging since it is a laborious 
process that requires cultivation in temperature-controlled conditions or most microorganisms that 
cannot even be cultured in the laboratory (Rappé and Giovannoni, 2003). The direct link between 
genome and OGT so far is not well understood yet, even though huge efforts have been paid in the 
past decades to uncover the factors that determine OGT at various levels of DNA, RNA, proteins 
and metabolic pathways (Engqvist, 2018; Hickey and Singer, 2004). Current knowledge is still far 
from enough to develop theory-based models that describe causal link between strain genome and 
OGT.  

Notably, there has accumulated lots of traits data, including OGT for thousands of microorganisms 
in the past decades, which are collected and stored in different public databases like ATCC 
(http://www.lgcstandards-atcc.org), DSMZ (http://www.dsmz.de), NCTC (http://www.phe-
culturecollections.org.uk), NIES (http://www.shigen.nig.ac.jp) and BacDive database (Söhngen et 
al., 2016), etc. OGTs from those databases have been combined into a single and well-structured 
dataset with 21,498 microorganisms by Engqvist MKM (Engqvist, 2018). In addition, with the 
development of genome sequencing technologies, genomes of many microorganisms in this 
dataset have been sequenced and annotated. This enables us to develop ML models for the 
prediction of OGT from the genome of microorganisms (Paper II).  

Dataset A high-quality dataset is crucial to the development of ML models. In this application, a 
dataset containing OGTs of 21,498 microorganisms was collected (Engqvist, 2018). Since 
characteristics of proteomes, especially the amino acid compositions, were found to be strongly 
correlated with organism OGT (Hickey and Singer, 2004), proteomes of 5,761/21,498 
microorganisms were collected from various public databases. After removal of low-quality 
protomes, a dataset with 5,532 organisms was obtained (Figure 7A).  

Model development and validation Once the training dataset is obtained, the next step is to 
develop and validate ML models. This is a supervised learning problem that aims to develop a 
predictive regression model. Six different regression algorithms were tested with a nested-cross 
validation approach (As illustrated in Figure 3D). The coefficient of determination score (R2) was 
used as the measure of model performance. Two sets of features: amino acid compositions and 
dipeptide compositions, were tested individually as well as in combination. The best model (R2 of 
0.88) was achieved by training a support vector machine repressor using the feature set of dipeptide 
compositions (Figure 7B). It shows the highest accuracy compared with models developed by 
other approaches on the same dataset (Nakashima et al., 2003; Zeldovich et al., 2007). The final 
SVR model was then trained with all the samples.  

Availability In this application, it’s important to make our model publicly accessible and reusable. 
Thereby, we developed a command-line based tool called Tome for this OGT model 
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(https://github.com/EngqvistLab/Tome)). It can be executed with a single command by taking all 
the proteins for a given organism in FASTA format as input (Figure 7C). 

 

Figure 7. Development and release of OGT prediction model. (A) Distribution of OGTs in the training dataset; (B) 
Coefficient of determination score (R2) obtained by a 5-fold cross-validation for six different regression models. Error 
bars represent the standard deviation of R2 scores. AAC, amino acid composition; DPC, dipeptide composition; (C) A 
command line tool (Tome) for OGT prediction was developed.  

  



16 

Thermosensitivity of yeast metabolism: some theory and some data 
Temperature is one of the most important environmental factors that can dramatically affect the 
physiology of organisms. As shown in the last chapter, each microorganism has evolved to its own 
optimal growth temperature (OGT), where minor deviations from the optimal temperature by 
merely a few degrees can dramatically impair cell growth. For instance, the model eukaryotic 
organism S. cerevisiae has an optimal growth temperature of ~30°C, whereas a temperature of 
42°C is already lethal to the organism (Caspeta and Nielsen, 2015; Zakhartsev et al., 2015). 
Functions of all the cellular components, such as DNA, RNA, proteins and lipids are affected by 
temperatures to different extent (Driessen et al., 2014; Leuenberger et al., 2017; Neidleman, 1987; 
Slivka et al., 2012). As a matter of fact, the temperature dependence of the cell physiology is a 
function of the temperature dependences of all cellular components. However, mapping the 
temperature effects on single cellular components to ones on cell physiology has been a long-
standing question in systems biology, where the main obstacles are the lack of sufficient data and 
theory.  

Many models that describe the temperature dependence of cell growth were developed based on 
the very simplified assumptions. For example, in the textbook for biological engineering 
(Villadsen et al., 2011), the temperature dependence of growth rate is considered as a function of 
enzyme activity and protein denaturation at a proteome scale:  

𝑟(𝑇) = %&!"#/%&

'()&!'()/%&
                                                        [4] 

in which A and B are two constants; Eg is the activation energy of the growth process; 𝛥𝐺! is free 
energy change of protein denaturation; R is the universal gas constant; T is the temperature. In 
another work, Dill K. et al used the protein length distribution in the proteome of a microorganism 
as well as a dominant activation energy term (𝛥𝐻∗) to describe the temperature dependence of cell 
growth (Dill et al., 2011):  

𝑟(𝑇) = 𝑟$𝑒+,-
∗//0∏ 𝑓(𝑁1 , 𝑇)2

13'                                             [5] 

where 𝑟$ denotes a growth-rate constraint.  Γ is the number of proteins that are essential to growth. 
𝑓(𝑁1 , 𝑇) is the probability that the i-th essential protein is in the folded state, which can be 
estimated from the protein length. This model is useful to give an estimate of the number of 
essential proteins for cell growth which can be used to interpret the differences between strains 
with different genetic backgrounds (Caspeta and Nielsen, 2015). There are many other similar 
models as reviewed in (Grimaud et al., 2017). All these models use very few proteome-wide 
parameters to describe the temperature dependence of cell growth. However, it captures very little 
information about the temperature dependence of cellular components like proteins and their 
associations, which limits their application to further our understanding of temperature effects on 
cell physiology from a molecule level.  

To this end, Chang R et al (Chang et al., 2013) developed a genome-scale metabolic model (GEM) 
for Escherichia coli that incorporates the temperature dependence of enzyme activities. This was 
done by firstly determining the maximal flux through each reaction (Vmax) and then making this 
Vmax temperature dependent and using it as the new upper bound in the constraints. The temperature 
dependence of Vmax is described as a product of protein denaturation for which a two-state 
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denaturation was assumed, and activity for which the Arrhenius equation was used. The resulting 
model was able to predict the growth-limiting reactions for thermotolerance which were then 
validated by experiments. Later, the model was expanded by Chen K et al (Chen et al., 2017) by 
including the protein-folding and chaperone network into the GEM that contains both metabolism 
and protein expression networks. Additional temperature dependence of folding kinetics and 
aggregation propensity was included for each protein in the model. The resulting model was able 
to predict the chaperone-mediated proteome reallocation of E. coli at different temperatures.  

With the increasing complexity of the models, the number of parameters increases from several 
(e.g. 4 in Eq 4 and 3 in Eq 5) to a few thousand (e.g. GEM-based). Most of the parameters are 
unknown and have to be estimated empirically or computationally. Even with experimentally 
determined values, they are not very accurate due to the noise in the experimental settings and 
inherent difference between in vitro and in vivo conditions. This leads to large statistical 
uncertainties in model parameters and can make the models unreliable. The situation becomes 
even worse when modelling more complex organisms like S. cerevisiae and other ones which are 
not as well-studied as E. coli.  

In this chapter, I will discuss how ML technologies can help resolve those challenges when 
modelling the thermosensitivity of yeast metabolism (Paper III).  

Development of enzyme and temperature-constrained GEM 
In principle, the genome-scale kinetics model is preferred for modelling the thermosensitivity of 
yeast metabolism. However, development of such models is not feasible at the moment due to the 
lack of detailed kinetics of enzymatic reactions. Thereby, the simplified version constraints-based 
GEM under the steady-state assumption was chosen (Figure 8). To model the temperature 
dependence of yeast metabolism at the molecular level, modelling how temperature affects enzyme 
activities is the primary step. A classical view is that it’s a combination of temperature effects on 
enzyme denaturation and turnover number kcat (Figure 8A).  

 

Denaturation The two-step denaturation assumption is the simplest way to model the temperature 
dependence of the protein denaturation process (Chang et al., 2013; Chen et al., 2017; Kumar and 
Nussinov, 2001). Under this assumption, a protein molecule is in either native or denatured state 
and the transition between two states is reversible (Figure 8B). Thereby, the concentration of an 
enzyme in the cell at different temperatures can be modelled as  

[𝐸]4,1 =
[7]+,-									
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                                                         [6] 

in which [𝐸]4,1 is the concentration of enzyme i in the native state; [𝐸]#,1 is the total enzyme 
concentration including both native and denatured enzymes; ∆𝐺9(𝑇) is the free energy difference 
between the denatured state and the native state, which can be obtained from  

∆𝐺9(𝑇) = ∆𝐻∗ + ∆𝐶:,9(𝑇 − 𝑇-∗) − 𝑇∆𝑆∗ − 𝑇∆𝐶:,9𝑙𝑜𝑔(
0
03
∗)                    [7] 
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in which ∆𝐻∗ and ∆𝑆∗ are the enthalpy and entropy changes between the denatured and native 
states at convergence temperatures 𝑇-∗  (373.5 K) and 𝑇;∗ (385 K) (Murphy and Gill, 1991; 
Robertson and Murphy, 1997; Sawle and Ghosh, 2011); ∆𝐶:,9 is the difference in heat-capacity 
change between the denatured and native states. Thereby, to obtain the temperature dependence of 
enzyme denaturation, three parameters ∆𝐻∗, ∆𝑆∗ and ∆𝐶:,9 are required.  

 

Turnover number kcat The classical view of temperature effects on chemical reactions is usually 
described with Arrhenius equation (Eq 6):  

𝑘 = 𝐴𝑒+74//0                                                             [8] 

where A is a constant, R is the universal gas constant and 𝐸<  is the activation energy. However, 
many studies have found that it is insufficient to explain the temperature dependence of enzyme 
activities together with protein denaturation (Buchanan et al., 1999; Daniel and Danson, 2010; 
Hobbs et al., 2017; van der Kamp et al., 2018). Thereby, an expanded Arrhenius equation 
(macromolecular rate theory) was used (Figure 8C), by including a non-zero heat-capacity change 
(∆𝐶:

‡) between the transition state and the ground state of the enzyme catalytic process (Hobbs et 
al., 2017; van der Kamp et al., 2018):  

𝑘><#(𝑇) ∝ 	
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@
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%&                                                    [9] 

in which kB is the Boltzmann constant, h is Planck’s constant and ∆𝐺‡(𝑇) is the free energy 
difference between the ground state and the transition state which can be expressed as  

∆𝐺‡(𝑇) = ∆𝐻07
‡ + ∆𝐶:

‡(𝑇 − 𝑇$) − 𝑇 G∆𝑆07
‡ + ∆𝐶:

‡𝑙𝑛	 G0
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in which ∆𝐻07
‡  , ∆𝑆07

‡  and ∆𝐶:
‡ are the differences in enthalpy, entropy and heat capacity change 

between the transition and ground states, respectively, and 𝑇$ is the reference temperature.  

 

Enzyme and temperature constrained GEM (etcGEM) An enzyme constrained model has been 
previously developed for yeast  (Sánchez et al., 2017). Its central concepts are: 1) the flux through 
each reaction cannot exceed the capacity of its catalytic enzyme: 		𝑣1 ≤ 	𝑘><#,1 ∙ [𝐸]1 	, where [𝐸]1 
is the concentration of enzyme 𝑖;  2) the total enzyme amount is limited in the cell: ∑[𝐸]1 ≤ [𝐸]# . 
Once the temperature dependent denaturation and 𝑘><# were considered, [𝐸]1 	in the first constraint 
should be  [𝐸]4,1 which is the concentration of individual active enzymes. [𝐸]1 in the second 
constraint should be [𝐸]#,1 = [𝐸]4,1 + [𝐸]A,1, which is the total concentration of enzymes in both 
active and denatured forms (Figure 8A). In addition, to capture the increased expenditure for 
maintenance under increased heat stress, a temperature dependent Non-Growth Associated ATP 
maintenance term can be assumed from experimental measurements. All the constraints in 
etcGEM are summarized in Figure 8A.  
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Figure 8. Enzyme and temperature constrained GEM (etcGEM). (A) An illustration of the temperature effects on 
enzyme-catalyzed reactions and their integration into a constrained GEM. (B) A two-state denaturation model was 
used to describe the temperature dependent unfolding process. [𝐸]8 is the concentration of the enzyme in native state; 
Topt is the optimal temperature at which the specific activity is maximized; Tm and T90 are temperatures at which there 
is a 50% and 90% probability that an enzyme is in the denatured state, respectively. (C) Macromolecular rate theory 
describing the temperature dependence of enzyme turnover number 𝑘9:;. Inset shows the heat capacity difference 
between ground state (E+S) and transition state (E-TS), adapted from Hobbs J., et al (Hobbs et al., 2017). (D) 
Temperature dependence of enzyme specific activity 𝑟, which is a product of (B) and (C).  

 

In the etcGEM, to quantitatively describe the temperature dependence of enzyme activities, two 
Gibbs free energy expressions (∆𝐺9(𝑇) in Eq 7 and ∆𝐺‡(𝑇) in Eq 10) respectively for protein 
unfolding and catalytic process are required. Thereby, six thermal parameters ∆𝐻07

‡ , ∆𝑆07
‡ , ∆𝐶:

‡, 
∆𝐻∗, ∆𝑆∗, ∆𝐶:,9 for each enzyme and its catalyzed reaction have to be determined. However, the 
direct experimental measurement of those thermal parameters is not possible. They have to be 
obtained indirectly. In this case, we need to use theories already developed:  

(1) the ∆𝐺9	at melting temperature (Tm) (the temperature at which there is a 50% possibility that 
an enzyme is in the denatured state) is 0 (Figure 8B);  

(2) the ∆𝐺9 at T90 (the temperature at which there is a 90% possibility that an enzyme is in the 
denatured state) is −𝑅𝑇𝑙𝑛9 (Figure 8B);  

(3) the 𝑘><# value at Topt (the temperature at which the specific activity is maximized) is known 
and can be incorporated into Eq 9 (Figure 8C);  

(4) at Topt the first order derivative of specific activity with respect to temperature is 0 (Figure 8D);  



20 

(5) ∆𝐻∗ and ∆𝑆∗	can be estimated directly from protein sequence length  (Sawle and Ghosh, 2011).  

After applying all those theories (check details in Paper III), there are three parameters that have 
to be determined for each enzyme in etcGEM: Topt, Tm and ∆𝐶:

‡. 

ML for parameter estimation 
In the resulting yeast etcGEM, there are 764 enzymes described with 2,292 parameters (Topt, Tm 
and ∆𝐶:

‡ for each enzyme). However, values of most parameters are unknown. For example, there 
are only around 14 enzymes with Topt  values (as of Feb 2018) from  BRENDA (Jeske et al., 2019) 
which is the main resource for enzyme data, that can be successfully mapped to etcGEM through 
Uniprot ID. With Tm, 266/764 enzymes have an experimentally determined value (Leuenberger et 
al., 2017). While there is no experimental data for ∆𝐶:

‡of any yeast enzymes. Determination of 
those missing values becomes the first challenge in modelling the thermosensitivity of yeast 
metabolism with etcGEM. I therefore used data-driven ML approaches to estimate those missing 
values.  

Enzyme Topt (Papers II and IV) Although there are very limited records for yeast enzymes in 
BRENDA (release 2018), there are about 33,000 Topt records for enzymes from different 
organisms, of which around 5,300 can be associated with a Uniprot ID which can then be used to 
get protein sequences. Those data can be used to train a regression model for the prediction of 
enzyme Topt directly from primary sequences. Domain knowledge can be incorporated to engineer 
the relevant features for enzyme Topt prediction. In biotechnology and protein engineering OGT is 
typically used directly to guide the discovery of thermostable enzymes (Vieille and Zeikus, 2001). 
This is under the fact that each enzyme should be at least functional at the OGT of its source 
organism. Then we can expect that OGT can be used as one of informative features for the 
prediction of enzyme Topt. Thereby, an enzyme Topt dataset with 2,609 enzymes with known 
sequences and OGTs of their source organisms were collected (Figure 9A).  

Three sequence-based feature sets were extracted: amino acid composition, dipeptide composition 
and basic protein properties, including sequence length, isoelectric point, molecular weight, 
aromaticity (Lobry and Gautier, 1994), instability index (Guruprasad et al., 1990), gravy (Kyte 
and Doolittle, 1982), and fraction of three secondary structure units: helix, turn, and sheet. Five 
regression models were tested on those feature sets (Figure 9B). It showed that inclusion of OGT 
as an additional feature to the sequence-based features greatly improved the model performance 
(R2 improved from 0.3 to over 0.5), which is in line with our original expectation about the 
relationship between enzyme Topt and OGT. The combination of amino acid composition and OGT 
already achieved the highest R2 score with a random forest regressor in a 5-fold cross-validation. 
Further inclusion of any other feature sets such as dipeptide composition did not further improve 
the model performance. This means that although dipeptide composition itself showed some 
predictive power (R2 of 0.25) to the enzyme Topt, they do not provide additional information 
compared with amino acid frequencies for the prediction of enzyme Topt.  

Two straightforward ways that are promising to further improve the prediction of enzyme Topt are: 
(1) collection of more samples and (2) engineering more features. To collect more samples, Topt of 
5,675 enzymes with known protein sequences were collected from the newly released BRENDA 
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(2019). Of these 3,096 enzymes were successfully mapped to a microbial OGT database (Engqvist, 
2018). This new release provided around 400 more training samples. Two large feature sets were 
extracted: (1) 5,494 domain knowledge-based features belonging to 20 different subsets were 
extracted with iFeature (Chen et al., 2018); (2) UniRep (Alley et al., 2019), a deep-learning based 
sequence embedding with 5,700 descriptors was extracted. Those different sub-feature sets showed 
different prediction power to enzyme Topt (Figure 9C). Interestingly, the amino acid composition 
alone already achieved the best model performance (R2 of ~0.4) among other feature sets including 
UniRep as well as the combination of 20 sub-feature sets extracted from iFeature (Figure 9C). 
Inclusion of OGT as an additional feature into any feature sets again boosted the performance of 
ML models (Figure 9C). The best model achieved an R2 score of 0.55 in a 5-fold cross-validation.  

 

Figure 9. Development of enzyme Topt prediction model. (A) Distribution of Topt values in the training dataset. (B) 5-
fold cross-validation results for five regression models on different feature sets. The “=” shows the explained variance 
when using OGT as the estimation of enzyme Topt. “+” and “-” denote the presence and absence of feature sets used 
for ML analysis. Error bars show the standard deviation of R2 scores obtained in 5-fold cross validation. AAC, amino 
acid frequencies; DPC, dipeptide composition; Basic, basic properties of proteins. (C) The performance comparison 
between the best regression models on different feature sets with and without OGT as an additional feature.  

 

The enzyme Topt prediction model is not only useful to estimate the Topt of yeast enzymes to 
parameterize the etcGEM (Figure 8), but also has a wide application in enzyme engineering. The 
best model was applied to annotate two enzyme databases: BRENDA and CAZy (Lombard et al., 
2014) which is a database with carbohydrate-active enzymes. 6.5 million and 0.9 million enzymes 
respectively from BRENDA and CAZy were successfully mapped to microorganisms with known 
OGT and their Topts were predicted by the best ML model developed in this thesis. Those 
annotations are particularly useful for the identification of enzymes serving as starting points for 
protein engineering. Furthermore, we incorporated those annotated datasets into the previously 
developed command line-based tool Tome (Figure 7C) to ensure easy access to those data. It can 
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be used for the identification of enzyme functional homologues with different estimated Topt, one 
can either simply specify an EC number or CAZy family ID and temperature range of interest to 
get all enzyme sequences matching the criteria. Alternatively, the sequence of an enzyme of 
interest can be provided in fasta format. The algorithm will then perform a protein BLAST 
(Camacho et al., 2009) and an additional output file will be generated containing only homologous 
enzymes within the specified temperature range.  

 

Protein melting temperature (Tm) There have been many theoretical or semi-theoretical models 
developed for the prediction of protein melting temperatures. Those methods are mainly based on 
either only protein length (Sawle and Ghosh, 2011) or protein 3D structures (Murphy and Gill, 
1991; Oobatake and Ooi, 1993). Those methods suffer from either low-accuracy due to over-
simplified assumptions (e.g. protein length-based approaches) or the lack of high-quality structures 
for most enzymes. Take S. cerevisiae as an example, even with homology modelling, only around 
50% of the enzymes have at least one structure with a length coverage higher than 95% according 
to SWISS MODEL (2018-01-16) (Bienert et al., 2017). In addition, there is no strong correlation 
between the length of the proteins and their experimentally measured melting temperatures 
(Leuenberger et al., 2017). Thereby, I tested if we can develop a predictive ML model for the 
prediction of protein Tm. An excellent dataset for this is from Leuenberger et al (Leuenberger et 
al., 2017), where melting temperatures (Tm) of 3,557 proteins from E. coli (730 proteins), S. 
cerevisiae (707), Thermus thermophilus (1,083), and human cells (1,037) were measured via a 
proteomics approach (Figure 10A). Next, we extracted 2,618 features from primary protein 
sequences, and predicted secondary structure, relative solvent accessibility and disordered regions 
(Details in the legend of Figure 10). The performance of several regression models was tested via 
5-fold cross-validations. As shown in Figure 10B, all models tested on organism-specific datasets 
performed very poorly with an R2 score close to zero, even on the combined dataset with proteins 
from three mesophiles. Surprisingly, the best model trained on the proteins from all four organisms 
achieved an R2 score of 0.62. Then we asked if this model was truly better than ones trained on 
organism-specific datasets with a near-zero R2. Importantly, an R2 score of 0 means that the model 
is equivalent to a null model which uses the mean value of target variables as the prediction and 
doesn’t depend on any other features, whereas a negative/positive R2 score means that the model 
is worse/better than the null model. Therefore, during the 5-fold cross validation of random forest 
on the “All’’ dataset, test R2 scores on proteins from individual organisms as well as with all 
mesophiles were calculated (Figure 10C). The results suggested that, even though this model 
performed well on proteins from all four organisms, it performed worse than an organism-specific 
null model.  

In this case, for etcGEM, the best option is to use a yeast null model which uses the mean Tm of all 
existing yeast proteins (51.9 °C) as the prediction for ones with unknown Tms.   
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Figure 10. Development of ML models for the prediction of protein melting temperatures (Tm).  (A) Distribution of 
melting temperatures from four different organisms. (B) The performance of five different regression models on 
different datasets in a 5-fold cross validation. (C) The performance of the best model trained on ‘All’ (random forest), 
compared with individual null models. Features used in this application: primary sequence and physicochemical 
features were extracted with propy (Cao et al., 2013), which is similar to ones extracted by iFeature which was 
published after those analyses. Protein sequence length, isoelectric point (pI) and molecular weight were extracted 
with BioPython (Cock et al., 2009). A 2-class and a 20-class relative solvent accessibility were predicted with ACCpro 
and ACCpro2 (Magnan and Baldi, 2014) for each protein, respectively. 162 features were calculated based on the 
predicted results. Protein disorder regions were predicted by DisEMBL (Linding et al., 2003). 9 features were further 
calculated based on the predicted results for each protein. A 3-class and an 8-class protein secondary structures were 
predicted by SSpro and SSpro8  (Magnan and Baldi, 2014) for each protein, respectively. Each protein sequence was 
thereby converted to two secondary structure sequences. For 3-class secondary structures, k-mer (k = 1, 2, 3, 4, 5) 
features were extracted. For 8-class secondary structures, k-mer (k = 1, 2, 3) features were extracted. Note: those 
results are not included in any papers or manuscripts since they are negative.  

Enzyme ∆𝑪𝒑
‡ 	∆𝐶:

‡ is the heat capacity difference between the ground state and the transition state 
in the catalytic process of enzymatic reactions (Hobbs et al., 2017; van der Kamp et al., 2018). It 
has been shown as the evolutionary driver for thermal adaptation of enzyme catalysis (Nguyen et 
al., 2017). While it remains challenging to directly measure the value of ∆𝐶:

‡ by experiments, it is 
usually obtained by fitting the Eq 9 to experimentally determined kcat values at different 
temperatures. For enzymes in yeast etcGEM, those experimental data are missing or hidden in the 
literature. Thereby, an average value of -6.3 kJ/mol/K was estimated by fitting the Eq 9 to yeast 
specific growth rate at various temperatures (Hobbs et al., 2017). This value was then applied for 
all enzymes in the yeast etcGEM.  

ML for uncertainty quantification and reduction 
So far, I have discussed how to estimate the missing values for parameters in the etcGEM via data-
driven ML approaches. The yeast etcGEM equipped with those parameters should then be 
validated by simulating the temperature dependence of yeast physiology to see if the results are 
consistent with experimental data. Thereby, three datasets were collected for the model validation: 
(i) the maximal specific growth rate in aerobic batch cultivations  (Caspeta and Nielsen, 2015), (ii) 
anaerobic batch cultivations (Zakhartsev et al., 2015), and (iii) fluxes of carbon dioxide (CO2), 
ethanol and glucose in chemostat cultivations (Postmus et al., 2008), at various temperatures. It 
showed that etcGEM can only accurately reproduce the data when the temperature is lower than 
about 30 °C, while it failed at the high temperature range (>30°C) (Figure 11). As illustrated in 
Figures 8B-C, this may due to that at lower temperatures the temperature dependence of enzyme 
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kcat values is the major determining factor, while at higher temperatures there are additional 
complicate factors such as the protein denaturation and increased energy for maintenance 
(Zakhartsev et al., 2015). Particularly, the metabolic shift as shown in Figure 11C happens within 
about 2 degrees (36-38 °C) and accurate prediction of this metabolic flux shift may require very 
precise enzyme parameter values.  

 

Figure 11 Simulated results of specific growth rate at (a) aerobic, (b) anaerobic batch cultivations and (c) ethanol flux 
at chemostat cultivation with etcGEM at different temperatures. Pred, predicted results by etcGEM. Exp, experimental 
data.  (DEF) Simulated results when randomly sampling parameters (128 times) from pre-defined distributions that 
describe the uncertainties in the parameter values. rmax, maximal specific growth rate, corresponding to the y-axis label 
in A and B.  

Then how accurate are our parameter values? Enzyme Topt values were predicted by the ML model, 
which showed an R2 score of around 0.5 in a 5-fold cross validation. It corresponds to a root mean 
squared error of 13.0 °C in the predicted values. Experimentally determined enzyme Tms have an 
experimental error of around 3.4 °C while the values estimated by the yeast null model have a 
standard variance of 5.9 °C. Using the same ∆𝐶:

‡ value for all enzymes is a very simplified 
assumption. How do those uncertainties in the model parameters affect model predictions and to 
what extent? I thereby tested the performance of the etcGEM by first assuming normal 
distributions for those parameters to describe those uncertainties and then randomly sample many 
sets of parameter values. For∆𝐶:

‡ of which uncertainty is known but its value should be in general 
negative (van der Kamp et al., 2018), a standard variance of 2.0 kJ/mol/K was assumed as it covers 
a broad range of ∆𝐶:

‡ and with a very low possibility of getting a positive value. The simulated 
results showed very big variations in the model predictions in all three cases (Figures 11D-E). It 
means that those uncertainties in the model parameter values largely destroyed the prediction 
power and reliability of the etcGEM.  

In order to reduce those uncertainties in the model parameters, Bayesian statistical learning (Yau 
and Campbell, 2019) provides an excellent solution. It is a probabilistic framework that has been 
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successfully applied for quantifying and reducing uncertainties in various fields including deep 
learning (Kingma and Welling, 2013), ordinary differential equations (Girolami, 2008) and 
biochemical kinetic models (Miskovic et al., 2019). The approach uses experimental observations 
(𝐷) to update Prior distributions (𝑃(𝜃)) of model parameters to Posterior ones (𝑃(𝜃|𝐷)).  In our 
case (Figure 12A), the problem can be formulated as: given a generative model (M) (etcGEM in 
this study) corresponding to a set of parameters 𝜃 and a set of measurements 𝐷(physiology data), 
with Bayes’ theorem the Prior distribution of parameters 𝑃(𝜃) can be updated to a Posterior 
distribution 𝑃(𝜃|𝐷) through 

𝑃(𝜃|𝐷) = C(E|G)×C(G)
C(E)

                                                    [11] 

𝑃(𝜃|𝐷) is thereby a less uncertain description of the real 𝜃. Since the likelihood term 𝑃(𝐷|𝜃) is, 
in most applications, computationally expensive or even infeasible to obtain, the likelihood-free 
inference methods like Approximate Bayesian Computation (ABC) (Sunnåker et al., 2013) can 
then be used. The concept of ABC is as follows: Given an observed dataset 𝐷 and a model specified 
by 𝜃V sampled from the Prior distribution 𝑃(𝜃), if the distance between simulated data 𝐷W and 
observed 𝐷 is less than a given threshold 𝜖, then this 𝜃V is accepted as the one sampled from 
𝑃Y𝜌Y𝐷, 𝐷W[ < 𝜖[. 𝑃Y𝜌Y𝐷, 𝐷W[ < 𝜖[  is often used to approximate the Posterior 𝑃(𝜃|𝐷) when 𝜖 is 
sufficiently small. In case of high-dimensional parameter space and/or when the 𝑃(𝜃) is very 
different from 𝑃(𝜃|𝐷), the acceptance rate would be very low and thus this approach becomes 
computationally expensive to generate a population of 𝜃V from 𝑃Y𝜌Y𝐷, 𝐷W[ < 𝜖[. Thereby in this 
section, a sequential Monte Carlo based ABC approach (SMC-ABC) was designed to generate a 
population of 𝜃V sampled from 𝑃Y𝜌Y𝐷, 𝐷W[ < 𝜖[ by starting with an larger 𝜖	and then gradually 
reducing it to the final smaller one (Check Paper III for more details). We refer to the model 
equipped with 𝜃V sampled from 𝑃(𝜃) or 𝑃(𝜃|𝐷) as a Prior or Posterior etcGEM, respectively.  

By applying this Bayesian approach to update the 𝑃(𝜃) of parameters in etcGEM by using three 
datasets shown in Figure 11 as 𝐷. At each iteration, 100 Posterior models were obtained and the 
minimal R2 score between simulated data 𝐷Wand experiment 𝐷was monitored (Figure 12B). In the 
end, each of the final 100 Posterior models has a R2 score of at least 0.9, which thereby can 
accurately reproduce the experimental data (Figure 12C-D). In this case, each of Posterior models 
is forced to be able to reproduce those experimental data which may lead to the risk of an overfitted 
model. While this risk is unavoidable and difficult to be detected, its consequences are minimized 
by two factors: (1) unlike ML models, etcGEM is a theory-based model with biologically 
reasonable parameter values in the Posterior; (2) the interpretation and prediction were made by 
ensembling all results from all 100 Posterior models, which is a common strategy in ML that can 
take advantage of overfitted individual models (Peter Sollich, 1996).   
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Figure 12 Uncertainty reduction and quantification with Bayesian statistical learning approach. (A) Overview of 
Bayesian genome scale metabolic modelling. (B) Minimal coefficient of determination score (R2) of Posterior models 
during SMC-ABC approach. (CD) Simulated (C) aerobic and (D) anaerobic growth rates in batch cultivations at 
various temperatures with Prior and Posterior etcGEMs. (E) Simulated ethanol secretion flux in chemostat at various 
temperatures. In (CDE), lines indicate median values and shaded areas indicate regions between the 5-th and 95-th 
percentiles.  

ML for analyzing simulation results  
Direct comparison between Prior and the final Posterior distributions revealed that in all three 
parameter categories (𝑇J, 𝑇K:# and  ∆𝐶:

‡), a reduced variance in the updated parameters was more 
likely than a change in mean values (Figure 13A). Actually, during the iterations in the SMC-ABC 
approach (Figure 12B), 21,504 models were generated and simulated in total. Analysis of those 
models would give more hints about the important factors for the performance of etcGEM. First, 
the unsupervised learning algorithm principle component analysis (PCA) was applied (Figure 
13B). Although the first two components only explain less than 2% of the total variance in the 
parameter sets of those 21,504 models, a clear trend of how the Priori distributions were gradually 
updated to distinct Posterior distributions can still be observed (Figure 13B). Then to identify the 
important parameters that drove the improvement of etcGEM in the SMC-ABC approach, a 
supervised ML approach that enables the scoring of feature importance can be applied. A random 
forest model was optimized and trained by taking 2,292 parameters of those etcGEMs as input and 
the R2 scores between simulated and experimental data obtained in the SMC-ABC approach were 
used as response values. The feature importance scores were then extracted from the obtained 
model. It revealed that out of all three parameter types, the largest contribution to the improved 
Posterior etcGEM performance during the Bayesian approach was from enzyme 𝑇K:#s (Figure 
13C). A list of the top 20 most important parameters as well as their gene names can be identified 
(Figure 13D). This means that a more accurate estimation of those parameters is critical for the 
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performance of yeast etcGEM (correlation), while it doesn’t mean that those genes are important 
for the thermotolerance of yeast metabolism (causality).   

 

Figure 13. (A) The number of enzymes with a significantly changed mean and variance in 𝑇<, 𝑇=>; and  ∆𝐶>
‡ between 

Prior and Posterior. (B) PCA on 21,504 parameter sets (𝜃V) sampled in the SMC-ABC. (C) The accumulated 
importance score from the random forest model for each of the three parameter categories. (D) The top 20 parameters 
with the highest importance score were shown.  

 

Making predictions with uncertainties quantified 
Although the uncertainties in some parameters of etcGEM have been reduced via Bayesian 
statistical learning approach (Figure 13A), there are still large uncertainties in the parameters in 
the updated etcGEM (Figures 14ABC). An intuitive example is the enzyme squalene epoxidase 
ERG1 (Figures 14DEF): variances of all three parameters were significantly reduced in the 
Posterior, but they are still relatively large. Thereby, it’s important to also quantify the 
uncertainties when using Posterior models for predictions or interpretations. In this section, 
predicting the most growth-limiting enzymes at superoptimal temperatures will be discussed.  
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Figure 14. Large uncertainties in the Posterior etcGEM. (ABC) Parity plots of updated standard variance of enzyme 
(A) 𝑇<s, (B) 𝑇=>;s, and (C) ∆𝐶>

‡s. (DEF) Prior and Posterior distributions of those three parameters of enzyme ERG1. 

 

Flux sensitivity analysis was performed to calculate a coefficient for each enzyme which describes 
to what extent the change in enzyme activities affects the cell growth at a given temperature. 
Among all 764 enzymes in the model, the ERG1 showed coefficients an order of magnitude higher 
than others at 40 °C and 42 °C (Figure 15A), suggesting that it is the most flux-controlling enzyme 
at high temperatures. Further simulations showed that the removal of temperature constraints on 
ERG1 (making it temperature insensitive) increased the specific growth rate at both temperatures 
(Figure 15B). To experimentally validate the effect of ERG1 on cell growth at those two 
temperatures, a homolog of ERG1 from an thermotolerant yeast Kluyveromyces marxianus 
(KmERG1), which can survive at temperatures higher than 40 °C (Lane and Morrissey, 2010) was 
introduced to replace the wide-type ERG1 in S. cerevisiae. The experimental results showed that 
the strain with KmERG1 indeed showed significantly better growth than the wild type at 40°C 
after 2 generations of adaptation, which proved our predictions. However, no significant growth 
difference was detected at the lethal temperature 42 °C, indicating that the Posterior models are 
still to be further updated in the future. A bunch of Posterior models did predict that there is a very 
small growth rate at 42 °C for the strain with temperature insensitive ERG1 (Figure 15B), 
suggesting that further update of current etcGEM with those new experimental data is feasible in 
the future.  

In contrast to the conventional GEM approach that uses a single model to make predictions, 
Bayesian GEM uses many GEMs and takes all the predictions together into consideration. 
Thereby, the variation in the predicted results of all those models gives an estimate of the 
uncertainty in the prediction. This is important information for the decision making for the 
experimental validation, since the validation is usually time- and resource-consuming.  
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Figure 15. Predicting growth rate-limiting enzymes. (A) 20 enzymes with the highest flux sensitivity coefficients 
at 40 °C and 42 °C. Each dot represents the prediction from one Posterior etcGEMs. (B) Predicted maximal specific 
growth rate of wide-type yeast and the one without any temperature constraints on ERG1 enzyme at 40 °C and 42 °C. 
(C) The effect of KmERG1 expression on thermotolerance of S. cerevisiae. The strains were cultivated at 40 °C or 
42 °C for many generations to reach the steady state of growth.  
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Challenges in the development of regression models in systems 
biology 
Regression is one of the most commonly used supervised ML approaches not only in systems 
biology such as estimation of parameters in theory-based models (e.g. etcGEM) and prediction of 
quantitative traits from organism genomes, but also in many other closely related biological fields 
including metabolic engineering (Zhang et al.; Zhou et al., 2018), protein engineering (Capriotti 
et al., 2005b; Romero et al., 2013) and medicine (Ammad-ud-din et al., 2017; Barretina et al., 
2012; Tan, 2016). Several characteristics shared by most biological datasets challenge the 
application of ML applications: (1) the number of biological samples is usually small since they 
are time- and resource-consuming to generate and/or it’s unethical to perform lots of experiments 
such as animal tests; (2) the quality of training samples are low due to the noise in samples; (3) 
complex mechanisms underlying the modelling task make it difficult to engineer relevant features 
or to train a predictive model. Taking the enzyme Topt as an example, its experimental 
determination requires expression and purification of proteins and activity measurement in 
temperature-controlled conditions, each of those steps needs to be carefully designed and 
optimized. This makes it challenging to measure the Topts of hundreds or thousands of enzymes 
within a reasonable time. So far, the major data source for enzyme Topt has been the published 
papers in the past decades. Databases like BRENDA have made great contributions by collecting 
those enzyme information from the published literature (Jeske et al., 2019). In the BRENDA 
(version 2018), there were about 5,600 unique enzymes that were found with associated Topt 
records (Paper V). This provides a solid basis for the development of ML models. However, the 
quality of those Topt values is another concern. We noticed that many Topt values are not real 
temperature optimum since they were obtained by directly using room temperature or OGT of its 
host organism (for instance 37 °C, Figure 9A) without optimization. Lastly, the mechanism behind 
how an enzyme Topt is determined by its primary protein sequence remains unclear. In this case, 
directly engineering relevant features based on biological knowledge remains challenging for the 
development of a predictive Topt prediction model.  

In this chapter, I firstly evaluated the effect of the presence of noise in response values on the 
development of regression models (Paper IV). Then I showed an example of applying deep 
transfer learning to resolve the challenges of small datasets and lack of biological knowledge-
based features (Paper V).   

The theoretical upper bound for the performance of regression models 
In biological datasets, the sample labels are typically real numbers generated through experimental 
measurements that are inextricably associated with noise and errors (Bruggeman and Teusink, 
2018; Harris and Smith, 2009; Tsimring, 2014), thus intuitively a regression model that can 
perfectly predict those values cannot be achieved. There should exist an upper bound for the 
performance of the ML model we can expect. Knowing this upper bound would give hints about 
whether the maximal performance has been reached on a particular dataset, or whether further 
model improvement is possible.  
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There have been some attempts made to estimate this upper bound. Given a set of samples with 
experimentally determined labels {𝑦KLM,1} and corresponding unknown real labels {𝑦1}, Assume a 
normally distributed experimental noise term 𝜀N,1 ∼ 𝑁(0, 𝜎N,1) for all samples: 𝑦KLM,1 = 𝑦1 + 𝜀N,1 
(𝑦1 ∈ 𝑅). Fariselli and coworkers (Benevenuta and Fariselli, 2019; Montanucci et al., 2019) 
assumed the best possible model is 𝑦 = 𝑥 in which 𝑥 are the values collected from another set of 
experiments conducted at identical conditions. Under this assumption, the expectation of the upper 

bound for mean squared error (MSE) is 2𝜎NOddd and coefficient of determination (𝑅O) is  𝜎!"#
$ !"𝜎𝑦2

####

$!"#
$ , 

where 𝜎NOddd is the average variance of all sample noise and 𝜎KLMO  is the variance of the observed 
values. We refer this expected upper bound for R2 as ⟨𝑅O⟩QC and the expected lower bound for 
MSE as ⟨𝑀𝑆𝐸⟩QC hereafter.  

Here I proposed a different assumption about the best model performance we can expect: the best 
model performance can be achieved when (1) a complete set of features is known as 𝑥1 ∈ 𝑅? for 
each sample; (2) the real function 𝑦 = 𝑓(𝑥) that can accurately calculate the real value of label 
𝑦1from the complete set of features 𝑥1 is obtained. With this assumption, the 𝑅O of the model 𝑓(𝑥) 
is given by 

𝑅O = 1 − ∑ (NABC,-+NSABC,-)D
E
-FG
∑ (NABC,-+NTABC)DE
-FG

= 1 − ∑ (NABC,-+U(V-))D
E
-FG
∑ (NABC,-+NTABC)DE
-FG

                             [12] 

where 𝑚 is the number of samples. Although it is not possible to obtain an exact value from the 
above equation, since the real values 𝑓(𝑥1) are unknown, we can instead obtain the expectation of 
𝑅O. Since 𝑓(𝑥1) = 𝑦1, 𝑦KLM,1 − 𝑓(𝑥1) = 𝑦KLM,1 − 𝑦1 = 𝜀N,1, the expectation is then given by 

⟨𝑅O⟩ = 1 − ⟨
∑ WH,-

DE
-FG

∑ (NABC,-+NTABC)DE
-FG

⟩ = 1 − ∑ ⟨
WH,-
D

∑ (NABC,-+NTABC)DE
IFG

⟩J
13'                         [13] 

Since 𝜖N,1 is normally distributed with a zero-mean and variance of 𝜎N,1O , then XH,-
YH,-

 follows a standard 

normal distribution. Thereby (XH,-
YH,-
)O follows a chi-squared distribution with a degree of 1 (𝜒O(1)). 

The numerator becomes 𝜖N,1O = 𝜎N,1O
WH,-
D

YH,-
D ∼ 𝜎N,1O ⋅ 	𝜒O(1). We assume that the variance of the 

observed values 𝑦KLM,1 is normally distributed with a variance of 𝜎KLMO , then 

∑ (𝑦KLM,1 − 𝑦dKLM)OJ
Z3' ∼ 𝜎KLMO ⋅ 𝜒O(𝑚 − 1)                                  [14] 

The ratio between two chi-squared distributions is an 𝐹distribution multiplied by the ratio between 
their degrees of freedom, thereby  
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, then 
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in which 𝜎NOddd =
'
J
∑ 𝜎N,1OJ
13' . As the number of examples in ML is usually very large (m >> 1), we 

can approximate the final equation for upper bound estimation as  

⟨𝑅O⟩ ≈ 1 −
YHD

YABC
D =

YABC
D +YHDTTTT

YABC
D                                                 [17]  

With the similar approach, we can obtain the expectation for MSE as  

⟨𝑀𝑆𝐸⟩ = '
J
∑ 𝜎N,1OJ
13' = 𝜎NOddd                                                [18] 

We refer this expected upper bound for R2 as ⟨𝑅O⟩]^  and the expected lower bound for MSE as 
⟨𝑀𝑆𝐸⟩]^ .  

 

Obviously, ⟨𝑀𝑆𝐸⟩]^  is half of ⟨𝑀𝑆𝐸⟩QC and ⟨𝑅O⟩]^ 	is larger than ⟨𝑅O⟩QC. I then performed Monte 
Carlo simulations to directly compare ⟨𝑅O⟩QC and ⟨𝑅O⟩]^  when applying them to estimate the 
upper bound of regression models. Briefly, a random dataset {𝑥1 , 𝑦KLM,1} was generated from a 
known real function 𝑓(𝑥) with added experimental noise 𝜎N,1. For this dataset ⟨𝑅O⟩QC and ⟨𝑅O⟩]^  
were calculated, and then the 𝑅Oof a support vector machine regression model trained on the data 
was calculated via a 2-fold cross validation approach (𝑅_]O ). This process was repeated for 1000 
iterations. The simulations illustrated two key points (Figure 16). First, the simulations show that 
𝑅_]O is higher than ⟨𝑅O⟩QC, which is contrary to the expectation if ⟨𝑅O⟩QC is a true upper bound 
(Benevenuta and Fariselli, 2019; Montanucci et al., 2019). Second, 𝑅_]O  is smaller than but close 
to ⟨𝑅O⟩]^ , which confirms that ⟨𝑅O⟩]^  gives a good estimation of the model performance upper 
bound. This shows that ⟨𝑅O⟩]^  gives a more accurate estimation of the upper bound for the 
performance of ML models than ⟨𝑅O⟩QC. 

 
Figure 16. Monte Carlo simulation on the upper bound of 𝑅J. A linear real function 𝑦 = 2𝑥 + 1 was used.  

 

 

⟨𝑅O⟩]^  solely depends on two properties of the dataset: (i) the true variance of the observed 
response values（𝜎KLMO ）and (ii) the average variance of experimental noise of all samples (𝜎NOddd). 
In practice, 𝜎KLMO  and 𝜎NOddd are unknown and have to be approximated from the dataset. 𝜎N,1 can be 
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approximated with the standard error (SE) of n replicates, which represent the standard error of 
the mean, and 𝜎KLMO  can be approximated as the variance of the target values (Figure 17).  

 

Figure 17. Schematic diagram depicting the estimation of the upper bound of model performance ⟨𝑅J⟩KL 	based on 
experimental label noise. Data shown were randomly generated, sei denotes standard error of sample i. 

 

 

In practice, we are not only facing the challenges of noisy response values, but also noisy features 
and the incomplete set of features. However, for the latter two conditions it’s challenging to derive 
a simple equation as for ⟨𝑅O⟩]^ . Thereby, I performed Monte Carlo simulations to show how the 
noise in features and the completeness of feature sets affect the performance of regression models 
(Figure 18). In the first simulation (Figure 18A), different noise levels were introduced into the 
only feature 𝑥, 𝑅_]O of a support vector machine regression model was calculated via a 2-fold cross 
validation approach. It shows that the noise in features has a dramatic effect on the performance 
of ML models. When the noise in features is huge (e.g. 𝜎VO = 1.0 in Figure 18A), ⟨𝑅O⟩]^is not a 
realistic objective for the performance of ML models since it cannot be achieved unless the noise 
in features is reduced to 0. In the second simulation, the Monte Carlo simulations were used to 
address two questions: (1) how the completeness of the feature set affects the model performance? 
(2) if we can improve the model performance by removing the samples with the largest noise? A 
linear function with 10 noise-free features was used. The response values have different levels of 
noise. It shows that model performance generally improved as noisy samples were removed. 
However, an interesting observation is that the degree to which the models improve upon removal 
of noisy samples depends on how many features were used to train them. For instance, if only a 
small fraction of relevant features were used (2/10 in Figure 18B), the removal of the noisiest 
samples did not improve model performance. In contrast, when the majority of the relevant 
features were known (8/10 and 10/10 in Figure 18B), the removal of noisy samples significantly 
improved the model performance. These results indicate that when 𝑅_]O  is very far from the 
⟨𝑅O⟩]^ 	upper bound, model performance can be readily improved by obtaining additional or more 
relevant features, as opposed to performing data cleaning to reduce sample noise. However, 
removal of noisy samples is at a cost of reducing training samples.  



34 

 
Figure 18 Monte Carlo simulations on (A) R2 by assuming different levels of feature noise (a linear real function 𝑦 =
2𝑥 + 1was used); and (B) data cleaning via gradually removing the samples with the largest 𝜎M,N. n/10 indicate that n 
features out of a complete set of 10 features are used to train and validate the model. Noise values are given as the 
average variance of all samples (𝜎MJ444). A linear real function 𝑓(𝑥) = ∑ 𝑥NOP

NQO  was used.   

Above conclusion can be illustrated through the prediction of enzyme Topt. Two datasets with 
different levels of noise in response values were generated. A first raw dataset comprising the Topt 
of 5,343 individual enzymes was collected from the BRENDA database (Jeske et al., 2019). Using 
enzymes for which Topt values had been measured in multiple experiments the experimental noise 
𝜎NOddd was estimated as (7.84	°𝐶)	O and 𝜎KLMO was (16.32	°𝐶)	O in this dataset. Given these values for 
𝜎NOddd and 𝜎KLMO  the corresponding ⟨𝑅O⟩]^  upper bound was 0.77. As mentioned earlier, some enzyme 
Topt present in BRENDA is not real enzyme temperature optimum. Those records were marked 
with “assay at” in the “comment” field in the database. After removal of those values which were 
deemed less likely to represent true catalytic optima, a second dataset containing 1,902 enzymes 
was obtained. With the same approach, the experimental noise 𝜎NOddd was estimated as (7.22	°𝐶)	O 
and the calculated ⟨𝑅O⟩]^  as 0.85. A comprehensive feature set containing 5,494 features 
belonging to 20 subsets (the same ones as used in Figure 9C) was extracted based on the protein 
sequences. Previously we have shown that OGT provides additional information to the sequence-
based features for the prediction of enzyme Topt (Figure 9). Thereby including OGT into a 
sequence-based feature set improved the completeness of the feature set. Performance of five 
regression algorithms on each of 20 feature subsets were obtained via a 5-fold cross validation 
approach (Figure 19). I found that for each of these feature subsets reducing the noise in Topt only 
improved model performance when OGT was included as an additional feature. This was 
consistent with results revealed in Monte Carlo simulations (Figure 18B), showing that noise 
reduction is only beneficial with more complete feature sets. The best model achieved a 𝑅_]O  of 
0.61, which is around 71% of ⟨𝑅O⟩]^ , indicating that further improvement is still possible.  
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Figure 19. Comparison of model performance on raw and clean dataset (A) with; and (B) without OGT as one of the 
features.  Each data point represents one of five regression algorithms trained on one of 20 subsets of features. Error 
bars show the standard deviation of 𝑅J scores obtained in 5-fold cross validation. 

In real-world applications, it may not be feasible to obtain the experimental noise in the response 
values, as they are not reported or difficult to extract from literature. An example for this is the 
yeast quantitative traits measured in a high-throughput way (Peter et al., 2018). In this paper, the 
growth profiles of 971 sequenced S. cerevisiae isolates under 35 stress conditions had been 
measured, while the noise associated with those traits are not available. Predicting yeast 
phenotypes directly from genomes has been a very challenging task (Bae et al., 2016; Crossa et 
al., 2010; Jelier et al., 2011; Makowsky et al., 2011; Morota et al., 2014). In this case, how can we 
apply ⟨𝑅O⟩]^  for those datasets?  

We noticed that since those traits are measured in the same lab with the same method, it’s 
reasonable to assume that they have the same level of experimental noise 𝜎NOddd . Since ⟨𝑅O⟩]^  is an 
upper bound estimate 𝑅_]O ≤ ⟨𝑅O⟩]^  holds true. From this we obtain that 𝜎NOddd ≤ (1 − 𝑅_]O ) × 𝜎KLMO . 
For multiple datasets with the same level of experimental noise, 𝜎NOddd ≤ 𝑚𝑖𝑛({(1 − 𝑅_],1O ) ×
𝜎KLM,1O |	𝑖 = 1, . . , 𝑠}), in which 𝑠 is the number of the datasets. In this way it is possible to estimate 
the maximal level of the experimental noise based on the ML results, and then further use it to 
obtain the minimal value of ⟨𝑅O⟩]^  (referred to as ⟨𝑅O⟩]^,J1`). In this special case, ⟨𝑅O⟩]^  could 
be any value between ⟨𝑅O⟩]^,J1` and 1.0. ⟨𝑅O⟩]^,J1` would be useful when ⟨𝑅O⟩]^,J1` approaches 
1.0 and one can use it to check if there is still room to further improve 𝑅_]O  for some datasets. 
⟨𝑅O⟩]^,J1` was then applied to the yeast quantitative traits dataset and showed that for the 
prediction of most traits further improvement is still possible (Figure 20).   
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Figure 20. Prediction of 34 quantitative traits of S. cerevisiae from its pan-genome composition (Figure 6). The gene 
presence/absence (P/A) and copy number variations (CNV) in the pan-genome were used as input features.  

 

At last, a major concern for the application of ⟨𝑅O⟩]^  is that ⟨𝑅O⟩]^  was derived based on the 
assumption of normally distributed response values, while in the real-world datasets, this 
assumption may not hold. With Monte Carlo simulations, we show that it seems to be applicable 
for non-normal distributions (Figure 21). Future theoretical analysis is required to test the 
applicability of ⟨𝑅O⟩]^on non-normal distributions.  

 

Figure 21.  R2 by assuming different levels of feature noise for the dataset generated by a nonlinear function 𝑦 =
2𝑠𝑖𝑛(𝑥) + 1 + 𝜀. Since 𝑥 amd 𝜀 are normally distributed, the nonlinear transformation gives a non-normally 
distributed {𝑦=RS,N}. 
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Deep transfer learning for small biological datasets with limited features 
In the last section, we have discussed in addition to the noise in sample features and labels, the 
completeness of feature sets plays a critical role in the development of ML models. Extracting 
features for biological samples remains challenging due to the poor understanding of mechanisms 
in certain tasks. For instance, predicting enzyme Topt, as already shown in Figure 9 and details in 
Paper IV, using a very comprehensive feature set with 5,494 features was found no better than 
just using compositions of 20 amino acids. Using OGT as an additional feature greatly improved 
the performance of ML models, however it limits the application scope of the final model only to 
those native enzymes from microorganisms with known OGT. Ideally, we prefer an accurate 
model that directly takes the enzyme sequence as input and output the Topt value. While this is 
challenging for classical models like support vector machines or random forests which rely on 
human-designed features, end-to-end deep neural networks (DNN) can directly take the enzyme 
sequences as input and output the Topt value (Figure 22). With DNN, an enzyme sequence is 
encoded with a binary matrix with a size of 20 × 𝐿 (one-hot encoding), in which L is the length of 
the protein sequence. The whole neural network can be seen as the combination of two parts: layers 
for feature extraction followed by layers for classification or regression (Tang et al., 2019).  This 
thereby is a perfect approach to get rid of the domain-knowledge based feature engineering, 
however it requires a large number of training samples to train a DNN, which unfortunately is not 
possible with most of the biological datasets.  

Deep transfer learning provides a promising solution to the insufficient training data (Tan et al., 
2018). The main concept of transfer learning is to transfer the knowledge gained while solving one 
problem (source task) to a different but related problem (target task) (Weiss et al., 2016). It takes 
a pre-trained DNN on a large dataset and repurposes it to another task which has only a small 
number of training samples available. An intuitive real-world example for transfer learning is that 
it’s much easier to teach a person who already has a driving license for small cars to drive a truck 
than one who doesn’t have such experience at all. In deep transfer learning, this is done by fine-
tuning part of all the pre-trained DNN layers (e.g. the classifier/regressor part in Figure 22) instead 
of training it from scratch (randomly initialized weights). In this section, I will use examples of 
predicting enzyme Topt and protein Tm to demonstrate its power in biological applications (Paper 
V).  
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Figure 22.  Illustration of a deep neural network that takes one-hot encoded protein sequences as input. Black and 
white boxes represent 1 and 0 in one-hot encoding, respectively.  

In the case of predicting temperature-related protein properties (Tm and Topt), how to choose a 
related source task is the key. In Papers II&IV and elsewhere (Engqvist, 2018), OGT has been 
found to be closely related to the enzyme Topt. Particularly in Paper II, about 6.5 million enzymes 
in BRENDA were annotated with OGT values (Figure 23A), even after removal of low quality or 
similar sequences there are still 3.0 million enzymes in the dataset (Figure 23B). This provides an 
ideal dataset to train a deep neural network in modelling how variations in environmental 
temperatures affect the evolution of enzyme sequences. The resulting model would capture the 
sequence determinants for enzymatic thermal adaptability, which can then be utilized in the tasks 
of predicting other related thermal properties of enzymes like Topt. To demonstrate this proposal, 
a residual neural network (ResNet) (He et al., 2016) was optimized and trained (Figure 23C). The 
model achieves a Pearson’s correlation coefficient of 0.77 and R2 score of 0.59 on the hold out 
OGT test dataset (Figure 23D).  

 

Figure 23. Pre-training with enzyme sequences labeled with OGT. (A) Violin plot of distributions of OGT-annotated 
enzymes from microorganisms belonging to three domains. (B) Distribution of OGT values after filtering out low-
quality and redundant sequences. (C) The ResNet architecture used. (D) The comparison between predicted and true 
OGT values of enzymes in the hold out test dataset. 𝜌 denotes Pearson’s correlation coefficient and R2 denotes the 
coefficient of determination.  

With this pre-trained model, I then tested its application in predicting enzyme Topt and protein Tm 
via a transfer learning approach. There are 1,902 samples in enzyme Topt dataset collected from 
BRENDA (Paper IV) and 2,506 samples in protein Tm dataset collected from literature 
(Leuenberger et al., 2017). Two transfer-learning approaches were tested: (1) only fine-tune the 
weights in the regressor part (FrozenCNN); (2) fine-tune the whole neural network (TuneAll).  The 
results showed that transfer learning approaches outperform both (1) classical regression models 
with biological knowledge-based features (iFeatures, 5,494 features) or a deep learning-based 
feature set (UniRep, 5,700 features), and (2) the deep learning model trained from scratch (Figure 
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24). The pre-trained model itself showed no prediction power for enzyme Topt and protein Tm before 
any fine-tuning (FrozenAll in Figure 24).  

 

Figure 24. R2 score of ML models on hold out test datasets. (A) Enzyme Topt dataset; (B) Protein Tm dataset.  

 

In the above examples, the deep transfer learning approach addressed limitations of training 
samples and feature engineering in biological datasets. The progress in these two applications is 
achieved from the utilization of the pre-trained OGT model, since OGT can be seen as a low-
quality estimation of enzyme Topt and protein Tm, given the fact that a protein should be at least 
functional and mostly remains in the native state under the OGT of its host organism.  Deep transfer 
learning holds a great application potential in systems biology. For example of predicting RNA 
secondary structure, Singh J et al. (Singh et al., 2019) used a big dataset with more than 10,000 
RNAs whose structures were obtained via comparative analysis to pre-train a deep neural network 
and then fine-tuned with a small dataset with less than 200 high-resolution RNA structures. The 
resulting model outperforms previous approaches. Similar approaches can, in principle, also 
applied to predicting enzyme turnover number (kcat), for example empirically estimated less-
accurate kcat such as ones from the approach used in GECKO (Sánchez et al., 2017) can be used to 
pre-train a DNN and then further fine-tuned the resulting model with available experimentally 
determined values. Another interesting application is that Stumpf P. S. et al. applied transfer 
learning to transfer a DNN model trained on mouse dataset to human dataset (Stumpf et al., 2019). 
These examples clearly demonstrated that deep transfer learning is a promising approach in 
resolving the challenges in sample size and feature engineering of biological datasets.  
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Summary and Perspectives 
To answer the question of “What is life”, systems biologists seek to use mathematical modeling 
to create an in-silico model that can simulate and predict the behaviour of lives from a molecular 
level. If we quote from Richard Feynman “What I cannot create, I do not understand”, 
understanding life means that we can at least create a fully interpretable theory-based model to 
describe life. As we are now still at the very early-stage to this goal, most biological systems are 
poorly understood, and a fully theory-based model may not be feasible yet. Compared with the 
development of theories, generation of data about the systems behaviours is easier and already 
available for many biological systems, especially due to the accumulated data from molecular 
biology in the past decades and recent development of high-throughput technologies. Thereby, 
data-driven ML approaches can be a promising alternative or complement to the theory-based 
models at this early-stage. Depending on the availability of data and theory about the biological 
systems, there are three scenarios where ML can be directly implemented (Figure 4B). In the first 
scenario, where biological data is abundant, while the underlying mechanisms remain insufficient 
for building a theory-based model, training supervised ML models would not only yield an 
accurate predictor for system behavior but also suggest the most important features for further 
investigation. I used two examples of predicting yeast strain types from the pan-genome features 
(Paper I) and microorganism optimal growth temperatures from proteome features (Paper II), to 
showcase the applications of ML approaches. In the second scenario where there are theory-based 
models but lack of high-quality experimental data for parameterizing the model, ML can be 
implemented in many different ways. In this thesis I used the example of modelling the 
thermosensitivity of yeast metabolism (Paper III) to show that ML can be used to (1) train 
regression models to predict the missing parameter values in the theory-based model; (2) analyze 
the simulation results from theory-based models with both supervised and unsupervised ML 
approaches; (3) quantify and reduce the uncertainties in the model parameters and thereby improve 
the performance of the theory-based model. In this thesis, the third scenario, where both theory 
and data are abundant, is not covered since there are not many such biological systems at this stage 
and the ML approach may not be as irreplaceable as for the former two scenarios. Still, ML holds 
the application potential in such a scenario, such as training surrogate models to speed up the 
simulation of theory-based models and applying ML approaches to analyze the simulation results.  

There are also other potential applications of ML that are not covered in this thesis. For some 
biological systems belonging to the second scenario, only part of the systems can be modelled with 
theory-based models. In such cases, ML models and theory-based models can be used in a 
compositional way. For example, to understand the effects of diverse metabolite supplementations 
on the antibiotic half-maximal inhibitory concentrations (IC50) in E. coli, we can of course train a 
ML model that takes the supplementation profiles as input and predict the IC50 values. However, 
such a model is not that useful since the objective is to understand the underlying mechanisms 
instead of to develop a predictive model. The theory-based model GEM is already available for E. 
coli metabolism, but it cannot be directly used to predict IC50, indicating that there is a knowledge 
gap between metabolism and IC50 of antibiotics. In this case, Yang J. H. et al. used the simulated 
results from GEM as features to develop a regression model to predict IC50. By interpreting the 
resulting models, important pathways for IC50 were identified and then used for experimentally 
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validation (Yang et al., 2019). Another similar example is predicting the drug side effect (Shaked 
et al., 2016). 

Development of ML models for biological systems is facing many challenges. First of all, noise in 
features and labels is very common in biological samples. In this thesis, I addressed a very 
fundamental problem: what is the best model performance we can expect from a dataset with noisy 
response values (Paper IV). A theoretical upper bound of ⟨𝑅O⟩]^  was derived for regression 
models. This adds an additional step of estimating this upper bound before the development of 
regression models. Knowing ⟨𝑅O⟩]^  would give us a hint about if it is worthy to develop a 
regression model for such a noisy dataset, or if the current model already hits this upper bound and 
thereby further improvement is not possible. In addition to the noise in labels, noisy features are 
also very common. In this thesis, the effect of noise in features was shown to have a great impact 
on the performance of regression models by Monte Carlo simulations. However, the theoretical 
analysis is still missing, and future work is required.   

In addition to the noisy samples, ML is also facing the limited training samples in systems biology. 
This is not an issue for simple biological systems where most relevant features can be easily 
engineered, such as modelling a metabolic pathway with only five enzymes and using the resulting 
model to guide the optimization of enzyme expression levels to maximize the production of the 
end product (Zhou et al., 2018). In this application, around 24 samples were found sufficient to 
train a predictive model. However, for most other complex biological systems, a large number of 
training samples are required for ML approaches. For such systems, engineering sufficient relevant 
features based on domain-knowledge is very challenging. In this thesis, I demonstrated with the 
prediction of enzyme Topt and protein Tm that deep transfer learning approaches are very promising 
to resolve challenges of both small dataset and insufficient features (Paper V). DNN can directly 
take the raw samples as input without manual feature engineering, as it can extract features itself 
during the training. Training a DNN from scratch requires much more samples than classical 
models. However, if we take a DNN that is pre-trained for a certain task and retrain it for a different 
but related task, only a small number of samples is required for the second dataset. In this thesis, I 
pre-trained a DNN on a dataset with around 3 million enzymes labeled with OGT values and then 
retrained it on Topt and Tm datasets with only a few thousand samples. This transfer learning 
approach achieved the state-of-the-art performance for those two tasks.  

Deep learning, as the most advanced ML approach, holds great application potential in systems 
biology due to its ability in modelling very complex tasks. However, the characteristics of low-
interpretability and big data-requirements prevent its wide application in systems biology. In 
addition to the transfer learning approach that can relax the requirement of the large number of 
training samples, designing visible neural networks (VNN) seems to be a promising solution to 
the model interpretation (Yu et al., 2018). The architecture of a VNN is designed based on the 
biological networks. If we take modelling the genotype-phenotype relationships as an example, 
the traditional ML approach as presented in Paper I relies on a black-box model that maps the 
variations in genomes directly to the phenotypes. Ma J. et al. instead proposed a VNN (Ma et al., 
2018), where the architecture was designed based on the cell’s hierarchy of subsystems. The model 
was then trained on several million genotypes and the interpretation of the resulting model can be 
used to investigate the molecular mechanisms underlying the genotype-phenotype relationships. 
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This demonstrated the power of VNNs in systems biology. Such models can only be invented by 
biologists based on biological knowledge. The application of VNN in systems biology is still a 
developing field and requires more efforts in the future.   

As showcased in both this thesis and other publications, data-driven ML approaches have a broad 
application in systems biology at this stage of model development. Thereby, well-structured 
datasets would greatly benefit the application of ML in systems biology. Although there have been 
standard databases like BRENDA that collect data from published literature, lots of data are still 
hidden in the publications. In the future, reporting experimental data in a well-structured and 
reusable way is becoming more and more important.  

In the end, I believe that in the future ML will become a standard tool in systems biology as it 
naturally complements existing approaches in systems biology. It will be a great assistant for 
systems biologists on the way to seeking the answers for “What is Life?” with mathematical 
modelling approaches.  
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