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ABSTRACT 

The Universe hosts countless different chemical environments, such as planets, moons, comets 
and the interstellar medium. The diverse pressures, temperatures and chemical compositions of 
these environments make a wide variety of processes possible. Knowledge about the chemical 
processes that occur in such remote locations is largely limited by what is observable by telescopes 
or site-specific missions. Gaining a deeper understanding of this chemistry is valuable when testing 
different hypotheses regarding the history and evolution of our Universe and can be important for 
informing the design of space missions.  

In this thesis we computationally evaluate the thermodynamic and kinetic stability of chemical 
structures that may be relevant to prebiotic chemistry, the chemistry that preceded life, and 
astrobiology. The thesis describes the use of steered molecular dynamics to study the formation 
of iminoacetonitrile, a hydrogen cyanide dimer and a proposed prebiotic intermediate. The 
mechanism of iminoacetonitrile formation is found to be consistent with an established 
hypothesis. However, the reaction is predicted to proceed over a timescale of several months near 
room temperature, two orders of magnitude slower than the rate of polymer appearance. Future 
studies into the reactivity of iminoacetonitrile are proposed to better delineate a comparison 
between theory and experiments.  

We investigate the plausibility for a different kind of membrane structure, the azotosome, to form 
in the frigid hydrocarbon lakes of Titan. Comparisons of the stability of azotosomes relative to the 
crystal structure of their building block acrylonitrile predict that self-assembly of such membranes 
is unlikely.  
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Chapter 1  
Introduction 
In the Universe, and in our solar system, there are extremely diverse environments characterized 
by their pressure, temperature and chemical composition. Inside planets the pressure can reach  
large values of hundreds of GPa,1 while in the interstellar medium, molecules are present in near 
vacuum.2 In a similar way, the temperature and radiation density vary between environments.2  The 
environmental diversity makes a vast number of chemical reactions possible. Often the diverse 
conditions are difficult to reproduce without great expense. Some studies of chemical reactions 
will therefore be out of laboratory reach. Computational chemistry can help in many of these 
circumstances and enable studies of processes in extreme chemical environments or timescales. 
For example, simulations using chemical reaction networks can help explain the abundances of 
chemical species. There is a continuous feedback between observations and models in order to 
validate our understanding of the ongoing processes. This thesis focuses on applying 
computational chemistry to evaluate hypotheses in prebiotic chemistry (Paper I) and of 
astrobiology occurring under cold conditions (Paper II). 

In low-temperature environments, chemical processes are different than at room-temperature in 
a number of ways. The exponential dependence of the rate constant on temperature makes 
reactions slow due to the small available thermal energy. Under low-temperature conditions 
competing reactions favour kinetic products, separated from the reactants by the lowest barrier, 
rather than the thermodynamic products which have the lowest free energy. Under very cold 
conditions, even weak van der Waals interactions are relatively strong compared to the available 
thermal energy and many compounds exist in their condensed solid phase. Moreover, the low 
temperature limits diffusion, among other processes.  Examples of astrochemical low-temperature 
environments include the interstellar medium, comets and asteroids and some planets and moons. 
These astrochemical environments contain clues about the history of our solar system and our 
planet.  

The branch of chemistry which focuses on the abiotic formation of biologically important 
molecules is called prebiotic chemistry. One focus of such research is, for example, to explain the 
creation of life’s building blocks in the conditions of the early Earth. Similarly, astrobiology 
involves research on the origins of life including the possibilities of extra-terrestrial life and its 
detection characteristics, biosignatures. One largely unanswered question in prebiotic chemistry is 
how larger organic molecules, macromolecules, can form abiotically, and to which extent they can 
form under low temperature conditions. Understanding how easily biologically relevant molecules 
can form under different conditions can provide insight into the uniqueness of life on Earth.  

1.1 Aim 

This thesis has two aims. The first relates to the assumed role of hydrogen cyanide (HCN) 
polymers in prebiotic chemistry (Paper I). We aim to determine whether a proposed HCN 
dimerization reaction is consistent with polymerization experiments by evaluating the HCN 
dimerization energy profile. The second aim relates to the potential of membrane formation in the 
lakes of Titan (Paper II).  We evaluate the likelihood of the formation of a membrane structure, 
the acrylonitrile azotosome, through thermodynamical arguments.   
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1.2 Chemistry on Titan  

One example of an environment where low-temperature chemical processes occur is Saturn’s 
moon Titan. Titan has a thick atmosphere made out of methane and nitrogen.3 Figure 1.1 shows 
how photochemistry in the atmosphere leads to the formation of  complex organic species.4 Some 
of the photochemical products in the atmosphere condense to form aerosols, and some form 
larger complex organic species.5 The chemical processes leading to the formation of large organics 
on Titan are largely unknown.6  

Figure 1.1. The formation of Titan’s haze. The photochemistry occurring at above 1000 km is 
connected to the formation of more complex molecules like polyaromatic hydrocarbons, and 
aerosol particles form at lower altitudes. Image by European Space Agency (ESA).7  

Many of the organic molecules observed on Titan are also common on Earth. In fact, Titan’s 
atmospheric chemistry is believed to be similar to that of early Earth. For example, methane, 
nitrogen and ammonia are present and there is no free oxygen.8, 9 However, in stark contrast to 
Earth, Titan’s atmospheric temperature does not exceed 200 K at any altitude.10  

At the surface, the temperature is an even colder 94 K.11  Because of the cold temperature, the 
surface is covered in organic material that is frozen solid. Beneath the top layer of organic dust, 
there is frozen water.12 Energy in  the form of sunlight is scarce at the surface, after passing through 
the upper layers of the thick atmospheric haze.13 When the possibilities of chemistry driven by 
photons or thermal energy is limited, chemical processes can be expected to be slow. 

In the near future, the Dragonfly mission will be launched equipped with landers that will collect 
data from dunes and impact craters on the surface.14 The craters on Titan’s surface are remnants 
of high-energy impacts that momentarily provided the surface with a unique source of energy, and 
most likely exposed liquid water to the organic material on the surface.15 
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Titan is the only other body in the solar system, other than Earth, which is known to have lakes 
and seas.16 There are methane clouds in Titan’s atmosphere and a corresponding methane cycle in 
similarity to the hydrological cycle on Earth.17 The lakes of Titan mostly consist of methane and 
ethane,16 and are completely different in nature compared to water. Hydrocarbons like methane 
and ethane are hydrophobic rather than hydrophilic, meaning that anything that could dissolve in 
Titan’s lakes would behave in a very different manner compared to how it would in an aqueous 
environment. After the two space missions, Voyager 1 and Cassini-Huygens, there is still much 
that is unknown regarding the rich chemistry of Titan. 

1.3 Theoretical Chemistry as a Tool for Astrochemistry 

One of the challenges in understanding the chemistry occurring in an environment like Titan is 
the fact that the temperature and timescales to consider are so different. When evaluating plausible 
chemical pathways and chemical stability, the following aspects are central: thermodynamics and 
kinetics. With theoretical chemistry methods, the energy of reactants, products, and transition 
states can be obtained (see Chapter 2). The difference in free energy of the reactants and products 
determines whether the reaction will be spontaneous, in accordance with the second law of 
thermodynamics. At low temperatures, the entropic contribution to the free energy is smaller than 
at higher temperatures. Therefore, intuition about the spontaneity of a reaction at room-
temperature needs to be modified for lower temperatures. The same applies for the kinetics of a 
reaction, which depends on the difference in energy between a transition state and reactants - the 
activation energy. If the activation energy is high relative to the thermal energy, 𝑘!𝑇, the rate 
constant for a thermally driven reaction will be small. Figure 1.2 shows how the first-order half-
life for a reaction depends on the activation energy at different temperatures. A reaction with a 
half-life of 1 year at the surface of Titan (~100 K) requires a barrier of 70 kJ/mol less than one in 
ambient conditions on Earth. An energy of 70 kJ/mol is approximately equivalent to the strength 
of Adenine base-pairing (Figure 1.2). 
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Figure 1.2. Top: Reaction energy barriers required for chemical processes to occur over ms to 
century timescales in different environments (rate estimates via transition-state theory). Bottom: 
Examples of structure-directing secondary interaction with varying strength. Stacked guanine-
cytosine base pairs are strong enough to maintain the DNA double helix on Earth, but far too 
strong to allow thermally driven dynamical processes under colder conditions. The figure is 
adapted with permission from reference (18).   

  

Sa
tu

rn
 y

ea
r

ye
ar

Ti
ta

n 
or

bi
t

da
y

ho
ur

m
in

ut
e

se
co

nd

 Earth (298 K)

Titan (94 K)

t1/2 (half-life for 1st order reaction) in seconds

0.001 0.01 0.1 1 10 100 1000 10000 100000 106 107 108 109

20

40

60

80

100

120

de
lta
G

ΔG
‡  (

re
ac

tio
n 

ba
rri

er
) i

n 
kJ

/m
ol

Guanine-Cytosine  
base-pairing 
112 kJ/mol

Amine-HCN  
hydrogen bonding  

25 kJ/mol

Imine-nitrile  
dual hydrogen bonding  

31 kJ/mol

Adenine base-pairing 
79 kJ/mol 

C N
N

Me

C
N

C
N

N

N

C
C MeMe

O

O

N

N
N

N

N N

N
NC

C C
C

C

CC
C

C N
CC

C

C

C
N

N

N

N

C

C
C

C

C
N

N
N

N

N

Directional C2H6-C6H6 
dispersion interactions  
18 kJ/mol per benzene

half-life for 1st order reaction in seconds

re
ac

tio
n 

ba
rri

er
 in

 k
J/

m
ol

ye
ar

da
y

ho
ur

m
in

ut
e

se
co

nd

0.001 0.01 0.1 1 10 100 1000 10000 100000 106 107 108 109

20

40

60

80

100

120
de
lta
G

ce
nt

ur
y

100 K (e.g. Titan)

298 K (Earth ambient)

200 K



 

 

 

 

5 

Chapter 2  
Quantum Chemistry Methods 
There are a number of approaches for calculating free energies of chemical structures using 
theoretical chemistry methods.  The content of this chapter serves as a reference when we present 
and discuss Papers I and II for which methods presented herein were used.  

The presentation benefits from a partition of the contributions to the free energy, 𝐺, as a sum of 
the electronic energy, E"#	, and thermal corrections, E%&"'()# according to  

𝐺 = 	𝐸*+ 	+ 	𝐸,-*./0+ .																																															     (2.1) 

The electronic energy is a result of the interactions between the electrons and atomic nuclei and 
can be found by solving the Schrödinger equation. The thermal corrections have both enthalpic 
and entropic contributions that are temperature dependent (see Section 2.3).  

2.1 Quantum Chemical Approaches to Obtaining the Electronic Energy   

The electronic energy 𝐸*+ can be found by solving the time-independent Schrödinger equation 

HΨ = 𝐸*+Ψ,																																																														(2.2) 

where H is the Hamiltonian operator, and Ψ is the molecular wave function. Though there exist 
many different approaches for finding the electronic energy, the most commonly used methods 
all share some approximations. An important one is the Born-Oppenheimer approximation, in 
which the electrons are assumed to be moving in a configuration of frozen nuclei.19 This 
approximation can be used due to the fact that the nuclei are much heavier than the electrons and 
therefore move more slowly.  Using the Born-Oppenheimer approximation, the wavefunction for 
the electrons can be found from a Hamiltonian that only considers the kinetic energy and 
interactions of the electrons.  To obtain the wavefunction and energy of the electrons, the energy 
is minimized by way of the variational principle. The total electronic energy can be found by adding 
the nuclear-nuclear repulsions, 𝑉121, to the electron energy, 𝐸* , (the kinetic energy of the nuclei 
is later considered in the thermal corrections from the translational degrees of freedom) 

𝐸*+ 	= 	𝐸*+	𝑉121	.																																																								(2.3) 

In this thesis we have used two different methods for obtaining the electron energy, density 
functional theory (DFT), and coupled cluster theory (e.g. CCSD(T)).20  What follows is a short 
introduction to DFT. For a description of CCSD(T) we refer to reference (20).  
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2.1.1 A Brief Description of Density Functional Theory 
DFT is a successful quantum mechanical method for obtaining the electronic energy because it 
combines accuracy and speed. The theory was developed based on two key publications by 
Hohenberg and Kohn21,  and Kohn and Sham22. The Hohenberg-Kohn theorem states that given 
an interparticle interaction, it is possible to formulate the electron energy as a functional of the 
electron density. This reduces the computational cost compared to an orbital formulation. 
However, the exact appearance of the functional is unknown. In particular, the kinetic energy and 
interactions between electrons is challenging. A solution to the question of how to model the 
kinetic energy was addressed by Kohn-Sham.22 The electrons are modelled as non-interacting 
particles moving in an effective potential. The functional formulation of the energy, 𝐸*[𝜌], in 
terms of the electron density, 𝜌, is  

𝐸*[𝜌] = 𝑇[𝜌] + ∫ 𝑑4𝑟𝜌(𝒓)𝑉*5,(𝒓) +
6
7∫𝑑

4𝑟𝜌(𝒓) 𝑉8(𝒓) + 𝐸59[𝜌],														(2.4) 

where 𝒓 is a positional vector. The first term in Equation (2.4) corresponds to the kinetic energy, 
𝑇[𝜌] which is calculated for non-interacting electrons (using an orbital formulation). The effective 
potential functional corresponds to the three other terms: contribution to the energy from 
interactions between nuclei and electrons represented by the external potential, 𝑉*5,; electrostatic 
electron-electron interactions represented by the Hartree potential, 𝑉8 ; and the exchange-
correlation functional, 𝐸59[𝜌].  
The exact form of the exchange-correlation functional is unknown. Exchange-correlation 
accounts for electron-electron interactions beyond the mean-field approximation as well as the 
error introduced by using a kinetic energy for non-interacting particles. Different rungs of DFT 
exist which approach the modelling of exchange-correlation in different ways. The most common 
ones used are generalized gradient approximation DFT23  and hybrid DFT.24  In the generalized 
gradient approximation, the exchange-correlation potential is evaluated based on the electron 
density and its gradient.23 Hybrid DFT improves on the accuracy of the generalized gradient 
approximation by including some of the exchange interactions from Hartree-Fock theory,24 and is 
more computationally demanding. 

2.1.2 Density Functional Theory in Molecular Systems 

The electron density,	𝜌, of a molecule can be represented as the sum of the square of the 
wavefunctions of individual electrons, 𝜓: , as  

𝜌	 = 	∑ 9𝜓:9
7

: .																																																																(2.5) 

In molecular quantum chemistry software, the wavefunction of an electron in a molecule is often 
represented by a linear combination of atomic orbitals. Typically, an atomic valence electron orbital 
is also represented by a linear combination of contracted basis functions, 𝜙; ,  

𝜓: 	= 	∑ 𝑐:;𝜙;; 																																																																	(2.6) 

with coefficients, 𝑐:; .	 The contracted basis functions are in turn linear combinations of so called 
primitive gaussian functions. There are a number of existing basis sets which differ in their form 
(number of basis functions, number of primitive functions) and for what systems they were 
optimized. Additionally, diffuse and polarized functions can be added to improve the form and 
flexibility of the basis set. To reduce the computational cost, the core electrons are often assumed 
to have a frozen description.  
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2.1.3 Density Functional Theory in Periodic Systems 
Because of crystal periodicity, the electron density in an entire crystal can be described by the 
electron density of one unit-cell. In periodic systems, the wave functions of the electrons are often 
represented as plane waves according to the Bloch theorem. The periodicity of the plane waves 
making up the electron density is described by their wave vectors k.  k corresponds to a vector in 
the reciprocal space (i.e. the Fourier transform) of the crystal lattice. The wave function of an 
electron is described as  

𝜓: 	= 	∑ 𝑐:<𝑒2;𝐤∙𝐫< 																																																												 (2.7) 

where 𝑐:< 	is a coefficient and 𝐫 is a positional vector in the crystal lattice.  In analogy with the 
frozen core-description used with gaussian basis sets, one can use pseudopotentials25 or projected 
augmented waves26 in periodic DFT. The objective is similarly to reduce the number of plane 
waves needed to describe the system accurately. In addition, a cut-off for the highest kinetic energy 
of the electrons is used to control the size of the basis set.  

The energy of a crystal depends on long-range interactions. It is computationally favourable to 
consider these interactions in reciprocal space. Evaluating the energy in reciprocal space requires 
integration over different values of k. These are evaluated as sums in periodic DFT software. The 
sums in turn are evaluated on a k-point grid. If the function varies a lot in reciprocal space, a fine 
grid is needed for an accurate description. If the function varies little, sampling a few k-points is 
enough. It is necessary to converge both number of k-points and energy cut-off in order to obtain 
accurate energies and forces. 
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2.2 Molecular and Material Geometry Optimizations  

The relative energy of different chemical states is found by comparing the most stable geometries 
of those states. To this end we perform geometry optimizations on the multidimensional potential 
energy surface. The reactants and products correspond to minima on the potential energy surface 
(Figure 2.1). The transition state, on the other hand, is a first-order saddle-point, or maxima (in a 
one-dimensional potential energy surface). A minimum or saddle-point can be classified by 
inspection of the vibrational frequencies.  

Figure 2.1 Schematic of an energy profile of a reaction, visualized in one dimension. The reactant 
and product correspond to minima on the potential energy surface. In a general number of n-
dimensions, the transition state is a first-order saddle-point (a minimum in all coordinates but one 
for which it is a maximum).  

2.3 Calculating Thermal Effects in Molecules and Solids  

In all systems, the thermal effects included in 𝐸,-*./0+ , depend on how the molecule or material 
can store energy in its rotational, vibrational or translational degrees of freedom as well as on the 
associated entropy. The total thermal correction is  

𝐸,-*./0+ 	= 	𝐸@;A.0,;BC +	𝐸.B,0,;BC 	+ 𝐸,.0CD+0,;BC,                          (2.8) 

where 𝐸; is the thermal energy contribution for degree of freedom i. 𝐸; depends on both an 
enthalpic contribution, 𝐻; ,	and entropic contribution, 𝑆; ,  according to  

𝐸; 	= 	𝐻; 	− 	𝑇𝑆; .                                                          (2.9) 
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where 𝑇 is the temperature. Both the enthalpic and entropic contributions can be calculated from 
the partition function for the rotational, vibrational and translational degrees of freedom.  For 
example, the vibrational contribution to the thermal correction is obtained by first calculating the 
force constant of each normal mode of vibration. The force constants are then used to form the 
total vibrational partition function. An additional contribution to the thermal corrections from the 
electronic partition function is added if the molecule has a degenerate electronic ground state. 

In solids, thermal corrections to the energy are computed only from the vibrational degrees of 
freedom, called phonons. In this thesis, phonon frequencies were obtained through the finite 
displacement method. 27  The method involves evaluating the forces associated with displacements 
of the atoms in the structure. 

2.4 Modelling Solvent Effects 

In a solvated system, there are many possible and complex solvent configurations. Because of the 
complexity and often large system sizes required to describe a solvent, treating solvent interactions 
explicitly is challenging. A simpler and common computational approach is to describe interaction 
with a solvent implicitly, using, for instance, a polarizable continuum model (PCM).28 In PCM, the 
solvent molecules are replaced by an average continuum with some dielectric constant. With this 
method it is not possible model specific interactions with the solvent such as hydrogen bonding. 

2.5 Molecular Dynamics Simulations 

Molecular dynamics simulations are simulations of the time-evolution of a molecular system. In 
Born-Oppenheimer dynamics (used in this thesis),29 the energy and the forces which accelerate the 
system are calculated with DFT, which is described in previous sections. The system is evolved 
according Newton’s equations of motion in discrete steps. An accurate integration in Born-
Oppenheimer molecular dynamics requires the time step to be smaller than the fastest movement 
in the system,30 often on the order of femtoseconds.   

The temperature in a simulation is controlled using a thermostat which modulates the velocities 
of the atoms, for example by rescaling the velocities. The canonical sampling through velocity 
rescaling31 thermostat, which is used in this work, introduces noise to the equations of motion to 
produce a canonical ensemble.  

2.5.1 Sampling the Free Energy Landscape Using Steered Molecular Dynamics 
There are a number of methods, other than the one described in Section 2.3, through which one 
can obtain the free energy of a chemical process. Two of them are called metadynamics and 
umbrella sampling. Both methods are variants of steered molecular dynamics and both have been 
used in the work leading up to this thesis. One advantage of using steered molecular dynamics 
methods to obtain free energies is that they are statistics-based methods, as opposed to methods 
relying on optimizations. Calculations of vibrational frequencies are computationally expensive. 
Steered molecular dynamics methods are therefore suitable when investigating reaction barriers in 
large systems. Another advantage of using molecular dynamics is the ability to model a reaction in 
a solvent modelled explicitly. Umbrella sampling and metadynamics are methods designed to 
increase sampling of high energy (i.e. unlikely) regions of the potential energy landscape. 
Simulations are computationally demanding, and without steering the simulation, it would not be 
possible to gather enough statistics of the high energy regions.  
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2.5.2 Metadynamics 
Metadynamics is a suitable method to use when the reactivity of a system is of interest.32 In 
metadynamics, exploration of different regions of a configurational space is encouraged by adding 
a bias potential to the position of the system at regular intervals. This means that as the 
metadynamics simulation progresses, the potential energy landscape becomes more and more flat, 
since the likelihood of adding bias to low energy regions is higher than to high energy regions. As 
the difference in relative energy between regions shrinks, more areas of the configurational space 
are sampled. The free energy landscape is retrieved as the inverse of the total added potential bias. 
In that sense, performing metadynamics simulations is like making a cast out of the potential 
energy landscape. The time-evolution of a deposited bias is visualised in Figure 2.2. We see that 
after many time-steps, the deposited bias is flat corresponding to a filled landscape. It is possible 
to locate minima and transition states on the converged surface. The transition state in a simulation 
can also be identified through committor analysis.34 A transition state is then defined as a structure 
from which there is an equal probability of reaching the reactant or product basins.   

Figure 2.2 Schematic of snapshots of the deposited bias potential in a metadynamics simulation. 
The potential free energy landscape is successively filled with deposited bias. Starting from the 
basin to the left, the system gradually explores states of higher energy until it ends up in another 
basin. The lines in the diagram represent snapshots of the bias at different times (numbers above 
line) during the simulation.   

Metadynamics requires a set of collective variables that describe the reaction coordinate. As a tool 
for reactivity exploration, metadynamics can become powerful when combined with path 
collective variables.32, 35  There are two path collective variables, s and z. The former coordinate 
describes the position along a reaction path and the latter movement orthogonal to the path. The 
path collective variables can be constructed using only information of the coordination patterns 
of structures between which one is interested in finding reaction paths.36 In contrast to umbrella 
sampling, which is described next, metadynamics does not force the system to move along the 
reaction coordinate, but instead allows it to stray to orthogonal paths. Metadynamics is therefore 
suitable when searching for solvent catalyzed mechanisms. 
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2.5.3 Umbrella Sampling  
One of the largest issues with metadynamics is that it can take a long time to converge the free 
energy landscape. Using umbrella sampling37 to obtain the energy profile of an observed reaction 
can be more time efficient. Umbrella sampling is a method in which the chemical system under 
study is simulated along some reaction coordinate. The free energy, ∆𝐺, is found from the 
probability distribution, 𝑝(𝑟), obtained through the simulation. 𝑝(𝑟) describes the relative 
probability of finding the system at some value of the reaction coordinate, 𝑟. The free energy is 
then calculated as  

∆𝐺(𝑟) = −𝑘!𝑇 ln 𝑝(𝑟)																																																							(2.10) 

where 𝑘! 	is Boltzmann’s constant and 𝑇 is the temperature. In umbrella sampling, a biased 
probability distribution is obtained instead of  𝑝(𝑟). Sampling in high-energy regions of phase 
space is ensured by constraining the system along the reaction coordinate, 𝑟,  at certain points, 𝑟E, 
with a harmonic bias potential, 𝑉(𝑟), on the form  

𝑉(𝑟) = 𝑘(𝑟 − 𝑟E)7,																																																								 (2.11)  

where 𝑘 is a force constant. The gathered biased statistics is then processed to retrieve the relative 
energy along the sampled reaction coordinate.  The accuracy of the retrieved energy profile 
depends on the sampling. Limited sampling causes an inaccuracy of the energies that can be 
estimated from so-called block-averaging.38 Block-averaging is a statistical method based on 
dividing the total sample into blocks from which the energy profile is calculated. The variation of 
the energy profile is then used to estimate the error of the profile. 
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Chapter 3  
Hydrogen Cyanide and Its Role in 
Astrochemistry 
In this and the subsequent chapter we explore hydrogen cyanide (HCN) chemistry in the context 
of astrochemistry and prebiotic chemistry. As one of the more common small organic molecules,  
HCN has been detected on planets,39–42 comets,43 Saturn’s moon Titan,44 and in the interstellar 
medium.45  Figure 3.1 shows three of those drastically different environments hosting HCN. In 
the interstellar medium, the HCN can form photochemically from various carbon, nitrogen and 
hydrogen-containing molecules.46 In molecular clouds, HCN is found on average at a relative 
abundance of 10-8 compared to molecular hydrogen (Panel A, Figure 3.1).45 The isomer hydrogen 
isocyanide, HNC, is found at a similar abundance in the interstellar medium despite being 14.8 
kcal/mol higher in energy.47 The reason for the latter is because of a high barrier of isomerization, 
which impedes conversion from HNC to HCN at low temperatures.48 In the atmosphere of Titan 
(Panel B in Figure 3.1), HCN forms as a photochemical product of nitrogen and methane.49  The 
volume mixing ratio of HCN increases from 10-8 at the surface to 10-6 at 250-300 km altitude.50  In 
addition, both the Voyager Flyby and the Cassini mission detected HCN-based aerosol clouds in 
the atmosphere.51–53 HCN chemistry in these environments is recognizably difficult to observe 
directly, or to even emulate experimentally. Moreover, HCN is a hazardous chemical –it can inhibit 
oxygen uptake by binding to the protein cytochrome C oxidase54 – and requires careful handling. 
Because HCN is both volatile and toxic, HCN chemistry is not something easily studied in the 
laboratory. 

Figure 3.1. Examples of three different astrochemical environments where HCN is found. A. The 
molecular cloud Sagittarus B2 (Image: European Space Observatory(ESO) and NASA)55 B. 
Saturn’s moon Titan. (Image: NASA/Jet Propulsion Laboratory-Caltech, Space Science Institute)56 
C. The comet 67P/Churyumov-Gerasimenko photographed by the navigational camera onboard 
Rosetta (Image: European Space Agency (ESA)).57 

ESO/APEX & MSX/IPAC/NASA Image credit: ESA/Rosetta/NAVCAMCredits: NASA/JPL-Caltech/Space Science Institute
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3.1 Chemical Properties of HCN  

HCN (Figure 3.2a) is an exotic substance in many ways. Under standard conditions, HCN is a 
volatile liquid with a boiling point close to room temperature (26 °C). Theoretical simulations of 
the liquid have shown that the HCN molecule is on average coordinated to 7 other monomers in 
the first solvation shell.58 HCN has a dielectric constant of 144.8 at 278 K, the sixth largest reported 
after a group of amides.59  Experimental gas phase studies of HCN have found that it can form 
small linear clusters (shown in Figure 3.2c) in the gas phase.60 Similarly, theoretical studies show 
that in a hydrogen bonded chain of HCN molecules, the dipole moment increases by a factor of 
1.4.61 Loew et al.62 found HCN to be anomalous when they correlated the LUMO energy of small 
nitriles to the Taft σ* substituent coefficients, suggesting that HCN would be less reactive than 
other nitriles. With a pKa of 9.2, HCN has the historical name prussic acid. HCN is liquid only in 
a 30 K interval due to its strong intermolecular hydrogen bonds.  When it freezes it forms a crystal 
with a polar unit cell, seen in Figure 3.2b.63 Anhydrous HCN can be synthesized in different ways, 
such as by reacting an alkali salt (e.g. potassium or sodium cyanide) with stearic acid, followed by 
fractional condensation.64  

 Figure 3.2. (a) The Lewis structure of HCN; (b) The conventional unit cell of crystalline HCN;63 
(c) example of a linear cluster of HCN molecules.  

3.2 HCN in Prebiotic Chemistry 

Interest in HCN in the context of prebiotic chemistry began with the famous experiments by Urey 
and Miller in 1953.65, 66 In their seminal experiments using electric discharges, adenine (shown in 
Figure 3.3) formed from simple gas mixtures meant to imitate the atmosphere of early Earth. The 
proposed prebiotic formation route to adenine included HCN as an intermediate. Later, in 1961 
Orò 67, 68 demonstrated that base-catalysed reactions of aqueous HCN indeed can lead to the 
formation of adenine, along with a host of other compounds. Since the first experiment by Orò, 
all natural nucleobases of deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) have been 
identified as products in HCN reaction mixtures (see e.g. reference (69) ) The formation of adenine 
has been studied and observed in temperatures as low as 195 K.70  The observation suggests that 
adenine formation can occur in  various cold astrochemical environments. HCN has also been 
used in prebiotic synthesis of amino acid and ribonucleotide precursors and lipid building blocks.71  
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Figure 3.3. The Lewis structure of adenine, one of the nucleobases of DNA and RNA.  Adenine 
is also a pentamer of HCN. 

3.3 HCN Polymers: How Do They Form and Where?  

The relevance of HCN for prebiotic synthesis of biomolecules has motivated the study of HCN 
reactivity and in particular HCN polymerization. HCN polymerizes under a wide variety of 
conditions to a complex reaction mixture that often contains a large fraction of insoluble materials 
(see e.g. reference (72)). Polymerization can proceed both in aqueous phase and in pure HCN. 73 
74  When polymerization experiments are conducted in aqueous solution, the oxygen content has 
been measured to be between 10 and 25 mole percent.73, 75, 76, 77 The most favourable pH for HCN 
polymerization in aqueous solution is 9.2, at the pKa of HCN.74 Amines  or ammonia are typically 
used as base catalysts.73, 78 Ferris et al. have also reported that the formation of the HCN tetramer 
diaminomaleonitrile is catalysed by bromine, iodine, copper ions, cyanogen and cyanamide, and 
that polymer formation is catalysed by presence of diaminomaleonitrile.74 Mamajanov and 
Herzfeld have demonstrated catalysis of HCN polymerization using free radicals73 and Mozhaev 
et al. have performed radiation induced polymerization.79  

The structural possibilities for HCN polymers are many. Because of the ubiquity and reactivity of 
HCN, HCN polymers and related compounds are suspected to contribute to complex organic 
matter in a range of environments. For example, macromolecular materials derived from HCN 
may explain some complex organic matter observed in Titan’s atmosphere and on its surface.80–83  

Several studies have focused on characterization of HCN polymerization products using a variety 
of techniques such as vibrational spectroscopy, nuclear magnetic resonance spectroscopy and mass 
spectrometry. The characterization reveals that HCN polymers include a variety of functional 
groups, such as amines,76, 76, 84  amides76, 85, hydroxyl groups,76, imines, 73, 86 carbodiimides, triazines, 
nitriles, carbonyls75 to name a few.  Different researchers have proposed different polymer 
structures based on the results of characterization studies. Three such polymer examples are shown 
in Figure 3.3. Structure a in Figure 3.3 was proposed by Völker.77, 84 Meanwhile, Mamajanov and 
Herzfeld87  found that new bonds were formed between carbons and nitrogens and proposed 
structure b in Figure 3.3, in agreement with the irradiation induced polymers of Mozhaev et al.79. 
On the other hand, He et al. found that new bonds were formed between carbons and proposed 
polyimine (structure c in Figure 3.3).86 Rahm et al.85  later showed computationally that polyimine 
has a tunable band gap which would allow the polymer to absorb visible light in the narrow window 
of wavelengths that reaches the surface of Titan.  
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Figure 3.4. Three different repeating units proposed for the HCN polymers. a. The ladder-like 
structure proposed by Völker. 77 b. Head-to-tail polymer by Mozhaev et al.79 and Mamajanov and 
Herzfeld 87c. Polyimine.86 

The reactive nature of HCN brings about the question:  At how low temperatures can HCN 
polymers form and over what timescale? Answering this question would provide strong hints as 
to in which different astrochemical environments HCN polymers may be present. So far, the range 
of temperatures where HCN polymer formation has been observed is between 195-373 K. 73, 78, 88 
In aqueous solution, polymerization occurs at concentrations above 0.01 M.74  At lower 
concentrations, hydrolysis is the governing process. In cold temperatures, eutectic phases are one 
way to spontaneously concentrate HCN, favouring polymerization over hydrolysis.89  In 
experiments performed close to 250 K, there has been reports of tetramer formation albeit not 
polymer formation.72 In one low temperature experiment at 195 K, a 0.15 M HCN 0.1 M 
ammoniacal solution was left to react and formed polymers over a period of 27 years.70 Studies of 
the kinetics of polymerization have also shown that the mechanism appears to change with 
temperature.76   

3.4 The Mechanism Hypothesis for HCN Oligomerization  

In the previous section, we described how HCN polymerization results in a variety of structures, 
which at least in part depends on reaction conditions.  It is naturally unlikely that a single reaction 
mechanism can account for all such structures. However, before structures diverge it is likely that 
any HCN polymerization first proceeds through the formation of some kind of dimer.  
Iminoacetonitrile (Figure 3.5, structure I) constitutes one such dimer and has been proposed to 
form in the first reaction step of HCN polymer formation. In Paper I we begin to explore the 
mechanism of HCN polymerization by first explaining the formation of iminoacetonitrile. To 
understand why we focus on a particular reaction, some context is required.   

Figure 3.5. Four molecules all proposed as intermediates in HCN polymerization: HCN (I), 
iminoacetonitrile (II), aminomaleonitrile (III) and diaminomaleonitrile (IV). 
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The early work on HCN reactions by Ferris and Orò identified a number of small molecules as 
intermediates to adenine and HCN polymers.68, 90  Figure 3.5 shows the four first intermediates in 
one of the proposed reaction pathways in HCN polymerization. All four structures correspond to 
the most stable aliphatic dimer (II), trimer (III) and tetramer (IV).  Neither the dimer nor trimer 
have been detected in polymerization experiments. A likely reason why is that the equilibrium is 
shifted significantly towards the tetramer or polymer product.90 The tetramer, or structure IV, is 
one of the main structures produced in HCN reaction experiments. The confirmed presence of 
IV in reaction mixtures has given it a central role in most discussions on polymerization pathways. 
We here note, however, that whereas diaminomaleonitrile is a possible feedstock molecule for the 
production of polymers, separate polymerization experiments starting from the tetramer do not 
proceed close to room temperature, like HCN polymerization does.73, 78  

One mechanism hypothesis involves the successive addition of cyanide anions onto the oligomer 
since most studied polymers form under alkaline conditions.68, 90 This mechanism is exemplified in 
Figure 3.6 for the formation of iminoacetonitrile. The formation of the trimer or 
diaminomaleonitrile can be imagined in the subsequent steps, first with nucleophilic attacks of 
CN- on the sp2 carbon of iminoacetonitrile, and then continuing on the formed nitrile group of 
the trimer. The next chapter describes the thermodynamics and kinetics of iminoacetonitrile 
formation shown in Figure 3.6.  

Figure 3.6. Proposed formation of iminoacetonitrile through a base-catalyzed mechanism where 
protonation68, 90 follows nucleophilic additions of a cyanide anion.  
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Chapter 4  
Revisiting Iminoacetonitrile 
Formation 
Our exploration of HCN polymerization mechanisms begins with a closer examination of HCN 
dimerization in Paper I.  The HCN dimer iminoacetonitrile is the hypothesized first intermediate 
in HCN polymerization. Sanchez et al.74, 90 have reported that an iminoacetonitrile intermediate 
was indicated by their kinetics studies of HCN polymerization. However, iminoacetonitrile has 
never been isolated in polymerization experiments. Structurally related N-alkyliminoacetontiriles 
have been shown to form maleonitrile derivatives, similar to the often-observed tetramer 
diaminomaleonitrile.91  

Claims that iminoacetonitrile should be the HCN dimer that forms in polymerization experiments 
are motivated by the molecule’s relative stability compared to other dimers.92 An hypothesis of 
HCN forming a biradical dimer have also been put forth.79, 87, 93 However, theoretical studies have 
found iminoacetonitrile to be more stable than the biradical dimer by 26 kcal/mol.92   
Iminoacetonitrile was recently discovered in two molecular clouds, in Sagittarus B2(N) and G + 
0.693, adding to the astrochemical interest of the molecule.94, 95 

Paper I focuses on examining the thermodynamics and kinetics of iminoacetonitrile formation. 
Despite the fact that most polymerization experiments are performed in either an aqueous or pure 
HCN environment, only one other theoretical study has focused on iminoacetonitrile formation 
in a polar environment previously.96  The method used to describe the solvent was then an implicit 
solvent model, and the focus was on catalyzation through ion-pairs. In addition, thermal effects 
were not included. We decided to investigate the formation of iminoacetonitrile in an explicitly 
described pure HCN environment.  

4.1  The Formation of Iminoacetonitrile, a Missing Prebiotic Intermediate, 
in Polar Media  

We initially performed metadynamics simulations of a cyanide anion solvated in HCN. These 
steered simulations were carried out in a canonical ensemble at 278 K. Committor analysis and 
umbrella sampling were performed to obtain a free energy profile for the reaction that was 
identified. To this end, we used the path-collective variables, s and z, to describe the position along 
the path between reactants and products, and the position away from the path, respectively (see 
Paper I). All simulations were performed with the Perdew–Burke-Ernzerhof (PBE)23 functional 
and Grimme’s D3 dispersion corrections97 (see Paper I) with Born Oppenheimer molecular 
dynamics in CP2K v6.1.98 
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After 10 ps of our metadynamics simulation we observed a direct transition from the cyanide anion 
to iminoacetonitrile with the participation of two HCN molecules. Figure 4.1 shows representative 
samples of the critical points along the reaction pathway. The carbon-carbon bond is predicted to 
form simultaneously as a proton transfer occurs between the two HCN molecules. After the 
transfer, the participating cyanide anion regenerates. The reaction we predict proceeds to the E-
form of iminoacetonitrile. According to our molecular calculations, the E-form is slightly (~1 
kcal/mol) more stable in a polar media, while the Z-form is slightly more stable in gas phase (<1 
kcal/mol). 

Figure 4.1. Formation of E-iminoacetonitrile as predicted by a metadynamics simulation of liquid 
HCN. The mechanism is concerted and involves carbon – carbon bond formation occurring 
simultaneously with a proton transfer between two HCN molecules. 

Figure 4.2 shows the free energy profile of iminoacetonitrile formation as a function of the s- and 
z-coordinates. The reaction energy was retrieved through umbrella sampling steered along the s-
coordinate.  At the level of theory used in the simulations, the barrier for iminoacetonitrile 
formation is 15.5±1.2 kcal/mol and the reaction is exergonic by -7.1±0.8 kcal/mol. The reported 
uncertainty stems from the limited sampling during the simulations and was estimated through 
block-averaging.   

  

1.2 1.4 1.6 1.8
s value

-5

0

5

10

15

R
el

at
iv

e 
fre

e 
en

er
gy

 [k
ca

l/m
ol

]

s coordinate 

Li
qu

id
G

as
 p

ha
se

Reactant Transition state Product

dNH 1.8 Å

dCC 2.1 Å

dCC 2.5 Å

dNH 1.9 Å

dNH 1.1 Å

dCC 1.5 Å

dCC 1.5 Å

dNH 1.1 Å

1 TS 2

1 TS 2

dCC 2.0 Å

dNH 1.8 Å

dCC 1.5 Å

dNH 1.1 Å

1 TS 2

dNH 1.8 Å

dCC 2.1 Å

dNH 1.1 Å

dCC 1.5 Å

1 TS 2

dCC 2.5 Å

dNH 1.9 Å

dCC 1.5 Å

dNH 1.1 Å

1 TS 2

dCC 2.5 (2.0) Å

dNH 1.9 (1.8) Å

dCC 1.5 Å

dNH 1.1 Å

1 TS 2

1.2

 0.1

0.2

0.3

0.4

1.4 1.6 1.8

5

0

5

10

10

R
el

at
iv

e 
fre

e 
en

er
gy

  [
kc

al
/m

ol
]

s coordinate

1.09 1.32 1.88



 

 

 

 

21 

Figure 4.2. The free energy landscape of iminoacetonitrile formation in path collective variable 
space. 1 represents the position of the reactant complex, TS the position of the transition state 
and 2, the product complex. The white area corresponds to regions not sufficiently sampled during 
simulations. 

Before comparing with experiments, we have added an electronic energy correction, ∆𝐸9B.. , to 
our reaction profile, ∆𝐺FG. The corrected energy, ∆𝐺9B.. ,	was calculated as 

∆𝐺9B.. 	= 		 ∆𝐺FG 	+ 		∆𝐸9B.. ,                                            (4.1) 

where ∆𝐸9B.. includes a correction to a higher level of theory and to a larger basis set (for a detailed 
description, see Paper I). Since it is unfeasible to perform highly accurate single points on our large 
systems, we based the higher-level calculation on a minimal molecular model containing just the 
reacting molecules. The HCN solvent molecules were then instead modeled implicitly by a 
polarizable continuum (see Paper I). After the correction to the electronic energy, the formation 
of iminoacetonitrile in HCN liquid is only slightly exergonic at 278 K by -0.8±0.8 kcal/mol. The 
corresponding best estimate for the activation energy is 27.2±1.2 kcal/mol. This is about 11 
kcal/mol larger than the apparent polymerization barrier measured by Mas et al. (measured 
between 323-363 K).76 The relatively high dimerization barrier is in agreement with dimerization 
being the rate limiting step for HCN-polymerization.90  
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4.2 Estimating the Timescale of Iminoacetonitrile Formation 

The timescale of iminoacetonitrile formation in pure HCN can be approximated by calculating the 
half-life of the reaction using a first order Eyring equation. Figure 4.3 shows the predicted half-
life as a function of temperature. We predict that the half-life for the reaction in pure HCN at 278 
K is on the order of several months. For comparison, in the studies of Mamajanov and Herzfeld 
the appearance of polymer (in pure HCN and 278 K) happened on the order of days.87 He et al. 
observed a similar experimental polymerization rate in pure HCN at room temperature.86 The 
difference between a half-life of days and years at ambient temperature is large, but does not 
correspond to a large difference in activation energy ( ~3 kcal/mol).  One caveat with the 
comparison of our results to experiments is that our model describes a pure HCN system. Trace 
amounts of impurities may exist under experimental conditions, facilitating initiation of 
polymerization. Our model does not either describe the role of known polymerization catalysts, 
such as ammonia. 

 

Figure 4.3. Our estimate of the half-life for iminoacetonitrile formation as a function of 
temperature for a solution in pure HCN. The three lines correspond to our barrier estimate 
27.2±1.2 kcal/mol. We have here used the barrier calculated at 278 K to extrapolate to lower and 
higher temperatures. The half-life at the temperature of the simulations (278 K) is on the order of 
years. Closer to room temperature (300 K) the predicted half-life is within months. At the eutectic 
temperate, the half-life is thousands of years. 

The experimental polymerization rate in aqueous solution (1 M ammonium cyanide, pKa 9.2) is 
similar to the rates in pure HCN close to room temperature. Assuming the same kinetics for the 
reaction in water as in HCN allows us to compare our results to experiments performed in a wider 
range of temperatures. Our predicted timescale for the reaction close to 250 K is on the order of 
thousands of years. This prediction is not in line with Ferris’ observation of tetramer production 
at such low temperatures after a few days.74 Rather, it is consistent with the lack of appearance of 
polymer products in the experiments by Bermejo et al.72  
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If we assume that the effect of the polar liquid environment is similar to a polar frozen one, we 
can extrapolate our results below the eutectic point, the stoichiometry (74.5 mole percent HCN89)  
and temperature at which the mixture of water and HCN is frozen. After extrapolation, we see in 
Figure 4.3 that our results cannot explain the appearance of polymer under very cold conditions 
(195  K) like those formed within 30 years in the experiments of Miyakawa et al.88 Our calculations 
predict the considered reaction to proceed on a timescale of billions of years at 195 K (Figure 4.3).   

4.3 Comparison with Dimerization in an Implicit Solvent  

This study was the first of its kind to treat the formation of iminoacetonitrile in explicit solvent. 
For comparison, we calculated the relative energies of the reactants (1), transition state (TS) and 
products (2) in implicit solvent as well. The results are presented in Figure 4.4. We used the PCM 
model for water and exchanged the dielectric constant to that of HCN at 278 K (144.8). With 
PCM, the barrier for iminoacetonitrile formation was 28.8 kcal/mol in HCN. This is 1.6 kcal/mol 
higher than the corresponding barrier in the explicit model (Figure 4.4).  

Figure 4.4. The corrected free energy profile of iminoacetonitrile formation in HCN modelled in 
explicit solvent (black) and in PCM (grey). The Lewis structures corresponding to the reactant (1), 
transition state (TS) and product (2) are shown to the right.  

One clear difference between using explicit and implicit solvent descriptions is that PCM shows 
the reaction to be endergonic. In our explicit solvent model (the simulations) the reaction to 
iminoacetonitrile appears to be close to thermoneutral. Possible causes for the difference (>5 
kcal/mol) between the solvation methods is that PCM either underestimates the stability of the 
solvated product or overestimates the stability of the reactant. However, we also note that an 
endergonic reaction does not provide evidence against the dimer forming as a high energy 
polymerization intermediate. Iminoacetonitrile has yet to be isolated in experiments and must 
therefore be very reactive if it forms during the polymerization.  
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Kikuchi et al.96  previously found that including a hydrogen bonding ammonia in the transition 
state could lower the activation energy (to 28.7 kcal/mol). We note that our models predict a 
similar barrier height with HCN acting as the hydrogen bond donor. The effective solvation of 
ions in polar media like water and HCN disfavors ion-pair formation if the ion concentrations are 
not very high. In aqueous ammonium cyanide solutions typically used in experiments, the 
concentration of ammonium is the same as that of cyanide. Both mechanisms are therefore as 
viable in the typical aqueous solution (1 M and pH 9.2) of ammonium cyanide. However, in pure 
HCN,  coordination by a cation is less likely given the weight percentages of base that are typically 
used.86, 87  

4.4 Conclusions 

To conclude, we have for the first time estimated the reaction energy of iminoacetonitrile 
computationally, while explicitly considering the effect of the surrounding solvent. The hypothesis 
of iminoacetonitrile formation under base-catalyzed conditions is supported by its formation in 
our simulation. However, the predicted dimerization rate is slow compared to the polymerization 
timescale typically found in experiments. The mechanism is kinetically feasible (i.e. is predicted to 
occur over a timescale of several months) under typical experimental conditions. However, 
iminoacetonitrile formation in a polar media is very slow around the eutectic point with water. The 
conditions on Titan are predicted to be too cold to allow for iminoacetonitrile formation through 
this pathway. Thermal shocks provided by impacts which momentarily heat up the surface could 
allow for polymerization to occur, such as the polymerization observed by Mozhaev er al. upon 
melting solid HCN that had been irradiated at low temperature.79   
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Chapter 5  
Evaluating the Potential for Cell 
Membranes in the Lakes of Titan 
Membranes are a presumed prerequisite of life as we know it and function so to contain, 
concentrate and protect the biochemical machinery of cells.99 All biological membranes known to 
us exist in an aqueous environment, and most often near Earth ambient conditions. Life on Titan 
would occur under completely different conditions than on Earth. For example, suggestions of 
lifeforms able to perform methanogenic metabolism in the hydrocarbon world of Titan100, 101 
challenge our notions of the nature and limits of life. In Paper II, we ask the question of whether 
unconventional membranes might form and operate under the drastically different conditions of 
Titan’s methane seas. 

A membrane in water has a hydrophobic interior and a hydrophilic exterior surface that is exposed 
to water, as shown in the left panel of Figure 5.1. In water, the driving force which promotes 
membrane self-assembly is the hydrophobic effect, which maximizes the possible interactions and 
orientations of the hydrogen bonded water network.102 This principle would not work in the 
hydrocarbon seas of  Titan which are made up of nonpolar liquids that cannot form hydrogen 
bonds.  

Figure 5.1 Two ways of arranging molecules into a bilayer membrane. (Left) In water, cell 
membranes are formed from lipids with hydrophilic ends facing the solvent and hydrophobic parts 
hidden in the interior of the membrane. (Right) In a hydrocarbon solvent, like methane in the seas 
of Titan, polar molecules might arrange in a reversed fashion with hydrophilic ends hidden inside 
the membrane.   

In the hydrocarbon sea of Titan, an amphiphilic molecule in a membrane will orient in the opposite 
way as it would in water, forming an inverted membrane (Figure 5.1). The driving force for 
membrane self-assembly would also be different. The primary driving force for a hypothetical 
membrane assembly in a hydrocarbon solvent would be based on a maximization of interactions 
between the polar ends of the amphiphilic molecules. Such interactions cannot be too strong 
however, as that would cause a membrane to be too rigid. Since the temperatures on Titan are so 
low, only small polar molecules would have weak enough intermolecular interactions.  

Water sea Hydrocarbon sea

HydrophilicHydrophobic
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One kind of inverted membranes suggested to form in the hydrocarbon seas of Titan are the 
azotosomes.103 Azotosomes are defined as inverted membranes made from polar nitrogen-
containing compounds. Out of a number of small amphiphilic molecules, Stevenson et al. 
computationally showed a promising kinetic viability in azotosomes made from acrylonitrile. 
Acrylonitrile membranes were also predicted based on calculations to have a flexibility similar to 
that of membranes on Earth.103   Following the initial azotosome study, acrylonitrile, the building 
block of the hypothesized membranes, was detected in the atmosphere of Titan.104  The detection 
of acrylonitrile further fuelled interest in the potential existence of azotosomes. The purpose of 
our work has been to complement the previous study by providing quantum chemical estimates 
of the thermodynamics of azotosome self-assembly.   

5.1 Can Membranes be Operable on Titan? 

Whether acrylonitrile can self-assemble into azotosomes depends on whether or not the structure 
is thermodynamically favoured compared to all other possibilities. Under the frigid temperatures 
of Titan, the most stable arrangement of most molecules larger than methane is the solid crystal 
structure. The freezing point of acrylonitrile is 190 K.  At 153 K, the crystal structure of 
acrylonitrile was determined by Yokoyama and Ohashi to be disordered.105 There are four ordered 
packings that are consistent with the crystal structure measurements (see Paper II). We compared 
the electronically most stable crystal structure with the azotosome modelled as a two-dimensional 
periodic structure. The azotosome structure was built based on the description by Stevenson et 
al.103 with the nitrile groups placed in a hexagonal grid. The energy of the structures was evaluated 
using the Vienna Ab Initio Simulation Package (VASP),106, 107 a periodic DFT code. We considered 
thermal effects through phonon calculations on the acrylonitrile crystal structure and the 
azotosome. Effects of methane solvation were studied by comparing the energy of the azotosome 
solvated in methane with the non-solvated membrane and solid methane. We also used molecular 
dynamics to simulate the solvated azotosome to give yet another indication of its kinetic stability.  

A summary of the results of Paper II are found in Figure 5.2, where the most stable phase of 
acrylonitrile Pna21 is shown and compared to that of the azotosome. The estimate of the relative 
energy of the azotosome is 8-11 kJ/mol acrylonitrile above the crystal structure. The range in 
energy arises because the relative energies have been evaluated with different methods for 
describing dispersion interactions (PBE23-D397 and vdw-df-cx.108, see Paper II) The difference in 
relative energy per monomer is small. However, multiple such building blocks are required to form 
one mol of membrane. In other words, as more and more molecules are incorporated in the 
azotosome, the energy separation between the membrane and the crystal structure becomes larger 
and larger, and consequently the likelihood of forming the higher energy membrane decreases 
even more. We therefore conclude that the formation of azotosomes, while offering a plausible 
alternative membrane that is more favored in the seas of Titan than the Earth like ones, are not 
likely to form. 
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Figure 5.2 Quantum chemical predictions of membrane stability. Density functional theory 
calculations predict that the azotosome is not a thermodynamically viable candidate for self-
assembly of cell-like membranes on Titan. The necessary building block acrylonitrile will 
preferentially form the molecular crystal structure, which has a lower Gibbs energy. Crystal 
symmetries of the considered phases are shown within parenthesis. Figure is reproduced from 
Sandström and Rahm (Paper II).109  

5.2 Comparing Acrylonitrile Solubility and Critical Azotosome 
Concentration 

The self-assembly of acrylonitrile azotosomes depends on the relative energy of the acrylonitrile 
in the crystal structure, in the azotosome and in liquid methane.  As long as the azotosome is less 
stable than the crystal structure, the critical concentration for azotosome formation will be larger 
than the solubility, in other words larger than the maximum concentration of acrylonitrile in 
solution. To demonstrate this principle, we note that the solubility of acrylonitrile has been 
estimated theoretically to be approximately 10-10 M (based on methane molar density of 28 M110 at 
94 K, 1.5 bar and a solubility of 10-11 mole fractions111). The solubility, 𝐾H, is related to the relative 
energy between the solid and solvated molecule,	∆𝐺DB+@2DB+;I , according to 

∆𝐺DB+@2DB+;I = −𝑅𝑇𝑙𝑛𝐾H                                              (5.1) 

where 𝑅 is the gas constant and  𝑇 is the temperature. This corresponds to a ∆𝐺DB+@2DB+;I  of  ~18 
kJ/mol. Using our thermodynamical estimate for the energy of the azotosome, the corresponding 
relative energy of the azotosome compared to the solvated molecule,	∆𝐺0JB,BDB/*2DB+@, is                      
-10 - -7 kJ/mol. In analogy to the critical micellar concentration, the critical 
concentration,	𝐶9.;,;90+ , for azotosome formation can be found from ∆𝐺0JB,BDB/*2DB+@ according 
to  

∆𝐺0JB,BDB/*2DB+@ = 𝑅𝑇𝑙𝑛𝐶9.;,;90+ .                                         (5.2) 

Acrylonitrile ice (Pna21)
ΔG90K = 8–11 kJ/mol C2H3CN
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With our relative energy estimate, the critical azotosome concentration is 10-6-10-4 M. Comparing 
Equations (5.1) and (5.2) we see that as long as the azotosome is less stable than the crystal 
structure, the critical concentration cannot be reached. As there is no available experimental 
measurement of the solubility, the values of the solvated molecule’s relative energy and the critical 
azotosome concentration that we present here are only approximate and are subject to change 
with another solubility estimate. However, the requirement of a more stable azotosome in order 
for azotosome self-assembly to occur is valid for all solubilities. Using the solubility estimate by 
Stevenson et al. 111 combined with our relative energy of the azotosome, there is at least a four 
order of magnitude difference between the solubility and the critical azotosome concentration at 
94 K. 

5.3 Conclusions 

To conclude, the results from Paper II strongly suggest that membrane formation in hydrocarbon 
solvent at low temperature is unlikely and challenged by many factors. The kinetic stability of these 
structures has been confirmed but the stumbling block for their formation lies with the 
thermodynamics. We can however not rule out that azotosomes formed from another molecule, 
or at another temperature could be thermodynamically operable. This work is one of the first of 
its kind where quantum chemistry is used as a tool to evaluate an astrobiology hypothesis. While 
in this case the results are not in favor of the hypothesis, the study is an example of the potential 
for quantum chemistry within the field of astrobiology.  
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Chapter 6  
Outlook 
The aim of this work was to evaluate hypotheses in prebiotic chemistry and astrobiology using 
quantum chemistry. The formation of iminoacetonitrile, a possible first reactive intermediate in 
HCN polymerization, was observed in liquid HCN through the mechanism suggested by Orò in 
1961.68 Our best theoretical estimate of the reaction half-life suggest that iminoacetonitrile forms 
on a slower timescale (several months) than HCN polymers (days). The comparison indicates that 
the dimerization reaction is a rate-limiting step of the polymerization process if iminoacetonitrile 
forms as an intermediate. Our comparison with experiments would further improve through 
characterization of plausible subsequent polymerization steps. To this end, future work will focus 
in part on investigating the reactivity of iminoacetonitrile.  

In paper II, we showed with quantum chemical methods that the spontaneous self-assembly of 
acrylonitrile azotosomes in Titan’s methane lakes is very unlikely.  The study was an example of 
how quantum chemistry can be used to inform and improve on hypotheses in astrobiology that 
are difficult to test in the lab. The rich chemistry on Titan makes it an especially exciting place 
where to test hypotheses of extra-terrestrial life.  The next mission to Titan, Dragonfly, will focus 
on the dunes and craters on the surface, and will shed new light on processes occurring in the 
environment of the cold moon.112 
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